
1 Overview

In this thesis, I propose to develop a formal framework for specifying and reasoning about models for

distributed memory, particularly memories with weak consistency guarantees. The main audience

for this framework is programmers of systems or machines that support some form of concurrent

processes which share memory, so they can reason about the correctness and performance of their

programs. It should also be useful for implementors of such systems, in determining what guarantees

their implementations provide, and in assessing the advantages of providing one memory model over

another. This should be the foundation for a simple formal theory that captures key concepts and

mechanisms proposed in contemporary memory models, and can be extended to accommodate new

memory guarantees, synchronization primitives, and programming disciplines as they are proposed.

The framework should be expressive enough to specify various memory models that have already

been proposed, and should de�ne concepts that make it easy to express both the programmers'

intentions and the guarantees provided by system implementors. It should be completely formal, yet

tractable, so that it can be used to prove theorems about these memory models rigorously. It should

support a high level of abstraction, since its primary audience is programmers who should not need

to think about the details of the system design, and so that it can model memories provided by

tightly controlled hardware, as well as memories implemented by loosely coupled message passing

systems. It should also be as general as possible, allowing arbitrary data types, and a wide variety

of synchronization primitives and programming disciplines. Finally, it should �t into a larger theory

of distributed systems, so that it can be used to prove the correctness of implementations of the

memory model, and of systems that use the memory model.

The theory should include characterizations of common data types such as read/write memory,

and properties of memory operations, synchronization primitives, and programming disciplines that

are useful in characterizing the behaviors allowed by a memory model. Since the primary reason for

using weakly consistent memory models is to improve performance, the theory should also indicate

some means to compare the performance of programs running under di�erent models.

2 Background and Motivation

Distributed implementations of shared memory arise both in networks, such as in shared databases,

and in multiprocessor architectures. (Although not traditionally considered distributed systems,

multiprocessors look like distributed systems inside.) As such systems become commonplace, it

is important to develop convenient ways to program them. Ideally, we would like programs for

these systems to express naturally the programmer's intention, and to be easy to understand

and reason about carefully. It should also be possible to implement them e�ciently, exploiting

locality, re-ordering and other techniques that mask disk and communication latency, to deliver

high performance.

Because processes may access the data in shared memory concurrently, a shared memory system

must provide programmers with a conceptual model, called the memory consistency model, for the

semantics of such concurrent access. This consists of restrictions on the possible values that mem-

ory operations may receive. For example, sequential consistency, proposed by Lamport [Lam79],

requires that the memory should appear as if all memory accesses were handled by a single process.

This model is attractive because it provides programmers with a simple and intuitive model, the
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natural extension to the memory model of a uniprocessor.

However, in some systems [BLNS82, FM82], communication delays and failures make this model

di�cult to maintain. Because some applications, such as Web-based data servers and naming

services such as DNS [DNS90], do not require such strong consistency guarantees, some systems

are willing to tolerate some inconsistency in order to improve performance. Furthermore, because

of performance-oriented architectural features such as caching, write-bu�ering and pipelining, as

well as compiler optimizations such as re-ordering of code, many modern multiprocessors, such

as the DEC Alpha, IBM PowerPC, Sun SPARC, and Stanford FLASH [Sit92, SW95, MSSW94,

SUN91, WG94, KOH

+

94], do not guarantee sequential consistency. It is important to specify

weaker memory consistency models that are maintained by these systems, to enable application

programmers to reason about their programs.

Experience has shown that distributed systems are di�cult to reason about in general. (For

example, Lampson and Shvartsman make this claim in their course [LS97, Handout 16].) There

are at least two di�erent elements that contribute to the di�culty in reasoning about concurrent

accesses to shared memory. The �rst, called concurrency, refers to situations where two or more

\threads of control" are \active" simultaneously, and may interfere with each other, by accessing

the same parts of memory, for example. We assume interleaving semantics, so that no two atomic

actions can actually occur simultaneously. The di�culty with concurrency is that processes can

no longer be characterized by a simple input/output relation, but instead must be modelled by

reactive systems, characterized by behaviors, or sequences of input and output actions.

1

However,

this by itself does not impel us to adopt weaker memory models. For example, a time-sharing

system may have many concurrent processes, but it can easily maintain a sequentially consistent

memory. Rather it is the second element, distribution, that makes weaker models important.

Intuitively, distribution refers to the distance between various parts of a system. Abstractly,

this is manifested by di�erent costs associated with communication between these parts. This does

not mean there is concurrency in the sense indicated above. For example, caching is a technique

for dealing with distribution even with only one processor, reducing the overhead associated with

accessing main memory. In the absence of concurrency, techniques to hide distribution typically do

so transparently, and should be viewed as optimizations that do not a�ect the speci�cation of the

system (except for its performance). However, transparency is much more di�cult to maintain in

the presence of concurrency.

E�ective programming of distributed systems has typically been done in one of two ways. Most

commonly, one obeys a programming discipline that has been proven to provide strong guarantees

about the way actions interleave. This may be considered \easy concurrent programming", because

the strong guarantees make it easy to reason about the correctness of the programs. For exam-

ple, shared memory may only be accessed in critical sections protected by locks, which must be

\acquired" by following a particular locking discipline, such as two-phase locking. This guarantees

that critical sections appear atomic. Without such a discipline, programmers must reason directly

about their programs. Because there are many ways in which actions may interleave, and intuition

often turns out to be mistaken when reasoning about concurrent programs, this is usually a tedious

and error-prone process, and thus is sometimes called \hard concurrent programming".

1

Reactivity and concurrency are not exactly the same; a system that interacts with its environment, even if it has

a single thread of control, is reactive. However, if we view the environment as a separate thread of control, then the

system and its environment are concurrent.
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Providing a formal framework for describing shared memory models, and developing a theory of

how to reason about these models which includes programming disciplines, will serve programmers

of distributed systems by providing a variety of \easy concurrent programming" disciplines, each

with its own guarantees, so a programmer may choose a discipline that best suits the requirements of

the program being written. Furthermore, specifying models completely formally within a common

framework should make it easier to reason carefully about the behaviors of systems, even when no

prescribed discipline is being obeyed.

In addition, clear and unambiguous de�nitions that capture important characteristics of memory

models and programming disciplines, and demonstrations of how these relate to each other should

serve as a basis for building a better intuition for reasoning informally about these memory models.

This is important for programmers who must often reason informally as they decide the general

structure of their programs, before writing them up and reasoning about them formally. It is

useful, therefore, to provide clients with the means to express what they desire directly and at

as high a level of abstraction as possible, providing them with such concepts as transactions,

for example, rather than lower level synchronization mechanisms such as memory barriers. This

improved understanding of memory models should also in
uence system and architecture designs,

as it becomes clearer what kinds of memories are most useful to programmers. Finally, a formal

framework opens the possibility of using automated tools in the development of applications.

3 Approach

Two criteria determine our approach in designing the formal framework for memory consistency

models. We want our framework to be expressive enough to capture the memory models that have

been and may be proposed and implemented, and we want the accompanying theory to be as simple

and general as possible.

To achieve the �rst goal, we derive our framework by formalizing models (or simpli�cations of

models) of existing or proposed systems and architectures. We then try to derive results that are

claimed in the \folklore", many of which have no complete formal proof that we are aware of, and

extensions of these results. This helps ensure that our results are relevant.

We also examine current concurrent programming practice, for clues on what mechanisms are

useful for programmers, and what e�ects they are using these mechanisms to achieve. We will

endeavor to provide a means to express these e�ects directly, to ease the task on the programmer.

Then we will show how these can be provided by the mechanisms that are actually provided by

real systems, either automatically (i.e., by compilation or having a front end mediate the system

calls) or by following a programming discipline, or some combination of both.

To achieve the second goal, we develop the theory in several stages, �rst de�ning serial data

types, then doing static analysis on computations (cf. [FL98]), and �nally modelling dynamic (reac-

tive) systems. Rather than being tied down to a speci�c language or logic, as many formal methods

are, we formalize memory models directly in mathematics, allowing us greater 
exibility in de�n-

ing whatever concepts turn out to be useful. (See [Lam93] for an argument of the value of this.)

For example, computations are modelled by directed acyclic graphs, and the dynamic systems are

modelled by input/output automata [LT89].

We begin with a careful de�nition of the serial semantics of data types, including a characteriza-
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tion of how di�erent operators on a data type interact with each other, and of the relation between

some data types. We also prove theorems about the equivalence (with various notions of equiva-

lence) of di�erent sequences of operators. This forms the foundation for later results establishing

the equivalence of memory models.

We then do a careful study of computations, extending work began in [FL98]. A computation

captures the way a program has unfolded in a particular execution at a particular moment in time.

This allows us to examine the memory semantics separately from any linguistic and timing issues.

We develop a theory of memory models based on computations, and prove as much as possible

within this theory, before adding the additional complications of reactivity.

Finally, we examine dynamic systems, in which the memory access pattern may depend on the

responses received for previous memory operations, as well other factors such as timing that are not

modelled by computations. This allows us to model real systems and architectures more accurately.

We will use I/O automata to model these systems, and the resulting theory will depend heavily on

the computation-based theory, extending the results there to automata.

I/O automata [LT89] support a general theory for distributed systems, in which our framework

can be �t, including structured description of systems and their components using both parallel

composition based on shared actions and levels of abstraction. This allows us to take advantage of

techniques developed for reasoning about I/O automata, including invariant assertions, composi-

tional methods, and various simulation methods that support hierarchical reasoning. I/O automata

also support performance and fault tolerance analysis, which is important for the systems we study.

As mentioned, our primary goal is not to prove the correctness of any particular system, nor to

advocate a particular memory model, but to develop a framework which helps illuminate memory

consistency models, making it easier to reason both formally and informally about them, and the

correctness of programs that run on them. In our analysis, we do not focus exclusively on whether a

system is correct (i.e., implements its speci�cation), but rather on modelling the structure inherent

in the system, and identifying the key characteristics of a system, particularly the interactions with

its memory components.

Although the choice of programming language can have a profound e�ect on how memory is

accessed, we will avoid linguistic issues as much as possible. Instead, we will enrich the client-

memory interface so that clients can specify arbitrary precedence relations between operations, and

a variety of synchronization primitives, including that a group of operations should appear atomic.

Although no programming language may provide such general features, this generality is useful

for modelling the range of features that may be provided by a variety of systems. It is easy to

restrict it when modelling a particular system. The study of what features should be provided

by a programming language, and how programs should be compiled into the memory operations

considered in this thesis, is an important area of research, but falls beyond the intended scope of

this thesis. Of course, we hope that the framework developed will shed light on this.

To develop and evaluate this framework, we will express some proposed memory models within

it, compare these with other speci�cations of these models (some of which are formal), and prove

theorems relating these models, especially how they can be combined with programming conventions

to appear stronger than they really are. We will also model implementations of a few of these

models, and prove formally that they implement the model. Finally, we will demonstrate how this

framework can be used to prove application-level correctness and performance guarantees.
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This work will build heavily on our earlier work on precedence-based and computation-centric

memory models [Luc97, FL98], which will serve as a basis for our framework. These papers show

how to model memories in which only precedence restrictions can be speci�ed between operations.

This includes many common memory consistency models, including sequential consistency [Lam79],

the location consistency of Gao and Sarkar [GS95], and per-location sequential consistency.

2

The

framework allows arbitrary acyclic precedence dependencies to be expressed between operations,

without regard to which processes or processors issue these operations. This di�ers from the

processor-centric approach of most of the work on multiprocessor memory models, in which de-

pendencies between operations at di�erent processors are only allowed for special synchronization

operations. Thus, the sequential consistency and per-location sequential consistency models de-

�ned are generalizations of the standard versions found in the literature. These generalized models

can express some synchronization primitives, including fork/join, cobegin/coend, and spawn/sync

constructs.

4 Speci�c Work

In our study of memory models, we expect to discover various properties of data types and the

possible relationships among their operations that will be useful in maintaining memory consis-

tency. For example, Shasha and Snir de�ne two operations on a read/write memory to con
ict if

they access the same location and at least one of them is a write [SS88], and use as a basis for

characterizing the executions of a program. The independence property of [Luc97] is a re�nement

of the opposite notion, and is used to show that some models are indistinguishable from others to

clients that obey certain restrictions. We will identify and formally de�ne other such properties.

As mentioned earlier, we will use a computation-centric theory of memory as a basis for a

theory for memory consistency in dynamic systems. A computation is a directed acyclic graph of

operations, where edges represent the precedence dependencies between operations. A computation-

centric memory model speci�es the possible values that may be returned for these operations.

Formally, a return value function for a computation assigns a return value for each operation in

the computation. Every operation must have a return value, though it may be constant, such

as acknowledgments for writes, or indicate an error, such as attempting to access a non-existent

object. A computation-centric memory model speci�es, for each computation, the return value

functions allowed by the model.

There are two ways in which the theory developed in [FL98] is insu�cient to serve as the basis

for the dynamic systems theory developed in [Luc97]. First, there is no method for incorporating

restrictions on the clients. We will extend the framework to incorporate models that only specify

their behavior on special classes of computations, which determine the restrictions that the clients

must obey. For example, a \race-free" program is one that only produces computations in which

there are no data races, that is, concurrent con
icting operations. We can show that any memory

that respects the precedence constraints speci�ed by the clients cannot be distinguished by such a

program from a sequentially consistent memory.

Second, the theory developed in [FL98] only describes models for read/write memories, and

used observer functions rather than general return value functions to de�ne the memory models.

2

This is often called coherence in the literature [HP96]. It is called location consistency in [FL98] and [Fri98],

though it is not the same as the model by that name in [GS95]. See [Fri98] for a justi�cation of this terminology.
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The additional structure of observer functions was useful in understanding some of the properties

desired of memory models, but it does not readily extend to general data types in which a single

instruction may read or write several locations atomically. We will extend the theory to allow

general data types, building on a formal speci�cation of serial data types, such as presented in

[Luc97].

With this foundation in place, we will develop a formal characterization of the relationship

between the computation-centric models and the automata-theoretic models for dynamic systems.

Because computation-centric models tend to be easier to reason about and understand, we will

show how to use the results for computation-centric models to derive results for the corresponding

automata-theoretic models.

We will then develop both theories to encompass memory models that include restrictions that

cannot be modelled with only precedence constraints. We will do this primarily by enriching the

client-memory interface so that programmers can express directly the restrictions they want to

impose on the execution of the program. We will again do as much of the reasoning as possible on

computations, and use these results to reason about automaton memory models.

Many memories provide explicit synchronization mechanisms, such as memory barriers and

locks, which can be used to further restrict the possible return values that operations may re-

ceive. Although some synchronization mechanisms, such as fork/join and spawn/sync constructs,

can already be speci�ed by the precedence constraints in our framework, others, such as locks

and memory barriers, cannot be expressed in this way. We will show how such synchronization

mechanisms can be incorporated into our theory by augmenting computations and client-memory

automata interface with synchronization information. The synchronization information can be used

to de�ne additional memory models and also classes of restricted clients that arise from di�erent

programming disciplines. These can then in turn be used to prove more theorems relating di�erent

memory models under various programming disciplines.

In particular, we will show how to de�ne di�erent types of locks, and the memory models

that guarantee that the locks will be \respected." We will also rede�ne the notion of \race-free"

programs, so that operations protected by locks are not considered data races. We will show that a

race-free program cannot distinguish any memory that respects both the locks and the precedence

constraints from a sequentially consistent memory. This is similar to the results of Adve and Hill for

data-race-free programs using memory that guarantees weak ordering [AH90] and Gharachorloo,

et al. for properly labelled programs using release consistent memory [GLL

+

90]. We will show how

to prove these results, generalized from their processor-centric contexts, in our framework.

In addition to more traditional synchronization mechanisms, we will also extend the client-

memory interface so that clients can specify that a group of operations must be applied atomically.

This is similar to the notion of transactions used in database systems,

3

and we will draw on that

work [BHG87, LMWF94]. Most memory models provide locks or other synchronization mecha-

nisms, which can be used to provide transactional semantics if used with an appropriate program-

ming discipline. We believe it is better to provide an abstract means of specifying this, allowing

programmers to express their intentions directly, rather than using mechanisms that may restrict

3

In database systems, transactions may be aborted by the system in case of failure or interference from other

transactions. In this case, the system must make it appear as though none of the operations were done at all. This

will not be allowed in our system, as memories are not typically allowed to refuse to do an operation. However, if

this behavior is desired, abortable transactions can be modeled with an explicit abort operation whose behavior is

speci�ed by the serial data type.
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the possible executions in unintended ways. We can then prove that memory models with more

traditional synchronization mechanisms implement this abstract model if the program obeys the

appropriate discipline. This provides a higher level of programming abstraction, and also may shed

light on what synchronization mechanisms are useful for programmers trying to get transactional

semantics. This di�ers from most of the work that has been done on memory models, in which se-

quential consistency (or atomicity) is the strongest consistency model provided to the programmer

by the memory. In such work, locks and other synchronization mechanisms play a dual role, both

as a means to provide the appearance of sequential consistency for weaker consistency models, and,

to implement transactions over sequentially consistent memory.

Building on this framework, we will specify several memory consistency models, and also several

programming disciplines. Some of the memory models will be abstractions of real architectures,

such as the Stanford DASH machine, the DEC Alpha, and the SPARC machines [LLG

+

92, Sit92,

SUN91]. Others will be at a higher level of abstraction, including transactional semantics, that

would be appropriate for a application programmer. We will also express other proposed memory

models, such as Attiya and Friedman's hybrid consistency Midway's entry consistency, and Iftode,

et al.'s scope consistency, in our framework [AF92, BZS93, ISL96]. Because these models are all

processor-centric, our formalization of these memories should be generalizations of the original

models, as they were for sequential consistency.

The programmer-centric memory models advocated by Adve and Gharachorloo [Adv93, AG95,

Gha95] can also be formalized in our framework, though the approach is slightly di�erent. Those

models specify formal conditions on programs that, if satis�ed, guarantee that the memory will

appear sequentially consistent. We will de�ne corresponding programming disciplines for the data-

race-free and properly labelled families of programs. A memory would then be considered DRF0, for

example, if, running with any client satisfying the DRF0 conditions, would only produce sequentially

consistent responses.

With these memory models and programming disciplines de�ned, we can prove several theo-

rems, demonstrating the relationships between various memory models, with or without particular

programming disciplines. In addition to proving results corresponding to those already in the liter-

ature (e.g., release consistency implements proper labelling, for some version of each), we will also

examine programming disciplines that guarantee transactional semantics over sequentially consis-

tent (or weaker) memories augmented with locks or other synchronization operations.

Another characteristic that we think will be important is that of determinacy. A computation

is determinate if all its schedules are equivalent, that is, every operation gets the same return value,

and the �nal state is the same. A program is determinate if it produces a unique computation,

and that computation is determinate. A program or computation is determinate with respect to

a memory model if it is determinate when running using that memory model. Although many

parallel programs are not determinate, we believe there are a signi�cant set of programs that are.

For such a program, it is enough to examine a single execution to determine if it is correct. We

would like, if possible, to develop a formal and easily checkable list of criteria that will guarantee

a non-trivial set of programs are determinate. This is similar to the result proven by Cheng, et al.

about abelian programs in Cilk.

Finally, we will demonstrate that it is possible to prove some performance properties using our

framework. This will build on work done using I/O automata to prove such properties for other

systems [FGL

+

, DeP97]. As this work is relatively recent, we expect these results to be fairly
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modest, as they are in those papers. We hope this will lay the groundwork for future research

in this area, so that formal models can be used to predict the performance, as well as verify the

correctness, of real systems.

5 Previous and Related Work

Our interest in this area began with the study of a lazy replication scheme for maintaining a

replicated database [LLSG92], which led to the de�nition of eventually-serializable data services

[FGL

+

96, FGL

+

]. From the joint panel discussion between ISCA and PODC in 1996 [ISC96], we

saw that many of the ideas we used in that work could be applied to multiprocessor memories.

This was reinforced while teaching the Principles of Computer Systems class at MIT [LL96]. In

that class, we also tried to formally state and prove under what conditions several operations can

be considered as a single atomic operation. This turned out to be more di�cult than anticipated,

and constitutes a major part of this research.

The work in this thesis draws from several di�erent, but related, areas of research, each with

a lot of previous or current relevant work, only a small subset of which can be mentioned here.

It draws on the experience of programmers of concurrent systems, usually sequentially consistent

ones. There is a rich tradition of such work, especially in the area of operating systems. There are

many guides to concurrent and parallel programming, such as [Bir89, Sno92], that would be helpful

in determining what abstractions would be useful to such programmers. Similarly, there is a rich

literature on database transactions and concurrency control in database systems that is relevant

to our work in characterizing transactional semantics (e.g., [BHG87, GR93, LMWF94]). Many of

these issues are also covered in the Principles of Computer Systems class at MIT, most recently

taught by Lampson and Shvartsman [LS97], and parts of this thesis will build on material from

that course.

The main area, of course, is that of multiprocessor memory models. The earliest memory model,

sequential consistency, was de�ned by Lamport in 1979 [Lam79]. This required a total ordering on

all the operations that was consistent with the view of each processor. He also introduced the notion

of atomicity [Lam86], and a theory of atomic objects [Lyn96, Chapter 13], which was generalized

and renamed linearizability by Herlihy and Wing [HW90]. For our purposes, these two models are

essentially equivalent. However, because of caching and other hardware optimizations, sequential

consistency was not always guaranteed by the hardware. Instead, coherence, that is, per-location

sequential consistency, was often considered the correctness condition [HP96]. Unfortunately, co-

herence alone was not su�cient for certain programming needs.

Relaxed (or weak) memory consistency models were introduced to bridge the gap between se-

quential consistency and coherence. These models were de�ned by asking which operations could

be re-ordered with respect to the sequential order speci�ed at each processor. For example, in a

coherent memory, accesses to di�erent locations may be re-ordered. Perhaps the earliest relaxed

consistency model was that of the IBM/370 [IBM83].

Dubois, Scheurich, and Briggs introduced weak ordering, in which operations were designated by

programmers as either \data" or \synchronization" operations, where data operations could be re-

ordered among themselves, but not with synchronization operations, which had to be sequentially
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consistent.

4

They stated general conditions su�cient to guarantee sequential consistency [DSB86,

SD87].

Goodman de�ned the processor consistency model, which requires that the writes of each pro-

cessor be seen in the same order by each processor, but each processor may see di�erent orders for

operations issued by di�erent processors [Goo89].

Gharachorloo, et al. de�ned release consistency, which extends weak ordering by further di�er-

entiating synchronization operations into acquire, release, and nsync operations, each with weaker

restrictions than the synchronization operations of weak ordering [GLL

+

90]. They also character-

ized a class of properly labelled programs, which when run using a release consistent memory, would

appear as though it were running on a sequentially consistent memory. That is, properly labelled

programs cannot distinguish between release consistency and sequential consistency.

Adve and Hill suggested that memory models should be de�ned by formal constraints on pro-

grams that guaranteed that the memory would appear sequentially consistent [AH90]. Speci�cally,

they de�ne a memory model as a contract between the software and the hardware, that if both sides

are kept, the execution will be sequentially consistent. If, however, it is not kept, then there are

no guarantees whatsoever. Adve developed this approach further in her thesis, where she de�ned

the sequential consistency normal form method for de�ning memory models [Adv93]. In this sense,

the properly labelled programs of Gharachorloo, et al. [GLL

+

90] de�ne a memory model that im-

plements by release consistency. Adve and Gharachorloo call this approach a programmer-centric

approach to specifying memory consistency [AG95, Gha95].

There are also several memory models that were intended to capture the behavior of real

multiprocessor architectures. The earliest was the IBM/370 [IBM83]. Others include the SPARC

V8's total store order and partial store order [SUN91] and the V9's relaxed memory order [WG94],

the DEC Alpha [Sit92, SW95], and the PowerPC [MSSW94]. Release consistency was designed

to characterize the memory consistency guarantees of the Stanford DASH machine [LLG

+

92], and

entry consistency characterizes the memory of the Midway distributed system [BZS93].

Many of the memory consistency models above are described informally, or at least not com-

pletely formally. There has been a lot of work, however, to give a completely formal characteriza-

tion of memory models. Gibbons, Merritt and Gharachorloo [GMG91] de�ned a blocking variant

of release consistency using I/O automata. Later, Gibbons and Merritt extended this work to

non-blocking memories [GM92]. Attiya and Friedman give a formal de�nition for the DEC Al-

pha memory [AF94], and together with Chaudhuri and Welch extend that work to a more general

framework [ACFW93]. This work is the basis for Friedman's thesis [Fri94]. Other formal work

that takes a di�erent approach than ours include the term-rewriting system of Shen and Arvind

[SA97a, SA97b], and the work of Shasha and Snir, which relates to compiler optimizations [SS88].

There are several ways in which our approach di�ers from most of the other work in this area.

First, we are completely formal, down to the speci�cation of the data type, and up to the level

of proving implementation using simulations and other standard techniques for I/O automata.

Second, the framework is not processor-centric. While it is possible to annotate operations with

their processors, this is not required by our framework, allowing it to model systems such as

Cilk [BJK

+

95]. Third, it is not connected to any language or architecture, but it allows the

client-memory interface to be extended easily, so that almost any language or architecture can

4

Dubois, et al. actually used a condition called \strong ordering", which is slightly di�erent from sequential

consistency.
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be modelled within it. Fourth, it requires, and allows, the programmer to express exactly what

precedence constraints and what synchronization each operation has. This could be cumbersome

if programmers had to write this down for every program, but good language design can make this

fairly straightforward. Many other models are expressed as sequential code that can be re-ordered,

which may lead to false assumptions about operation ordering. Fifth, each operation potentially

has a completely di�erent ordering of the operations which it uses to determine its e�ects. This

is related to the previous point, in which the programmer, or the model, must explicitly specify

what constraints each operation must respect. Sixth, we do not assume that sequential consistency

embodies the strongest guarantees that programmers wish to have. Rather, we try to provide

programmers with even higher levels of abstraction, such as transactional semantics. Seventh, we

show how performance properties might be proven using our framework.

One shortcoming of our framework is that, by ignoring linguistic issues, it cannot take into

account compiler optimizations, and \hints" such as pre-fetch, and register directives. It also cannot

consider the global picture, as Shasha and Snir do in their work [SS88]. This is an important task,

but we feel that the area is still su�ciently immature that a rigorous treatment of a restricted,

though still quite broad, aspect of this problem is a valuable contribution.
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