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Abstract

Balance control approaches for humanoid robots have traditionally relied on low-
dimensional models for locomotion planning and reactive balance control. Results
for the low-dimensional model are mapped to the full robot, and used as inputs to
a whole-body controller. In particular, the linear inverted pendulum (LIP) has long
been the de facto standard low-dimensional model used in balance control. The LIP
has its limitations, however. For example, it requires that the robot’s center of mass
move on a plane and that the robot’s contact environment be planar. This thesis
presents control and planning approaches using nonlinear low-dimensional models,
aimed at mitigating some of the limitations of the LIP. Specifically, the contribu-
tions are: 1) a closed-form controller and region of attraction analysis for a nonlin-
ear variable-height inverted pendulum model, 2) a trajectory optimization approach
for humanoid robot locomotion over moderately complex terrain based on mixed-
integer nonlinear programming with a low-dimensional model, and 3) a quadratic-
programming based controller that uses the the results from these low-dimensional
models to control a simulation model of the Atlas humanoid robot.
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Chapter 1

Introduction

Humanoid robots have long captured the imagination of researchers and the general
public alike. However, robots with a humanoid form factor have yet to find widespread
adoption in the real world, despite decades of research. Classically, good application
areas for robots in general have consisted of dirty, dull, and dangerous jobs. While
these application areas could also apply to humanoid robots, there is a serious question
of whether the humanoid form factor is ever the right choice, perhaps outside of the
entertainment industry.

A key argument in favor of the humanoid form factor has always been that it is
well-suited to manipulation tasks in a large variety of environments, especially those
built for humans. Examples of environments in which humanoid robots could po-
tentially outperform e.g. wheeled mobile manipulators include buildings with stairs,
very rough outdoor terrain, cluttered areas, and environments with sparse available
contact surfaces.

However, the most popular algorithms for balance and locomotion control of hu-
manoid robots have relied on certain key assumptions that are violated by the very
environments in which the humanoid form factor is supposed to shine. For example,
standard control algorithms typically assume that the ground is flat and level.

In recent years, research focus in the field of humanoid robotics has started to
shift away from this simple ‘lab’ environment, and towards having humanoid robots

do useful work in the real world, as witnessed by the DARPA Robotics Challenge

19



(DRC) and its disaster response scenario [9]. The first requirement that must be met
for a humanoid robot to be able to operate in these environments is that it be able
to robustly maintain its balance, avoiding costly falls which could damage the robot
or its environment. This thesis focuses on balance control approaches that avoid the
typical assumptions of classical balance controllers. Specifically, we explore the use
of centroidal models where the dynamics are either explicitly nonlinear in the state
and control input, or are subject to nonlinear state constraints.

The remainder of this thesis is structured as follows. Chapter 2 establishes some
preliminaries and gives a sense of the state of the art in balance control for humanoid
robots, including the limiting assumptions that most current control approaches make.
Chapter 3 presents a control framework that is used throughout to map results from
various centroidal models to the full robot. Chapter 4 presents an analysis of a 2D
nonlinear centroidal model that foregoes one of the standard assumptions, namely
that the center of mass moves on a plane. It demonstrates how center of mass height
variation can instead be used to improve balance. Chapter 5 presents a planner for 3D
locomotion over terrain with sparse footholds based on a nonlinear centroidal model.
The planning problem is formulated as a mixed-integer nonlinear program.

While an effort has been made to consolidate the mathematical notation used
throughout this thesis, notation conventions should generally be considered chapter-

specific.

20



Chapter 2

Preliminaries and related work

This chapter reviews the balance control problem for humanoid robots and provides

a literature review of the approaches used to address it.

The chapter is structured as follows. Section 2.1 provides a high-level overview
of the balance control problem for legged robots. Section 2.2 discusses some rela-
tively generic control approaches that can be applied to this balance control problem.
Section 2.3 briefly recalls properties of a legged robot’s dynamics, focusing on the
dynamics of its centroidal momentum. How these centroidal dynamics relate to the
balance control problem is discussed in section 2.4. Section 2.5 presents perhaps the
most popular approach to balance control for humanoids, and section 2.6 discusses

limitations of this approach, framing the work presented in this thesis.

2.1 The balance control problem

Perhaps stating the obvious, the primary objective of balance control for legged robots
is avoiding falls. Formalizing this statement is tricky, however. In an attempt to do

so, we will consider a state-space model of the robot’s dynamics of the form?

LOther formalisms may also be used to model legged robots, most notably hybrid dynamical
systems. However, (2.1) suffices for the current discussion.
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T (t) =[x (t),u(t)) (2.1)
u(t) e Uz (1))

where x € R? is the robot’s state (e.g., joint positions and velocities) and u € RY is its
control input (e.g., joint torques), confined to the state-dependent set of admissible

control inputs U (z (t)) C R

To formalize the concept of a ‘fall’, assume that a subset of state space is des-
ignated that consists of failed (fallen) states,? Xpjeq C RP. Then the problem of
avoiding this set of failed states can be formalized using the theory of viability [10],
first applied to the field of legged robotics in [11]. A state xzq is called viable if and
only if there exists at least one admissible input trajectory that results in a state
trajectory z (t) starting from z, that stays outside of the set of failed states for all
times ¢ > 0. The set of all viable states is called the viability kernel (see Fig. 2-1
for a visualization). The viability kernel is also known as the maximum controlled

invariant set [12].

If a legged robot ever finds itself in a state outside of the viability kernel, then it
either has already fallen or is doomed to fall, and a fall damage minimization strat-
egy should be employed. For states inside the viability kernel, maintaining balance
amounts to selecting any control action that keeps the state inside the viability ker-
nel. As such, under certain continuity conditions of the dynamics (2.1), only states
on the boundary of the viability kernel restrict the choice of control actions [10]. In
the interior of the viability kernel, there is freedom to choose control actions that
achieve a secondary task (e.g., walking to a goal location), or optimize a performance

metric (e.g., energy expenditure).

2Note that defining such a set may already be a difficult endeavor for a detailed state-space model
of the robot.
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Figure 2-1: Cartoon demonstrating the concept of a viability kernel. Several state
evolutions are shown: a) an evolution starting outside the viability kernel inevitably
ends up in the set of failed states Xpajeq; b) the system starts in the viability kernel
and comes to a rest at a fixed point; ¢) an evolution that converges to a limit cycle;
d) an evolution that has the same initial state as c¢), but ends up in the set of failed
states, e.g. because the input trajectory was different; e) impossible evolution: by
definition, it is impossible to enter the viability kernel if the initial state is outside
the viability kernel. Adapted from [1].

2.2 Generic approaches to balance control and anal-
ysis

Unsurprisingly, computing viability kernels and associated control laws for nontrivial
systems is intractable. A generally applicable approach to attacking the balance
control is to replace viability with a strictly more conservative condition that is easier
to work with. For example, for a system with (hybrid) polynomial dynamics and a
given polynomial control law u = k (z), sum-of-squares (SOS) optimization [13] may
be used to find a Lyapunov-like polynomial barrier function of limited degree whose
zero-level set separates the set of failed states from all trajectories starting from a
given set of initial states [14]. Doing so certifies that these initial states are a subset
of the viability kernel. Other SOS-based computational approaches may be used to

search for outer approximations of the viability kernel [15].

Another generic way to somewhat simplify the problem in strictly conservative
fashion is to add the constraint that trajectories must reach a pre-specified known-

viable state. For example, one may require that trajectories converge to a given final
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Figure 2-2: Cartoon demonstrating the concept of N-step capturability, formally
introduced in [1]. The set of captured states, or the O-step viable-capture basin,
consists of those states from which a static equilibrium is reachable without changing
the current contact situation by taking a step. The N-step viable-capture basin may
be defined recursively as the set of states from which a viable state trajectory exists
that reaches the (N — 1)-step viable-capture basin in finite time while taking a single
step. By definition, each N-step viable-capture basin is a subset of the viability
kernel. As N — oo, the N-step viable-capture basins approach the viable-capture
basin. There may be a gap between the viable-capture basin and the viability kernel,
for example in the case of a passive mechanism ‘walking” down a slope but unable
to come to a stop [2, 3, 4]. However, for simple models of walking with a moderate
amount of actuation, the argument has been made that the gap between the viability
kernel and the 2-step viable-capture basin is small [5]. Adapted from [1].

state x¢ that is a fixed point of the dynamics (2.1) for some allowable control input
ur € U (). Adding this constraint corresponds to turning the problem of finding the
viability kernel into the problem of finding the backwards reachable set of ;. Again
in the context of (hybrid) polynomial dynamics, algorithmic approaches have been
developed that search for a polynomial control law that maximizes a measure of the
certified region of attraction to a fixed point subject to state and input constraints
[16].

Yet another approach is to require that a pre-specified set of states be reachable
from the initial state in finite time without visiting a failed state along the way.
The set of initial states that satisfy this property is known as the viable-capture
basin (see e.g. [17])®. In [1], we computed viable-capture basins in closed form for

various simplified linear models of legged locomotion. This paper also introduced

3The term ‘backwards reachable set’ may also applied to this concept.
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Figure 2-3: One of the simple polynomial models we studied in [6]. The model
includes stepping, center of pressure regulation, center of mass height variation, and
a lumped inertia which roughly models upper body angular momentum effects.

the notion of N-step capturability, visualized and briefly summarized in Fig. 2-2.
Subsequent studies have employed numerical techniques to analyze more complicated

models approximately [5, 18, 19].

Although we have applied some of these relatively generic, strictly conservative
approaches to simplified polynomial models of walking (see Fig. 2-3) with moderate
success [6], none of these methods scale to the level of detailed dynamical models of
legged robots. As a result, research in synthesis and analysis of balance controllers
has in practice focused on using approximate (non-conservative) criteria for balance
maintenance. These criteria are often specific to the particularities of legged robot

dynamics. The following section provides a brief overview of these dynamics.

2.3 Dynamics of a legged robot

A legged robot is often modeled as an underactuated, articulated rigid body mecha-
nism with joint configuration vector ¢ € R, joint velocity vector v € R™, and joint
torque vector 7 € R™.* Its dynamics are described by the well-known equations of

motion [20, 21, 22],

4The joint torque vector is collocated with the joint velocity vector, in the sense that v - 7 has
the interpretation of mechanical power.
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M (q)9+0b(q,v) =7+ J(q)" f. (2.2)

qg=Vi(gv
where:

e M (q) is the joint-space mass matrix;

e b(q,v) is a bias term consisting of velocity-dependent terms and gravitational
effects;
T b
o f.= ( Iorr - ) , with f.; € R3, is a vector of contact forces acting on
the robot;

e J.(q) is the contact Jacobian, and

V (q) relates the velocity vector to the time derivative of the configuration vec-

tor.?

The joint torque vector 7 is constrained to be of the form
7 =5"u

where v € R™ % and S = | 0, ] is a selection matrix that characterizes

-[TLUXTZU
the underactuation.
While the ‘full” nonlinear dynamics (2.2) are useful for e.g. simulation purposes,

most controller design and analysis approaches for humanoid robots have relied on

lower-dimensional models. These models are often rooted in the dynamics of the

SMany discussions of dynamics in the robotics literature implicitly use V (¢) = I, so that v = g.
Allowing a more general configuration-dependent linear map between v and ¢ has the advantage that
redundant parameterizations of configuration (e.g., quaternions for orientation) may be used to avoid
artificial singularities and associated numerical problems, while retaining a minimal representation
of v.
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robot’s total centroidal momentum [23],
h = € RS (2.3)

where k € R? is the angular momentum about the robot’s center of mass and [ € R?
is the robot’s linear momentum, expressed in an inertial frame of reference. Equiv-
alently, the momentum, interpreted as a spatial force vector [21], can be said to be
expressed in a centroidal frame [24] @, i.e., an inertial frame with its origin instan-
taneously at the center of mass position ¢ and its axes aligned with those of a fixed

world frame ®,,.

Euler’s laws of motion tell us that the sum of the wrenches applied to the robot
is equal to the rate of change of momentum, regardless of the complexity of the ‘full’

robot:

where each w; = ( fi) € RS is a wrench consisting of a torque component 7; and a
force component f;. It should be stressed that only wrenches acting externally on the
robot can cause a change in momentum, as wrenches acting between the robot’s links

cancel in the sum on the right hand side of (2.4) due to Newton’s third law.

Not only are the centroidal dynamics (2.4) low-dimensional, they are also linear
in the external wrenches acting on the robot. Furthermore, linear momentum [ is just

the product of the robot’s total mass m and its center of mass velocity ¢,
[ =me (2.5)

and so the dynamics of the center of mass are themselves (second-order) linear,
i

In the absence of external disturbances, the wrenches w; externally applied to a
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humanoid robot can be split up into a wrench due to gravity, w,, and and ground

contact wrenches, we;:

h=w, + Z We 4, (2.6)

where the gravitational wrench may be written in terms of the gravitational acceler-
. 0
ation vector g = (_% ) as

0

mg

The contact wrenches w.; = (;ZZ ) € RS are typically modeled as being subject to
Coulomb’s friction law. In the special case of a point contact in static friction, where
the relative velocity between the body-fixed point and the world-fixed environment

is initially zero, the contact force must satisfy the friction cone constraint

[ fei— (- fea)nll < pm- fei (2.7)

in order to prevent slip. Here, n is the contact normal, and g is the coefficient of
static friction. Expressed in a centroidal frame, the torque component of the contact
wrench depends on the relative position of the application point p; and the center of

mass c:5

Tei = (Pi — €) X fei- (2.8)

Centroidal momentum A is also fundamentally linked to the robot’s generalized

7i.e. there exists

velocity vector, v. It can be shown that this relationship is also linear,
a configuration-dependent matrix A (¢q) € R6*(+6) " called the centroidal momentum
matrix [24, 23], such that

h=A(q)wv. (2.9)

SNote that in the case of multiple point contacts or distributed loading, the torque may also have
a component normal to the contact surface.

"This can be seen as follows. Centroidal momentum £ is the sum of the momenta of each of the
links (expressed in the common centroidal frame [24]), where each link momentum is the product of
the link’s (velocity-independent) spatial inertia matrix and the twist (spatial velocity) of the link. In
turn, the twist is linearly related to the joint velocity vector v through the link’s geometric Jacobian
[20]. Since each step in this chain of operations acting on the velocity vector v is linear, h is a linear
function of v.
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Note that as a result of (2.5), the bottom three rows of A(g) are identical to the
center of mass Jacobian scaled by m.

Differentiating (2.9) and combining the result with (2.6), we find the relationship
Alq) o+ A(@)v=wy+ ) wes, (2.10)

which represents a fundamental constraint on the allowable motions of the ‘full’ robot

model as a result of its contact situation, given the friction cone constraints (2.7).

2.4 Centroidal dynamics applied to balance con-

trol

The centroidal dynamics (2.6) capture the salient features of the balance control
problem for a humanoid robot, namely the gross movement of the robot as a function
of gravity and contact forces [25]. They can be used to explain the balance control

mechanisms most commonly used in humanoid robots and humans alike [26, 25]:

e taking a recovery step, which corresponds to changing the locations p; at which
the robot can push off against its environment, resulting in a different set of

possible contact wrenches:

e the use of ankle torques, which changes the magnitude and perceived point of
application of the total contact force applied to a foot (i.e., the foot’s center of

pressure), and consequently changes the contact wrench applied at the foot;

e windmilling/lunging behaviors, which correspond to a nonzero rate of change
of centroidal angular momentum and an associated nonzero total torque about
the center of mass. This in turn corresponds to a change of the direction of the

total contact force force and associated change in linear momentum.

8In addition, taking a step may result in an impact with the ground, which results in an impulsive
force that can also be used to achieve balance [25].
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Despite the many attractive properties of the centroidal dynamics, there are several

complicating factors for their use in control and planning approaches.

First, the constraints on the contact wrenches are nontrivial. As a result of friction
cone constraints (2.7), the sum of the contact wrenches at a given time must lie
within the so-called contact wrench cone (CWC) [27, 28, 29]. In addition, the contact
force f.; itself and its application point p; jointly determine the torque component
of a contact wrench about the center of mass ¢, via the relationship (2.8). This
relationship is bilinear in contact forces and the positions of their application points,’
which results in significant issues with optimization-based planning approaches that

use both forces and positions as decision variables.

Second, kinematic limitations are not captured very well by a centroidal model.
Such limitations may be approximated using constraints on the position of the center
of mass relative to the force application points (e.g. in [30, 31]), but cannot fully
capture the kinematic workspace of the center of mass. Trajectory optimization
approaches that combine the centroidal dynamics with the full kinematics of the
robot have been proposed [32], but such approaches are currently fairly slow. In
addition, there is no angular equivalent of the center of mass that can be used to
summarize the aggregate rotational motion of the robot as a whole for use as a proxy

in kinematic constraints.

Third, centroidal models do not capture limitations on joint torques directly. How-
ever, this problem has not been as immediate in practice as the preceding two, in part
due to the availability of high-performance robots with high-torque actuators, such

as the Boston Dynamics Atlas robot [33].

Despite these limitations, centroidal models have been very widely used to in-
form the design of balance controllers and locomotion planners, leading to a kind of

‘standard’ control approach.

9Specifically, a vector constraint like ¢ = a x b results in scalar constraints like ¢, = ayb, — a.b,,
containing products of decision variables.
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2.5 A standard balance control approach

This section discusses a commonly used control approach based on the Linear In-
verted Pendulum (LIP), a particularly simple centroidal model. Section 2.5.1 briefly
describes the model, and Section 2.5.2 discusses how control techniques based on the

LIP are typically mapped to the full robot.

2.5.1 The linear inverted pendulum

The (3D) linear inverted pendulum (LIP) [34, 35] (see Fig. 2-4) is based on the

centroidal dynamics, (2.3), together with the following assumptions:

1. centroidal angular momentum remains constant (typically zero);!"

2. the ground is a (typically horizontal) plane;
3. the center of mass moves on a plane parallel to the ground.

These assumptions sidestep the complicating factors described in the previous section
to a certain extent.

The first assumption is used to roughly limit angular excursion of the robot’s
upper body, effectively prohibiting lunging behaviors. Studies have also shown that
humans tightly regulate centroidal angular momentum around zero while walking
normally [40]. Constant centroidal angular momentum implies that the sum of the
torques about the center of mass is zero, in accordance with (2.4) and (2.8).

The second assumption allows for an unambiguous definition of an overall center
of pressure (CoP), also known as zero (tangential) moment point (ZMP) p on the
ground plane, so that the sum of the contact forces can be thought of as acting at
this CoP (see Fig. 2-4). Furthermore, assumptions 1 and 2 together imply that the
total contact force acting at the CoP passes through the CoM (see Fig. 2-4). It can

be shown that the CoP must always lie within the convex hull of the positions of

I0Note that there is an extension to the linear inverted pendulum that does allow for a nonzero
centroidal angular momentum rate [36, 37, 38, 1] while retaining the same form of the dynamics,
(2.16), but with the point p now interpreted as the centroidal moment pivot (CMP) [39].
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Figure 2-4: The 3D linear inverted pendulum (LIP), with center of pressure p and
center of mass ¢ at height z, above the ground plane. The total contact force ) . f.;
can be thought of as acting at the CoP and passing through the CoM.

the robot’s contacts with the flat ground, usually referred to as the robot’s support
polygon. In the context of optimization-based control techniques, this is a linear
constraint that can be seen as a relaxation of the friction cone constraints.

The third assumption makes it so that the dynamics that relate horizontal center
of mass motion to center of pressure location (as opposed to the contact forces) are
second-order linear and decoupled in the x and y directions. When combined with
limits on the horizontal motion of the center of mass, the restriction to planar motion
also acts as an approximate kinematic limit and as a way to keep the total contact
force in check, which in turn acts as a proxy for leg joint torque limits.

We recall from section 2.3 that the rate of change of the robot’s total linear

momentum can be written as
mé = mg+2fw- (2.11)

The three assumptions imply that the sum of the contact forces can be parameterized
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in terms of the center of pressure (CoP) as
ch,i = )‘(C_p) :

In particular, due to the vertical force balance associated with maintaining a constant

height, we can write

N fei="F (e —p) (2.12)

20

(2
where g, is the magnitude of gravitational acceleration and z; is the vertical separation

between the ground plane and the CoM plane.

Substituting (2.12) into (2.11), using the projection matrix P = <é g §> to select
the horizontal part and simplifying, we obtain the LIP dynamics
.-
Pé==P(c—p) (2.13)
20
or
.G
Coy = = (Cay = Pay) » (2.14)
20

where oy = (), Poy = (by)-

The linearity and extremely low dimensionality of the LIP dynamics have often
been used as a basis for joint CoM/CoP trajectory planners [41, 42, 43] and feedback
control schemes [41], or combined planning and control schemes in the form of model-
predictive control (MPC) [44, 45]. Typically, these trajectory planners assume a pre-
specified contact sequence and step timing, which are often found using heuristics

and/or graph search algorithms [46, 47].

Some of these approaches are based on a change of coordinates that separates the
horizontal motion of the CoM into an unstable (divergent) component and a stable
(convergent) component [48; 49]. It can be shown that the divergent component is

described by the motion of the instantaneous capture point (ICP) [48, 1], defined as

€= Pc+ wio (2.15)
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Figure 2-5: Forces acting on a legged robot: gravitational force mg and total contact
force ). fo; acting at the CoP. Motion of the instantaneous capture point ¢ is also
shown. The ICP diverges away from the CoP in a straight line.

Differentiating this definition and comparing with (2.13) shows that the ICP dy-

i=\Ee-n). 216)

Fig. 2-5 visualizes the forces acting on a general robot, as well as the ICP dynamics.

namics are described by

The divergent component of motion ¢ is also known as the (instantaneous) capture
point [36, 50, 1] or extrapolated center of mass [51], and has a very useful interpreta-
tion as the point on the ground at which the center of pressure p should be maintained
such that the center of mass asymptotically converges to a static equilibrium over p.
Whenever the center of pressure is not located at the instantaneous capture point
(p # &), (2.16) means that ¢ diverges away from p exponentially. As a result, if £
ever leaves the support polygon (i.e., the set of all possible overall center of pressure
locations in the current contact configuration), the robot must modify its support
polygon by taking a step in order to avoid exponential divergence. We used this
property in [1] to explicitly compute N-step viable-capture basins for the LIP.

In the context of the LIP, planning and control approaches that do not prioritize

regulating £ risk not maximizing the set of states from which balance can be achieved
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&) = p(ty)

Figure 2-6: Example result of an LIP-based approach to simultaneously planning the
trajectory of the CoP p and the the instantaneous capture point (divergent component
of motion) £ from [7]. Overhead view with (preplanned) footsteps shown as rectangles.
The instantaneous capture point ¢ is repelled by the ground projection of the CoP
Day at all times according to (2.16). At all times, p(f) must remain within the
active support polygon formed from the active foot polygons. At the final time
te, € (tr) = puy (tr), which means that the CoM will asymptotically approach a static
equilibrium above p (¢;). Adapted from [7].

Figure 2-7: Overhead view of N-step capture regions for the linear inverted pendulum
with minimum step time and maximum step length constraints in an example state,
as derived in [1]. r;. = £ represents the instantaneous capture point.
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for the LIP [1, 52]. See Fig. 2-6 for an example output of a planner using the
coordinate change (2.15), resulting in trajectories & (t) and p(t). For step recovery,
the instantaneous capture point may also be used to compute the regions on the
ground to which the robot must step in order to be able to come to a stop in IV steps
or fewer, called the N-step capture regions [36, 1] (see Fig. 2-7).

Regardless of whether the change of coordinates (2.15) is used, LIP-based feed-
back control schemes compute a desired trajectory for the rate of change of linear
momentum [ (¢) and corresponding trajectories for the total contact force ), fe; ()
and center of pressure p (t). A simple linear feedback controller may then be used to
track these trajectories, resulting in a reference linear momentum I, (t) or CoP p, (¥)

at every control time .

2.5.2 Mapping to the full robot

The LIP may be used as a template model to control the ‘full’ robot in various ways.
While the LIP has been the go-to template model for decades, up until recently there
has been more variation in whole-body control approaches that map control actions
stemming from strategies designed for the LIP (e.g., I, (t) or p, (t)) to control actions
for the full robot.

One link between the centroidal dynamics (2.6) and the full dynamics (2.2) is
formed by the contact forces, which appear in both. This link has been exploited in
the wvirtual model control approach, where approximate center of pressure tracking is
achieved in torque-controlled walking robots using the concept of a virtual toe point
[53, 42]. Virtual model control is essentially a Jacobian-transpose approach.

Another fundamental link is the relationship (2.9). This relationship has been
used in the resolved momentum control approach to implement various whole-body
behaviors on a position-controlled humanoid robot [54]. Achieving a desired momen-
tum can more generally be seen as one example of a motion task in the sense of [55],
i.e. a linear constraint on the joint velocity vector v. Additional motion tasks may
be specified in the nullspace of the momentum control task, and used to achieve e.g.

trunk orientation control and swing foot trajectory tracking. The latter task, for
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example, may be accomplished by constructing a spline trajectory for the foot and
then using a Cartesian PD control law to compute a desired foot twist, which then
becomes the right-hand side in a linear constraint on v.

Similar control algorithms may be used for torque-controlled robots, where tasks
are typically specified at the acceleration/ force level rather than at the velocity level.
For the specific case of momentum tracking, an acceleration-level task suitable for

use in a torque-controlled setting can be found by differentiating (2.9):
h=A(q)v+ A(q)v.

This affine relationship between h and @ may be used to enforce a desired rate of
change of centroidal momentum (or just linear momentum) at every control time
step, thereby ‘mapping’ results from a centroidal model to the full robot. The control
framework presented in chapter 3 of this thesis is one example of a momentum-based
control approach for torque-controlled robots. We refer to this chapter for more details
on how results from a centroidal model can be mapped to the full robot. However,
for the purposes of the current discussion, performing this mapping can be seen as a

more-or-less solved problem with a standard solution.

2.6 Moving beyond the standard approach

This section discusses limitations of the ‘standard’ approach and some attempts from
the literature to avoid these limitations.

While the standard approach has many advantages, including its versatility and
relatively low computational requirements, there are also significant limitations. These
stem from the fact that there is no notion of the future in the whole-body control
approaches discussed in the previous section: the full-dimensional dynamics are never
used for planning into the future; rather they are only used to perform an instanta-
neous transformation from low-dimensional quantities to high-dimensional ones. All

of the locomotion planning must be done in terms of the low-dimensional LIP model.
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The assumptions used to arrive at the LIP (see Section 2.5.1) thus translate into
limitations on the motion of the full robot.

The assumption of constant centroidal angular momentum prohibits lunging or
windmilling behaviors that may be used to regain balance in an emergency. The
effects of the ability to change centroidal angular momentum on balancing capability
are known when the LIP is extended to include a rough model of the rotational
inertia of the robot’s entire body, approximated as a single lumped rigid body [37,
38, 1], and they are not insignificant. It remains difficult, however, to translate
angular excursion limits of the robot’s joints into constraints on the behavior of a
centroidal template model, such as orientation constraints on the lumped body. Some
implementations simply omit constraints on angular momentum or body orientation
in the QP formulation while using a low-weight objective term to regulate towards
a nominal body pose. This allows QP solutions that result in an ‘emergent’ lunging
behavior. However, without reasoning about joint limits and future posture, this
approach could result in hard joint limit impacts, extreme postures, and unintended
collisions between the robot’s bodies or with the environment.

While properly addressing the issue of non-constant centroidal angular momentum
remains an open problem, we will not address it further in this thesis. Instead, the
focus will be on the other LIP assumptions, namely that the ground is a flat plane
and that the CoM moves on a plane parallel to the ground. These assumptions are
problematic in the challenging environments in which the humanoid form factor is
supposed to outperform wheeled robots. Control algorithms employing the LIP for
planning can typically tolerate ground height variation to a certain extent, but more
challenging terrain with sparse available footholds or handholds remains a problem.

Addressing some of the problems with the use of the LIP as a template model
will be the focus of chapters 4 and 5. However, we will first discuss the whole-body
control framework that may be used to map results of arbitrary centroidal models to

the full robot.
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Chapter 3

Momentum-based whole-body

control

3.1 Introduction

This chapter describes a framework that may used to control a complex humanoid
robot based on results for a centroidal model, such as the linear inverted pendulum
(LIP). The framework may for example be used to implement a walking behavior
for a high-degree-of-freedom humanoid robot such as Boston Dynamics’ Atlas robot.
The presented control framework originated from the requirements of the DARPA
Robotics Challenge (DRC) and its disaster response scenario. This competition re-
quired the implementation of a wide variety of behaviors in an environment consisting
of not just flat ground, but also tougher terrain including slanted cinder blocks and
stairs.

The presented control framework was summarily introduced in [56]. A more de-
tailed description, including hardware experiments on a physical Atlas robot, was
presented in [57]. The control framework was also used by Team IHMC to secure
second place in both the DRC Trials (December 2013), and the DRC finals (June
2015).

While this chapter is heavily based on [57], the current objective is more to give a

brief introduction to the framework within the broader scope of this thesis, and this
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chapter has been slimmed down and modified as a result. In particular, results of
hardware experiments were omitted from this chapter, and the example application
to walking was simplified and updated. The framework will be employed as a tool
throughout this thesis to map results from various centroidal models to the full robot.

The presented control framework exploits the fact that the rate of change of whole-
body centroidal momentum A € RO is simultaneously affine in the joint acceleration
vector and linear in the external wrenches applied to the robot [24]. This fact is used
to formulate a compact quadratic program, solved at every control time step, which
reconciles desired motions with the available frictional contacts between the robot
and its environment.

The remainder of this chapter is structured as follows. Section 3.2 discusses related
work. Section 3.3 introduces the general control framework. Section 3.4 presents a
specific application of the framework to humanoid walking based on the LIP. Section
3.5 details the implementation of the controller used in this thesis (which is differ-
ent from the implementation used during the DRC). Section 3.6 summarily presents
results of flat-ground LIP-based walking in simulation using the controller implemen-

tation. Section 3.7 provides a brief discussion, and section 3.7 concludes the chapter.

3.2 Related work

The presented control framework can be classified as a model-based torque control
scheme. One of the first such schemes is due to Khatib [58], and was later extended
and applied to humanoid robots [59, 60, 61]. It allows the specification of (a hier-
archy of) multiple motion tasks, and can handle the case of multiple non-coplanar
ground contacts. Joint torques are essentially found by solving an unconstrained lin-
ear least squares optimization, or a hierarchy of such problems (i.e., a lexicographic
multi-objective [62, 63], or multilevel [64] optimization problem). Due to the lack of
inequality constraints, the approach may result in contact forces that violate friction
cone constraints. Other examples of this type of approach include the work of Hyon

et al. [65, 66] and of Mistry, Buchli, Righetti and Schaal [67, 68].
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Taking unilateral ground contact into account naturally leads to the use of con-
strained optimization. Although the friction force limitations stemming from the
Coulomb friction model are naturally represented as second-order cone constraints,
the cones are often approximated using linear constraints, reducing the problem of
finding joint torques given motion tasks to a quadratic program (QP). The use of
quadratic programming in online control algorithms has seen a rise in popularity in
the last decade, at least in part due to the availability of fast and reliable QP solver
implementations [69, 70, 71, 72] and more powerful CPUs. An early example of such
QP-based control schemes is the work of Kudoh et al. [73]. Similar approaches include
the work of Macchietto [74], Stephens and Atkeson [75], Saab et al. [76], Righetti et
al. [77], Kuindersma et al. [78], Herzog et al. [79], and Feng et al. [80].

Momentum-based control has also gained popularity in recent years. Kajita et
al. were the first to propose a momentum-based whole-body control scheme, called
Resolved Momentum Control [41]. The authors recognized the fact that the whole-
body momentum of a general robot is linear in the joint velocities, and used this
to track a desired momentum reference while achieving other motion tasks. The
Resolved Momentum Control scheme relied on unconstrained linear least squares to

find joint velocity references to be tracked by a low level controller.

The relationship between momentum and joint velocities was studied in more
detail by Orin and Goswami [24]. Based on this work, Lee, Goswami, and Orin
presented a momentum-based control framework for torque-controlled robots [81, 82,
23]. This work most directly inspired the presented control framework. As opposed
to Resolved Momentum Control, the authors employed constrained optimization to
take the unilaterality of ground contacts into account. However, the framework is
limited in the types of motion tasks that can be expressed. The authors additionally
chose to split up the computation of the desired joint accelerations and contact forces
into separate optimization problems. Each of these optimization problems is easier
to solve than a general QP, resulting in reduced computation time, but also results

the approach results in a less general and somewhat less elegant control scheme.

Similar to the work of Lee and Goswami, the presented framework exploits the
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properties of whole-body momentum, but recombines the problems of finding joint
accelerations and matching contact forces into a single, relatively compact QP. It
also enables a simple way of specifying various types of motion tasks. As an example
application, the framework ties in neatly with walking control based on instantaneous
capture point / divergent component of motion dynamics [1, 42, 43], as will be shown

in section 3.4.

3.3 Control framework

Fig. 3-1 shows the high level flow of information in the control framework. A high-
level controller, which implements e.g. a walking behavior, sets up a quadratic pro-

gram (QP) based on the following data:
1. Desired motions, in the form of motion tasks.
2. Limitations stemming from available contacts.

The QP reconciles the desired motions with the available contacts by exploiting the
relationship between whole-body momentum, joint velocities, and externally applied

wrenches due to gravity and contacts, (2.10),
Al i+ A(g)v=w,+ > we, (3.1)

where we recall that A (q) is the centroidal momentum matrix, v is the joint velocity
vector, w, is the wrench due to gravity, and the w,; are contact wrenches. Quantities
are expressed in a centroidal frame, an inertial frame aligned with the global frame,
but with its origin instantaneously at the location of the center of mass, c.

The QP solver outputs desired joint accelerations, ¥4, and associated feasible
contact wrenches, w,;, that are in agreement with these joint accelerations according
to (3.1). This guarantees that the motion is realizable within the context of the

friction-limited rigid body model. The joint accelerations and contact wrenches are
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Figure 3-1: High level overview of information flow in controller framework.

then used to compute desired joint torques using an inverse dynamics algorithm. The
computed torques are in turn used to determine the motor commands for the robot.

The remainder of this section is structured as follows. Section 3.3.1 discusses the
way in which desired motions may be specified. Contact wrenches are addressed in
section 3.3.2. The quadratic program is formulated in section 3.3.3. Finally, the

inverse dynamics step is discussed in section 3.3.4.

3.3.1 Desired motions

In the proposed framework, desired robot motions are represented in the form of
acceleration-level motion tasks. Motions appear on the left hand side of the momen-
tum rate balance, (3.1). We define a motion task as an equation that is linear in the
desired robot joint acceleration vector, v € R™.} Here, n, is the number of velocity

degrees of freedom. A motion task with index ¢ can be written as

Jiva = d;. (3.2)

Motion tasks will appear in the QP formulation either as (hard) constraints, or
as penalty terms in the objective function; see section 3.3.3 for more details.
We will first define some basic types of motion tasks, followed by a description of

how we typically use these tasks to track reference trajectories.

!'Note that 94 includes the spatial acceleration of the floating base joint with respect to the world.
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Basic types

We mainly use four basic types of motion tasks: 1) joint space acceleration tasks, 2)

spatial acceleration tasks, 3) point acceleration tasks, and 4) momentum rate tasks.

XNy

In the case of joint space acceleration tasks, J; € R is simply a selection

matrix, where n,; is the number of degrees of freedom of joint j, and d; is the desired

joint acceleration g ;:
Ji:<0 ... 0T 0 --- ()>, dz’:@d,j (3_3)

To express a spatial acceleration task, we note that the twist
€ R® (3.4)

of body k with respect to body j, expressed in body m’s reference frame (notation

adapted from [22]) can be written as
o = I (3.5)

where J]" € R®™ is a geometric Jacobian [83, 22] (or basic Jacobian [58]). Differ-

entiating and rearranging, we find
Ty =9 — I (3.6)

Replacing the actual joint acceleration vector v with the desired joint acceleration

vector U4 and the spatial acceleration 192” by its desired value ﬁ;”d], we can write this

as a motion task with J; = J,T’j and
d; =0 — I (3.7)

Note that spatial acceleration tasks can be expressed between any two of the robot’s

rigid bodies, not just between a body and the world.
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Point acceleration tasks may be derived in similar fashion. In this case J; € R3*™
is a Jacobian that maps the joint velocity vector to the Cartesian velocity of a body-
fixed point and d; is the desired linear acceleration of this point minus a velocity-
dependent bias term, similar to the right hand side of (3.7).

To express a momentum rate task, we note that the relationship (2.9) can be
differentiated to find

h=A(q) v+ A(g)v.

where we recall that A (q) is the centroidal momentum matrix. Hence, to achieve
a desired momentum rate hd, we can use a motion task with J; = A(q) and d; =
ha — A (q)v.

If only certain components of motion should be constrained, each of these basic
motion tasks can be premultiplied with a selection matrix 9, i.e., SJ;vq4 = Sd;. For
example, to only constrain the angular acceleration between two bodies, one can use

a spatial acceleration task in conjunction with the selection matrix S = ( Is 033 ) :

Typical usage

We typically use motion tasks to track joint space or task space trajectories, in which
case the desired joint, spatial, or point acceleration contained in d; is determined
using PD control with an added trajectory-based feed forward acceleration term.

As an example, consider tracking an SE (3) trajectory specifying the reference
configuration of body k£ with respect to body j. The reference configuration can be

represented by a homogeneous transform
. Rl

T (t) = ’ . (3.8)

The corresponding reference twist and spatial acceleration trajectories are written in

body frame k as ﬁ’;ﬁ () and ﬁ’,zﬁ (t) respectively. In this case, we use d; = ﬁzld] —

from (3.7)? with m = k and with the desired spatial acceleration 97/ computed using

?The bias term J;"v is computed based on measured, not desired velocities.
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a double-geodesic PD control law [84], i.e.:

Kpulogsow) (Rix)

gk.J
79k,d = )
KP,Upk:J'

+ Kptpt + 037 (3.9)
Here, Ry . and pj, are the rotation matrix and translation corresponding to the error
transform TF, = TFTY ., 9pF = 93 — 97 is the error twist, and Kp,,, Kp,, and
Kp are positive definite gain matrices. Explicit time dependence was suppressed in
the notation. In our experience, adding the feed forward reference acceleration term
allows the use of lower PD gains and improves tracking performance significantly for
dynamic motions as long as smooth trajectories are used. We typically use low-order
polynomials as reference trajectories. Slerp interpolation with a low-order polynomial
interpolation function is used for orientations.

Load-bearing bodies are typically constrained to have zero spatial acceleration
with respect to the world. Alternatively, it is possible to constrain the motion of a
load-bearing body such that it simulates damping in Cartesian space, as in Kuinder-

sma et al. [78].

3.3.2 Contact wrenches

This section concerns the right hand side of the momentum rate of change equation,
(3.1): the contact wrenches w;.

Unilateral ground contacts are modeled as point contacts subject to static Coulomb
friction. Flat, polygonal contact surfaces can be modeled approximately using such
point contacts at the vertices.

For point contact ¢ with normal n;, the Coulomb friction constraint on the contact

force f.; can be written as (see section 2.3):

[ fei = (ni - fea) mall < pani - fei (3.10)

where p; is the coefficient of static friction. The second-order cone constraint (3.10)

cannot be incorporated in a quadratic program. To allow the use of high-performance
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Figure 3-2: A unilateral contact at position r; in centroidal frame with normal n;.
The friction cone is approximated by basis vectors f3; ;.

QP solvers, we use a standard conservative polyhedral approximation to the friction
cone. The approximated friction cone is parameterized using a set of m extreme rays
of the original second-order cone as basis vectors [85] (see Fig. 3-2). That is, we

replace (3.10) with

fc,i = Zﬂi,jﬁm‘ (3'11)
j=1
pij >0 Vj

where the §;; € R? are the unit-length basis vectors and p;; are basis vector mul-
tipliers (force intensities). For the results presented in this thesis, we use four basis
vectors and set p; = 0.8 for all i. We may also specify finite upper limits pyax;; on
the multipliers as a rough limit on the total contact force. An upper limit of zero
may also be used to for potential contact points that are not actively in contact with
the environment. Compared to simply eliminating the decision variables, this has
the advantage that the same QP structure is retained, which allows for easier use of

warm-starting facilities of QP solvers.

The contact wrench w,.; expressed in the centroidal frame is related to the contact

force f.; by
r, —C

’U)Cﬂ' = fc,i (312)
1
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where r; is the location of contact point i, ¢ is the center of mass location, and
7 € R33 is the skew symmetric matrix such that 2y = x x y for all y. Combining

(3.11) and (3.12) with the upper limits, we obtain

We,; = Qipi (313)

0 S Pi S pmax,i

where
Ty —=CPip - Ty — COim
Qi = Pia b (3.14)
Bin e Bim
T
is a grasp map [20], p; = ( Pi1l t Pim > , and pPmax; follows the same pattern.

In practice, we use a surface normal n; that is fixed in the frame of the contacting
robot body. We prefer the extreme ray parameterization from Pollard and Reitsma
[85] to the alternative parameterization in Stewart and Trinkle [86] because the ex-

treme ray parameterization requires one fewer decision variable per contact point.

3.3.3 QP formulation

To reconcile the motion tasks (3.2) with the available contacts (3.13) while satisfying
the momentum rate balance (3.1) (with desired joint accelerations 04 substituted for
0), we formulate the following QP:

minimize Z ||.Jivg — d;]

Vd P

&+ Iolg, + loallg,
i€ly

subject to Z ||.Jivg — dz”a

1€l
Avg + Av = wy + ZQZpZ

0 <p < Pmax

where the indices of the motion tasks have been split up into a subset I,, to be

incorporated into the objective function, and its complement, I., to be enforced as
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a hard constraint. Here, ||z||2, = 27Cz. The matrices {C;} C,, and C, are cost

icly?
function weighting matrices determined by the high level controller. In particular,
C, and Cj are used for regularization, and C; may be used to implement a damped
least squares approach [87] within this framework. Example values of these weighting
matrices are given for the walking behavior presented in section 3.4.2.

This quadratic program is solved at every controller time step for the desired joint
acceleration vector v4 and the basis vector multiplier vector p. For the results in this

thesis, we used the OSQP solver [72]. Given the multipliers p, contact wrenches at

each contact point are computed as w.; = Q;p;.

3.3.4 Inverse dynamics

The contact wrenches w,; and desired joint accelerations vq are used as the input to
a recursive Newton-Euler inverse dynamics algorithm [88, 21] to solve (2.2), resulting
in desired joint torques 74 for all joints, as well as a residual wrench that should be
exerted across a 6-degree-of-freedom floating joint that connects one of the bodies
(in this work, the pelvis) to the world. Because the desired joint accelerations are
compatible with the total contact wrench, this residual wrench is identically zero.
Using a recursive Newton-Euler algorithm obviates the need to explicitly compute

the mass matrix.

3.4 Application to humanoid walking

This section discusses an example application of the presented control framework.
The framework is used to map planning results from the LIP to a simulation model
of the Boston Dynamics Atlas robot, resulting in a basic walking behavior.

Atlas has 30 actuated degrees of freedom: 6 in each leg, 3 in the back, 7 in each
arm, and one in the neck.

Section 3.4.1 discusses the footstep plan. Section 3.4.2 presents the motion task
setup used for both the LIP-based walking behavior here, as well as throughout this

thesis. Section 3.4.3 discusses the LIP-specific generation of the linear momentum
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Figure 3-3: Overhead view of the support polygons for a two-step footstep plan. The
footstep plan used for subsequent simulation results is similar, but consists of seven
steps.

rate reference.

3.4.1 Footstep plan

We use the term footstep plan to refer to a timed sequence of desired landing poses
for the feet. While locomotion over rough terrain with sparse footholds requires
special attention as to where and when to step, generating a workable footstep plan
for straight-line walking on flat ground is trivial. For the purposes of this example
application, we manually generated such a plan, consisting of equally spaced steps.
A step length of 0.4 m was used, with 0.75 s allocated for each single support phase,
and 0.55 s for each double support phase. See Fig. 3-3 for an overhead view of the
footstep plan.

The footstep plan dictates when foot-fixed contact points become active, and
provides endpoints for swing foot trajectory generation, as discussed in the next

section.

3.4.2 Motion tasks and regularization

See table 3.1 for a list of motion tasks that were used for both the LIP-based walking
example presented here, as well as the results for other centroidal models in this
thesis. The types and selection matrices refer to terminology introduced in section

3.3.1. For this application, we opted to only use ‘soft’ motion tasks, appearing as
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Task Type ‘ Count ‘ Selection matrix S ‘ Weight C;

Linear momentum rate control Momentum rate 1 [ O3x3 I3 ] 1
Foot pose control w.r.t. world Spatial acceleration 2 Ig 10
Pelvis orientation control Spatial acceleration 1 [ Is  03x3 ] 10
Upper body posture control Joint acceleration 17 I 10

Table 3.1: List of motion tasks.

objective terms in the QP.

The desired value for the linear momentum rate task will be discussed in section
3.4.3.

Desired spatial accelerations for the foot motion tasks are composed of a feed-
forward term and a PD feed-back term, as in (3.9). During a stance phase, the
feed-forward term is zero, and only the derivative gains for the angular component of
the feed-back term are non-zero. This is to dampen out unwanted of the feet while
still being compliant to the environment. For a swing phase, we generate a simple
polynomial trajectory for the origin of a reference point on the sole of the foot. The

trajectory is constructed given:

e the swing duration, from the footstep plan;

the initial position of the sole reference point;

the final desired position of the sole reference point, from the footstep plan;

a desired height at the midpoint of the trajectory;

a final desired vertical foot velocity.

Based on these data, a cubic trajectory is constructed for the component of the tra-
jectory in the horizontal plane, and a quadratic is used for the vertical component.
These trajectories are a function of an interpolation parameter ¢, ranging from 0 to 1,
which itself is a quintic polynomial of time with zero initial and final first and second
derivatives. This results in a smooth interpolation with gradual acceleration and de-

celeration. The desired angular acceleration is computed based on slerp interpolation
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between the initial actual and final desired orientation, with a quintic polynomial
interpolant.

The desired angular acceleration for the pelvis orientation task is computed sim-
ilarly. For the pelvis, the final desired orientation matches the orientation of the
upcoming desired footstep in the footstep plan.

The right-hand sides for the joint-space tasks for the upper body simply stem
from PD control towards fixed, nominal joint angles.

The weighting matrices Cy and C,, which respectively regularize joint accelerations
and contact force basis wrench multipliers, were set to Cy = 0.05-1 and C,, = 0.001- 1.
These values were tuned rather roughly by increasing them until linear momentum

rate of change tracking started to deteriorate in simulation.

3.4.3 Desired Linear momentum rate

Given the footstep plan, the overall motion of the robot is planned and controlled
based on instantaneous capture point (ICP) dynamics, (2.16), briefly introduced in
section (2.5). This part of the walking behavior is specific to the use of the LIP, and
may be replaced if another centroidal model is used.

In earlier work, we used the simple ICP trajectory generation procedure of [7] (see
Fig. 2-6). Here, we instead formulate a quadratic program to simultaneously find a
piecewise-polynomial reference CoP trajectory p, (t) and an associated desired ICP

trajectory & (t), with constraints stemming from:

e the (linear, low-dimensional) ICP dynamics (2.16);

initial and final ICP positions;

initial and final CoP positions;

e (' continuity of the CoP trajectorys;

the fact that the CoP must at all times be in the currently active support
polygon, as dictated by the footstep plan.

52



0.1} Pr

&r
0.0 - \

y (m)

-02 =

0.00 0.25 0.50 0.75 1.00
z (m)

Figure 3-4: Overhead view of the output of the joint CoP and ICP trajectory gener-
ator: CoP reference p, and ICP reference (&;).

These constraints are implemented by parameterizing the CoP trajectory p (t) as a
piecewise Bézier curve and exploiting the Bézier convex hull property to turn con-
straints on the trajectory p(¢) into constraints on the control points of the pieces.
See section 5.4.3 for a more in-depth discussion of a similar application of the Bézier
convex hull property. See Fig. 3-4 for the output (p,, &) of this trajectory generation
approach.

To track the resulting &, trajectory, we use (2.16) as the basis for an ICP control

law aimed at tracking these desired values:

pa=¢&— wioér + kic (€ — &) (3.15)

where pq is the desired location of the CoP and k¢ > 0 is a proportional feedback gain
(we use ke = 3). We find that the feedforward term involving &4 greatly improves
tracking performance compared to the control law presented in [42].

Given a desired CoP obtained from (3.15), the horizontal component of the desired

linear momentum rate of change is computed based on (2.12):

Piy = Pmé = P% (c — pa) (3.16)
0

where P = <é g §>. This serves as the horizontal linear momentum rate of change
for the control framework. The desired vertical linear momentum rate of change
is provided by a simple PD controller with a constant reference CoM height, using

critically damped gains with a proportional gain of 10.
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Figure 3-5: Main components of the software stack for the presented controller, includ-
ing simulation. The stacking structure visualizes each package’s main dependencies.

3.5 Implementation

Except for the quadratic program solver (OSQP, [72]), the implementation of the

controller used in this thesis was done using a pure Julia software stack. See Fig. 3-5

for an overview of the software stack, and see [89] for a more in-depth description.

The entire stack is freely available and published under permissive software licenses.

To highlight a few of these packages:

RigidBodyDynamics.jl* implements various dynamics and kinematics algorithms.
RigidBodySim.jl* is used for simulation and visualization.

Parametron.jl® enables efficient formulation and solution of instances of a pa-

rameterized family of optimization problems in a solver-independent way.

QPControl.jl% implements the parts of the controller framework that are inde-

pendent of robot morphology (section 3.3).

QPWalkingControl.jlI” implements the humanoid-specific parts of the controller

on top of QPControl.jl (section 3.4).

Shttps://github.
‘https://github.
Shttps://github.
Shttps://github.
"https://github.

com/JuliaRobotics/RigidBodyDynamics. j1
com/JuliaRobotics/RigidBodySim. jl
com/tkoolen/Parametron. jl
com/tkoolen/QPControl. jl
com/tkoolen/QPWalkingControl. jl
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Figure 3-6: Atlas walking on flat ground.
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Figure 3-7: Histogram of controller run times. There is one sample at 1.67 ms.

The controller is run at a simulated 500 Hz. For the simulation results presented in
this thesis, there are no external disturbances acting on the robot and state estimation

is perfect.

3.6 Results

See Fig. 3-6 for results of an 18-second simulation of Atlas walking in a straight
line on flat ground using the momentum-based control framework and the walking

behavior detailed in section 3.4.

Fig. 3-7 shows a histogram of controller runtime durations during this simulation,
obtained on a desktop machine with an Intel Core i7-6950X CPU @ 3.00GHz run-
ning Linux. No special precautions were taken to limit jitter, apart from using the

performance CPU power governor.
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3.7 Discussion

The presented approach can be interpreted in various ways. It can be seen as a way
to perform partial feedback linearization for underactuated robots that are in contact
with their environment. Indeed, the feedback control laws all act in joint acceleration
space, under the nominal dynamics v = ©4. This allows feedback gains to generally
be chosen more-or-less independent of any specific robot’s inertial parameters, as the
joint accelerations and expected contact wrenches are transformed into joint torques
during the model-based inverse dynamics step. Alternatively, the approach can be
seen as a type of degenerate model-predictive control approach, using a horizon of
just a single time step.

The controller implementation presented here is missing some of the robustness
improvements that allowed it to work on the physical Atlas robot [57, 90]. These
techniques include augmenting the ICP control law (3.15) with an integral term,
and integrating the desired joint accelerations v4 to obtain a desired velocity signal
that can be tracked using high-rate joint-local controllers, augmented by the feed-
forward torque component 74. Despite these missing features, Fig. 3-7 shows that the
implementation is already fast enough to be run on a physical robot while comfortably
hitting the 500 Hz deadlines. Jitter may be further reduced through the use of a
realtime kernel patch.

In contrast to e.g. [78], an important advantage of momentum-based control
approaches like the presented control framework is that the high-rate tracking com-
ponent of the controller does not make any fundamental assumptions regarding the
motion of the robot. This will allow us to switch away from the LIP as the source of

the linear momentum reference trajectory in the following chapters.

3.8 Conclusion

This chapter presented a QP-based control framework that may be used to track a

desired centroidal momentum or center of mass trajectory, while simultaneously sat-

56



isfying secondary motion tasks and taking limitations due to static Coulomb friction
into account. A walking behavior based on LIP dynamics was presented as an ex-
ample application of the control framework. Subsequent chapters will investigate the

use of other centroidal models to find a centroidal momentum reference.
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Chapter 4

2D balance control using

non-planar CoM motion

4.1 Introduction

While the centroidal dynamics, (2.6), are low-dimensional and control-affine in the
contact wrenches, the constraints on these contact wrenches are nontrivial: contact
is unilateral, and forces must remain within friction cones. For this reason, the
centroidal dynamics are often further simplified by adding artificial constraints on
the external wrenches, or equivalently, on the motion of the robot. Most commonly,
angular momentum about the CoM is assumed to be constant (typically zero), and
CoM height is assumed to be an affine (typically constant) function of horizontal
CoM position. These assumptions define the Linear Inverted Pendulum (LIP) [34],
which has long been a fixture in the design of balancing and walking controllers for
legged robots. The LIP naturally leads to control strategies involving stepping and
regulation of the center of pressure (CoP).

Although the LIP dynamics are easy to work with, the CoM height assumption
in particular is overly constraining. This becomes apparent when the robot is e.g.
required to dynamically step up onto a platform. Moreover, varying CoM height in
an appropriate manner can be used as an additional mechanism to achieve balance.

Recently, efforts have been made to finally move away from the CoM height as-
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Figure 4-1: Variable-height inverted pendulum model.

sumption. In [91], the dynamics of the divergent component of motion, also known as
the instantaneous capture point, are extended to 3D and used to find a control law.
In [92], numerical techniques are used to find quadratic height trajectories that solve
the balancing problem for a variable-height inverted pendulum model. An important
earlier work derived conditions that characterize when a given CoM height trajectory
leads to balance [50], however without paying much attention to the constraint of

unilateral contact.

This chapter studies a 2D variable-height inverted pendulum model (see Fig. 4-1)
and provides three main contributions. First, we derive an intuitively appealing outer
approximation to the set of initial CoM positions and velocities that allow balance to
be achieved, in the sense of convergence to a fixed point of the dynamics. Second, we
design two closed-form balance control laws based on [50] (in contrast to the numerical
techniques used in [92]). Third, we derive the exact regions of attraction of these
control laws in closed form using quantifier elimination, explicitly taking unilateral
contact into account. These regions of attraction are also inner approximations to
the set of CoM states from which balance can be achieved. We show that the region
of attraction for one of the controllers matches the outer approximation, and hence

achieves balance from any state from which balance can possibly be achieved.

The remainder of the chapter is structured as follows. Section 4.2 derives the
dynamics of the variable-height model under consideration. Section 4.3 derives nec-

essary conditions for balance, i.e., the outer approximation. We then summarize the
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results of [50] (section 4.4), which form the basis of the control laws (section 4.5) and
the derivation of their regions of attraction (section 4.6). Section 4.7 discusses the
results, and section 4.8 concludes the chapter.

Code and additional figures accompanying the chapter can be found at https:

//github.com/tkoolen/VariableHeightInvertedPendulum.

4.2 Variable-height inverted pendulum

The equations of motion of the 2D variable-height inverted pendulum (see Fig. 4-1)

are

mé =mg + f. (4.1)

where ¢ = (¢, ¢.) is the CoM position relative to the fixed point foot, m is the robot’s
total mass, g = (0, —g.) is the gravitational acceleration vector, and f, = . fc; is the
total contact force (see section 2.3). We assume that angular momentum about the
CoM remains constant, implying that the line of action of the ground reaction force
must pass through the CoM. This allows the ground reaction force to be parameterized

as

Je =mcu (4.2)

where u is a scalar control input. Combining (4.2) and (4.1), we find
c=g+cu (4.3)

as the dynamics of the variable-height inverted pendulum. We assume unilateral

contact (pulling on the ground is impossible), so we require that
u>0. (4.4)

By inspection, fixed points of the dynamics (4.3) must satisfy ¢, = ¢, =0, ¢, = 0,

and zu = g¢., so ¢, > 0. We are interested in achieving ‘balance’, in the sense of
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asymptotic convergence to a fixed point of the dynamics! at a specified desired final
height ¢, = ¢, > 0.

Consider a state like the one depicted in Fig. 4-1, and suppose the initial horizontal
velocity, ¢, is ‘too large’ in some sense. To achieve balance, a large value of u can
be used to decrease ¢, quickly. However, this also has the effect of increasing ¢,, and
over time, c,, as a byproduct. The challenge is to control both horizontal and vertical
CoM position with a single control input by exploiting the state-dependent variation

of the effect of w in the nonlinear dynamics (4.3).

4.3 Necessary conditions for balance

In this section we investigate conditions that must be satisfied in any case if balance
is to be achieved.

Let the state of the variable-height inverted pendulum be z = (¢, ¢, ¢, ¢.). Start-
ing from x, convergence to the fixed point requires that the horizontal CoM position
¢, and velocity ¢, satisfy

Coly < 0 (4.5)

This is because ¢, would otherwise increase without bound, since (4.3) and (4.4)
imply that sign (¢,) = sign (c,).

Another necessary condition for balance stems from the extreme control policy of
choosing v = 0 for all time. This policy results in a ballistic CoM trajectory. We
will show that it is impossible to reach a fixed point of the dynamics from state x if
the c.-intercept of the ballistic trajectory starting from z is nonpositive, making it
impossible to achieve balance.

The ballistic trajectory starting from state x is

Cy bal (x7 t) Cy + C:Ct
Cpal (x, t) = = . (46)

Cz,bal (.T, t) Cz + czt - %gth

!'Note that we are not interested in achieving asymptotic stability of a fixed point, which is
impossible in the variable-height inverted pendulum.
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Let T be the time at which ¢; a1 (2,7) =0, T = —&, and let

: 2
C,Cy g,x

b 262

Cz,crit (I’) = Cz,bal (3:7 T) =Cz; —

be the c,-intercept of the ballistic trajectory.

Lemma 1 Suppose ¢, it () < 0 and assume (4.5), so that T > 0. Then no state
Cof = (Cofs Cof Cuf, Cof) for which ¢,y = 0 and c, 5 > 0 is reachable from x given the

dynamics (4.3) and input limit (4.4).

Proof 1 The time derivative of ¢, i () along trajectories of (4.3) is

d aCz,cm't (I) . acz,crit ($)
g Cert (@) = =g et g (9 e
1 9 ..
= uéx 2 (922" + CalCats — éxcs))

The condition c, it (x) < 0 can be rearranged to find

g.7*

2

Together with uw > 0 according to (4.3), = < 0 according to (4.5), and g, > 0, we
infer that

d
%Cz,cm't (x) S 0

so we conclude that ¢, ..y cannot increase along trajectories of (4.3), and if ¢, crit (C2p) >
Caerit (), then ¢y p must not be reachable from x. Noting that c, i (Csf) = . p and

Caf > Caorit (T) completes the proof.

Since any fixed point of the dynamics must satisfy ¢, = 0 and ¢,y > 0, Lemma 1
provides the condition

Cz,crit ([L’) >0 (47)

as a useful necessary condition for balance, describing an outer approximation of the

set of states that allow balance. In the following sections, we will derive a feedback
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control law with a region of attraction described exactly by (4.7), assuming only
unilateral contact and no kinematic constraints or actuation limits. This will show

that the outer approximation is tight.

4.4 Approach and summary of previous results

Our general approach to control is to design and enforce a virtual constraint [93].
Virtual constraints were first applied to the variable-height inverted pendulum in

[50]. This section summarizes their results, providing no new contributions.

4.4.1 Height trajectory as a virtual constraint

Consider the time-invariant virtual holonomic constraint

c: = f(cy) (4.8)

where f describes a desired CoM height trajectory.

We will assume that the initial value and slope of the CoM height trajectory match

the initial state xo = (40, 2.0, Cx0, ¢20), as depicted in Fig. 4-2:

f (C:E,O) = Cz0 (49&)
[ (ea0) = zz (4.9b)

Differentiating (4.8) twice with respect to time gives
&= [ (cr) én+ [ (ca) &

Substituting this into (4.3), we can solve for the input u required to enforce the

virtual constraint:

_ gt el (4.10)

f(cz)
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Figure 4-2: Kinematic constraints placed on CoM height trajectory f.

where

flex) = flex) = [ (ca) Co (4.11)

The dynamics of the unconstrained degree of freedom ¢, are simply

ép = ux. (4.12)

Example 1 For the LIP, f s an affine function, fully specified by the continuity

constraints (4.9):

¢
f (Qv) =Cz0 + .Z’OCz-
C:L",O

The required input simplifies to a constant,

gz
Cz,(]

u =

showing that as long as c,o > 0, the condition v > 0 is always satisfied (no pulling

on the ground). Equation (4.12) becomes
&=, (4.13)

the familiar LIP dynamics. A

By not artificially constraining f to be an affine function, balance can be achieved

from more initial states than what is allowed by the LIP dynamics. We now investigate
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how the requirement of achieving balance constrains f.

4.4.2 Orbital energy

Orbital energy can be used to decide which states converge to the fixed point while
tracking a given height trajectory f.2 We will first introduce orbital energy for the
LIP, and then generalize to arbitrary f.

LIP

For the LIP, orbital energy [34] is a well-known conserved quantity, defined as:

) 1. g
Erp (Cxacar) = 5092@ - 9, Ci-
0

(4.14)

The fact that LIP orbital energy is conserved can be shown by taking the time
derivative of (4.14) and plugging in the dynamics (4.13). To achieve balance, conser-
vation of orbital energy implies that the initial orbital energy must be the same as

the orbital energy at the fixed point,

Erip (C:v,07 é:}c,O) = Erip (0> O) =0

If (4.5) is also satisfied at xg, this results in the familiar condition

Cz0

Cz,0 + éx,O =0. (415)

z

The left hand side is known as the instantaneous capture point [36, 1], extrapolated

center of mass [51], or divergent component of motion [49].

2Note that orbital energy is not the same as the total energy of the system.
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Variable-height model

Perhaps a less known fact is that a conserved orbital energy exists for any C? height

trajectory f. As derived in [50], the orbital energy associated with f is

By (nréa) = 231 (0) + 021 () — 30, / " r e ede (4.16)

3¢
with f (c,) as defined in (4.11). Analogous to the LIP, the fact that orbital energy
is conserved can be (tediously) verified by taking the time derivative and plugging
in the dynamics (4.12). Again, balance requires that ¢, o and ¢, o have opposite sign
and that

Ef (€10, ¢20) = Ef(0,0) = 0.

With the continuity constraints from (4.9), this requirement simplifies to

3. /O e ede =k (4.17)

with

1 2
. . 2
k= 5 (Cz,Ocz,O - Cz,OCm,O) + g223Cz0-

In general, the integral on the left hand side of (4.17) may not be computable in

closed form, but if we restrict the class of height trajectories f to polynomials,

f (CJU) - Zaicfm
1=0

then the integral is readily evaluated and (4.17) can be written as a linear constraint

on the coefficients «;:

392 Z H—20ZZ‘C;—02 = k. (418)
=0

This constraint will be used to find a feedback control law in the following section.
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4.5 Control laws

This section presents two feedback control laws based on virtual constraints and
orbital energy.
We will take height trajectory f to be a cubic polynomial (n = 3), and impose

four linear constraints that uniquely determine its coefficients:
1) the final desired height: f (0) = c.¢;

2-3) the continuity constraints (4.9);
4) the orbital energy constraint (4.18).

These constraints can be written concisely as

1 0 0 0 g Caf
2 3
1 Cz,0 ca:,O Cz’,() 631 Cz,0
2 - .
0 1 2xg 3 a =8
x,0
3 2 3 3 4 3 5
59:Ty 9Ty 19:Ty  59-Tg as k
TV - B B
A
9237(7)

The determinant of matrix A is showing that a solution exists as long as ¢, o # 0.

10 °

We omit the solution for the coefficients «; here, since the expressions are some-
what long and uninformative. It is important to note however that the «; will depend
rationally on xq (as well as ¢, ¢ and g,). Substituting the a; back into f shows that f
is also a rational function of ¢, and zy. Furthermore, note that the term ¢ in (4.10)
can be solved for given f and ¢, using (4.16), since E; (¢y, é;) = 0 by construction of
f. This observation allows us to even find v in closed form, as a rational function of

only ¢, and x( after substitution into (4.10):

p (Cxa $0)

7 (Cor0) (4.19)

u="U (¢, x0) =

where p (¢, x9) and ¢ (¢, ) are polynomials of respective total degrees 20 and 21 in

the variables (¢, o).
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Figure 4-3: Simulation results for orbital energy controller (4.20) with initial condi-
tions ¢, 0 = —0.3 m], ¢, = 1 [m], ¢, = 0 [m/s] and three values of ¢, : 1.0 [m/s]
(top), 0.9 J[m/ s| (middle), and 0.8 [m/s] (bottom). The normalized leg force is com-
puted as ;& - & = gizu |c||. For this plot, g, = 9.8 [m/s?], c.s =1 [m]. For the third
(slowest) initial condition, the simulation was performed as if pulling on the ground
were possible.
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To arrive at a feedback controller, our strategy is to essentially ‘continually re-
solve’ for the CoM height trajectory f by substituting the current state x for zy in

(4.19). This substitution also greatly simplifies the expression. The resulting control

law is:
3c.a® — g.a 10a%
w="U(cp,z) = —Ta? + 2208 90 40 (4.20)
b 9=
with
Co .
a=— b=¢, —az. (4.21)
Caf

We will refer to this control law as the ‘orbital energy controller’. The orbital
energy controller has the property that it keeps the CoM height on the cubic height
trajectory f in the absence of external disturbances to the dynamics (4.3). This is
because the control law ensures that & is tangent to the constraint manifold described
by ¢, = f (c,) since it stems from (4.10), and because f is uniquely specified by the

initial conditions.

Note the singularities at ¢, = 0 and b = 0. The singularity at ¢, = 0 is due to the
fundamental lack of effect of the control input u on ¢, when ¢, = 0. The singularity
at b = 0 occurs when the CoM velocity vector points from the CoM toward the point
foot. This implies that the necessary condition for balance derived earlier, (4.7), is
not satisfied, so states for which b = 0 are not of interest. The root cause of this
singularity is the fact that the input u that enforces constraint (4.8) is not uniquely

defined in this case.

See Fig. 4-3 for the results of simulations with the orbital energy controller,
starting from three example initial conditions. Note that the orbital energy controller
will attempt to pull on the ground if the initial velocity is very low, as shown by the
negative normalized ground reaction forces. To address this, we will also consider the

following ‘clipped controller’:

u =max (U (¢, x),0). (4.22)
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Figure 4-4: Simulation results for clipped controller (4.22) with initial conditions
czo = —03 [m], c,o = 1 [m], é,o = 0.8 [m/s], and ¢, = 0 [m/s]. For this plot,
g. = 9.8 [m/s?], c,s =1 [m].
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Fig. 4-4 shows that this clipped controller successfully achieves balance from the
same state that resulted in pulling on the ground with controller (4.20).
In addition to the limitation of unilateral contact, there are two other issues that

require more attention compared to the LIP:

1. the height trajectory may not be kinematically feasible due to robot geometry

and joint limits;
2. actuation limits may be violated.

Barring unilaterality of contact, kinematics, and actuation limits, it would be possible
to achieve balance from any state. In this chapter, we choose not to address kinematics
or actuation limits. Instead, we focus on the fundamental implications of unilateral

contact.

4.6 Region of attraction

We now derive the regions of attraction of the orbital energy controller (4.20) (in
Section 4.6.1) and the clipped controller (4.22) (in Section 4.6.2). These regions of
attraction are also inner approximations of the set of initial states from which balance
can be achieved. The inner approximation for the clipped control law will turn out

to be the same as the outer approximation derived in Section 4.3.

4.6.1 Orbital energy controller

For the orbital energy controller (4.20), we will consider passing through a state for
which the controller outputs v < 0 at any time to be a failure. Observe that if (4.5)
holds, then by construction of f, ¢, will converge to 0, so ¢, is between ¢, and 0 for

all time. Hence, requiring that w > 0 for all time is the same as requiring (4.5) and
U (6¢z0,70) >0 V6 €]0,1] (4.23)

The task is now to find an explicit description of the set of initial conditions that
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satisfy (4.23). Condition (4.23) can be written equivalently as
P (8¢z0,70) q (0cz0,20) >0 V€ [0,1]. (4.24)

with p and ¢ as defined by (4.19). The conditions (4.5) and (4.24) together form a
first-order formula over the reals in the variables xo, 6, g, ¢, ¢ [94]. For completeness,
we should add that g, > 0 and c,¢ > 0.

In this context, a first-order formula in variables vy, ..., ¥y, is an expression written
by combining a set of polynomial equations and inequalities in vy, ..., ¥y, using the
logical conjunction (A), disjunction (V), and negation (=) operators, while some or
all of the variables are quantified over by universal and/or existential quantifiers
(e.g., Yy , Jyo). Variables that are not quantified over are called free. For any
first-order formula over the reals, there is an equivalent quantifier-free formula, i.e.,
a formula without any universal or existential quantifiers, by the famous Tarski-
Seidenberg theorem [95]. The process of finding an equivalent quantifier-free formula

is known as quantifier elimination.

Example 2 [94] Quantifier elimination can be applied to the first-order formula
a#0A (EI:U such that ax2+bx+c:O)

in variables a,b,c,x (with a,b,c free) to find the familiar equivalent quantifier-free

formula b* — 4ac > 0. A

Cylindrical Algebraic Decomposition (CAD) methods can be used to solve quan-
tifier elimination problems [94]. The worst case running time of modern CAD-based
algorithms is polynomial in the number of polynomials in the input formula and their
degree, but exponential in the number of free variables [94]. Implementations include
QEPCAD B [96] and Mathematica’s CylindricalDecomposition function [97].

We used Mathematica’s implementation to find a quantifier-free formula that is
equivalent to the conjunction of (4.24), (4.5), g, > 0 and ¢,y > 0. It should be

noted that applying the CAD algorithm directly took too long, but using the variable
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substitutions

Cz,0

by = Cz,0 — ApCz 0
Cz,0

analogous to (4.21), we were able to reduce the number of free variables in (4.23) from
six (o, g, and ¢, ) to four (ag, bo, g., and c¢), which made the problem tractable.
After conversion to a first-order formula (analogous to the step from (4.23) to (4.24)),
the CAD algorithm was able to solve the problem in less than two seconds. The result

(after simplification) is that initial states must satisfy

ap < 0N Tg, + 20agby + \/995 +120a3g. 2 < 0. (4.25)

See Fig. 4-5 for a 3D slice of this region at ¢,y = 0, in terms of ¢, 0, ¢z0, and c,p.
See Fig. 4-6 for a 2D slice at ¢,g = 0 and ¢, g = c. ¢, as well as a comparison to the
region for the LIP with fixed point foot, a line defined by the instantaneous capture
point, and the necessary condition (4.7).

For ¢,y = 0 and fixed c,, Figs. 4-5 and 4-6 show that balance can be achieved
from a double cone in the (¢, ¢s0) plane, with a nappe in each quadrant where
cz0 and ¢, o have opposite sign. The double cone geometry is due to the fact that

Cz,0

e Informally speaking, the

in (4.25), ¢, 0 and ¢, 0 only appear as the ratio ag =
‘size’ of the double cone increases as ¢, increases, as can be expected from intuition.
Increasing ¢, also grows the double cone (not shown in figures). If ¢, > 0, there
exist (unrealistic) states with ¢,y < 0 for which balance can be achieved.

Figs. 4-5 and 4-6 suggest (for ¢, = 0) that if balance can be achieved from
(€2.,05 €20, C2,05 C20), then balance can also be achieved from (¢, o, €0, ¢y 0, ¢20), for any
¢ > 1. In other words, dilating the initial horizontal velocity can never compromise
the ability to achieve balance. Indeed, we were able to prove this dilation property for
any ¢ using Mathematica functions, including the same CAD techniques described

earlier, as long as c,o > 0.2 This implies that for fixed €20, Cz0, and c,o > 0, the

3For the unrealistic case of c.0 < 0, a counterexample was found with ag = —1, c; o = —%,

. 13
Czo=%,c=2,g. =1 and c, s = 1.
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constraint v > 0 and the restriction to cubic CoM height trajectories only impose a
lower limit on the initial velocity at which the CoM approaches ¢, = 0, and no upper
limit. An upper limit could come from the robot’s kinematics or actuation limits,
not investigated in this chapter. Indeed, for high initial velocities, CoM height can

become unrealistically high.

The double cone in Fig. 4-6 can be compared to the line defined by the instanta-
neous capture point for the LIP, (4.15). The most interesting comparison is between
the LIP line and the line associated with the lower limit on horizontal velocity for the
variable-height model, for the case ¢,y = c,;. The slope of this line can be found by
maximizing ay subject to (4.25). For ¢, = ¢, ¢ and ¢, = 0, the optimal value can

be found in closed form:

& 5+ V15 [g. 2
ag = G0 o« _ 2TV 9 g4, [ Y (4.26)
C.Z‘,O 10 0270 0270

We can compare this to the LIP by rewriting (4.15) as

Cz,0 gz

Cz0 Cz,0

which shows that for a given value of ¢, ¢, the orbital energy controller can achieve
balance from states that have an initial horizontal velocity up to about 6% slower

compared to the LIP.

We can also compare this lower velocity limit to the necessary condition derived
from the ballistic trajectory in Section 4.3. With ¢,y = 0, condition (4.7) evaluated

at x = x( can be rearranged to find

éz 0 1 9z 9z
— < ==/ ~ —0.71,/ 4.27
Ce0 \/§ Cz,0 Cz,0 ( )

implying that for fixed ¢, ¢, it is ¥mpossible to achieve balance from initial horizontal

velocities that are more than about 39% lower than the balancing velocity for the

LIP.
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Figure 4-5: Slice at ¢, = 0 of the set of states from which balance can be achieved.
Note that the apparent separation between the regions on opposite sides of the ¢, o-
axis is merely a plotting artifact. For this plot, g, = 9.8 [m/s?], ¢,y = 1 [m]. The full
region extends outside the borders of the plot, to infinity, along the blue sections.

Cz,0
NS L5
5 o
\\ L T T Cz,0 + imo =0
\\\ 1.0 C 9=
\\ Cz,crit(xo) =0
05
| n n n n [ n n n n | n n )
-0.5 £ 0.5 Cz,0
05 F
- N
- R
B N
) AN
10 N
' Clipped controller U N
== Orbital energy controller \\\
15 = A

Figure 4-6: Set of states from which balance can be achieved; comparison between LIP
(region defined by (4.15), the instantaneous capture point), orbital energy controller
(region defined by (4.25)), and clipped controller (also corresponding to the necessary
condition ¢ it () > 0). Slice at é,0 = 0 and ¢, = ¢, for the variable-height
inverted pendulum. For this plot, g, = 9.8 [m/s?], c,; = 1 [m].
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4.6.2 Clipped controller

We now use the results for the orbital energy controller to derive the region of attrac-
tion of the clipped controller.

Note that if the orbital energy controller produces u < 0, then the output of the
clipped controller is © = 0, meaning that the CoM will follow the ballistic trajectory
(4.6). We will show that for any state satisfying necessary condition (4.7), following
the ballistic trajectory will eventually bring the state in the region of attraction of
the orbital energy controller.

For states satisfying (4.5), following the ballistic trajectory means that ¢, remains
constant and |c,| decreases. This implies that the ratio a = z—; approaches —oo
as ¢, approaches 0. We will thus examine what happens to the conditions (4.25),
describing the region of attraction of the orbital energy controller, as ay approaches
—o00. The first condition, ag < 0, will certainly be satisfied. The second condition

will be satisfied as long as c, ¢ > 0:

lim 7g, + 20a¢c, o — 20agcz,o + \/99§ + 120a2g, 2t = —00C;0 <0

apg——00

since the quadratic term dominates. Here, we have substituted the definition by =
¢.0 — QpCyp into (4.25).

We now note that if necessary condition (4.7) is satisfied, then following the bal-
listic trajectory will make ¢, > 0 in some open interval around ¢, = 0, so c,o > 0
will indeed be satisfied as ag — —oo. We thus conclude that the region of attraction
of (4.22) matches the outer approximation given by (4.7): if the ballistic trajectory
starting from the current state has a c,-intercept greater than zero, then the clipped

controller (4.22) will make the state converge to the fixed point at ¢, = ¢, .

4.7 Discussion

A limitation of the presented control approach is that, similar to typical LIP-based

approaches, kinematic limits and actuator limits are not taken into account. This
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poses more of a problem for the presented model than for the LIP. Indeed, using

control laws (4.20) or (4.22), ground reaction forces and CoM heights may become

very large for high initial horizontal velocities, i.e. with a large value of — Ezg For the

clipped controller, similar issues occur at very low initial horizontal velocities, which

result in entering the region of attraction of the orbital energy controller at a very
Ca
Cg

large value of — ‘8, in turn resulting in extreme control actions. More work is needed
to study the implications of kinematics and actuation limits on balance achievement

using CoM height control.

We based our orbital energy control law on a cubic CoM height trajectory. All of
the techniques used in this chapter still apply with higher order polynomials. How-
ever, the limiting factor in our analysis is the computational cost of quantifier elimina-
tion. For example, with a quartic CoM height trajectory and the additional constraint
that the second derivative of the trajectory be zero at ¢, = ¢, the CAD algorithm
ran for several hours before we decided to terminate it. This is interesting, because
the main determinant of worst-case computational cost, the number of free variables,
remains the same?. It could be the case that the cubic trajectory has special prop-
erties that result in a drastically easier quantifier elimination problem. It is also
interesting that the clipped version of the controller corresponding to the cubic tra-
jectory, (4.22), is already able to achieve balance from any state from which balance

can possibly be achieved.

The presented model and approach do not explicitly take friction cone constraints
into account. However, the angle between the ground reaction force vector f,, and the
vertical axis is the same as the angle between the CoM position, ¢, and the vertical
axis. It can be shown that if balance is achievable from initial state x( according to
(4.25) then the greatest angle between ¢ and the vertical axis that occurs while using

either controller is at zg.

With these caveats in mind, the analysis presented in this chapter can still provide

insight into the relative importance of CoM height control and other balancing mech-

4The change of variables (4.21) still results in the same reduction in the number of variables for
this quartic polynomial.
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anisms. Since the clipped orbital energy controller (4.22) achieves balance from any
state that satisfies necessary condition (4.7), (4.27) applies: the controller achieves
balance from initial horizontal CoM velocities that are up to 39% lower than the
horizontal velocity that results in balance for the LIP, a significant difference. In the
presence of kinematic constraints and actuation limits, this provides a useful upper
bound on the effectiveness of CoM height control. An interesting property of CoM
height control is that its effectiveness, quantified in terms of a lower limit on hori-
zontal CoM velocity, increases with horizontal displacement between the CoM and
the point foot, as shown by (4.27). This is in contrast to stepping, CoP control, and
control of centroidal angular momentum, for which effectiveness does not depend on
horizontal CoM position at a fixed horizontal CoM velocity [1]. For ¢, o = —0.4 [m],
Co = Cop = 1 [m], g. = 9.8 [m/s”], and ¢, = 0 [m/s], CoM height control can be
used to achieve balance from the same lower limit on ¢, as could be achieved with a
2.3 [cm] change in CoP for the orbital energy controller, and an 11.7 [cm] change for
the clipped controller (executing a ballistic trajectory).

Assessing to what degree CoM height control is used for balance in humans is an
interesting topic. Long jump athletes that land on their feet can be observed to keep
their CoM height low during the landing phase to avoid falling backwards. Humans
seem to increase their CoM height when required to stop abruptly without taking
additional steps. It would be interesting to know to what degree humans vary CoM
height (with respect to a nominal trajectory) in order to regain balance during more
periodic motions, such as walking and running.

We note that extending our results to a 3D model is not trivial, contrary to the LIP.
Typically, virtual constraint approaches shine when the degree of underactuation®
is one. A possible direction of future research is to include e.g. lateral center of
pressure control as an additional input in a 3D model, so as to maintain one degree
of underactuation. Another possible approach is to use decoupled lateral and sagittal
plane controllers [98]. In general, combining CoM height control with other stabilizing

mechanisms is a topic of future research.

5The number of degrees of freedom minus the number of inputs.
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We employed quantifier elimination techniques. While these techniques can be
extremely powerful, they do not scale well. In addition, the end results are not
always as clean as condition (4.25). Nevertheless, there may be other problems in

legged locomotion that could benefit from the application of these techniques.

4.8 Conclusion

This chapter investigated the use of CoM height variation to achieve balance, subject
to unilateral contact. For a 2D variable-height inverted pendulum model, we derived
an outer approximation of the set of states from which balance is achievable. We
presented a controller based on orbital energy, and derived its region of attraction.
We also studied a clipped version of this controller, and showed that it achieves

balance from any state for which balance is physically possible to achieve.
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Chapter 5

Multi-contact centroidal trajectory
optimization as a mixed-integer

nonlinear program

5.1 Introduction

The previous chapter presented an approach that breaks away from the linear in-
verted pendulum’s limiting assumption of planar center of mass (CoM) motion, and
results in a control law with trivial computational cost and interesting theoretical
guarantees. However, as alluded to in section 4.7, the approach has some severe lim-
itations when it comes to using the results to achieve real robot locomotion in a rich
contact environment. The online control law was designed based on a 2D centroidal
model without contact changes, kinematic constraints, contact force constraints, or
even variation of the center of pressure (CoP). In contrast, this chapter presents an
offline planning approach based on a 3D multi-contact centroidal model that allows
for (approximate) kinematic constraints as well as contact force constraints, including

both Coulomb friction and upper limits on magnitude.

The main goal of the presented planning approach is to provide reference trajec-

tories to a whole-body tracking controller [80, 99, 57, 100], allowing a high-degree-of-
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freedom (high-DoF') humanoid robot to navigate its environment. In particular, this
work targets the momentum-based control approach presented in chapter 3, which
requires a reference trajectory for the robot’s total linear momentum (or its CoM), as
well as a footstep plan, i.e., a timed sequence of contacts, including reference positions
for the robot’s extremities when contact is first established.

The problem of optimizing over locomotion plans that allow a high-DoF humanoid
robot to traverse complex terrain is hard for several reasons, chief among which are

the following;:

e Trajectory optimization problems based on detailed models of high-DoF robots
translate into nonlinear optimization problems with many decision variables

and constraints.

e Even centroidal models are still subject to bilinear constraints, stemming from
joint optimization over contact positions and contact forces and the desire to

limit centroidal angular momentum rate (see section 2.3).

e Modeling and optimizing over contact changes requires special care due to

abrupt changes in dynamics (discussed in more detail in section 5.3.1).

e The value of locomotion plans increases dramatically if the plans can be found
quickly. User-interactive rates are desirable, but ideally, good plans would be
generated at sufficiently high rates to allow embedding in a model-predictive

control (MPC) approach.

Several recent studies have focused on this challenging problem. On the fast-but-
limited end of the spectrum, a simple extension of the LIP was employed in [101]
to plan locomotion over terrain consisting of moderate-size rolling hills based on the
divergent component of motion and a so-called enhanced centroidal moment pivot
(essentially a slightly modified CoP/ZMP). However, this approach cannot guarantee
that the contact forces associated with the planned trajectory are actually achievable,
and doesn’t properly handle the case of multiple non-coplanar contacts. Bretl and

Lall point out some of these issues in the simpler context of static equilibrium [102].
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Furthermore, contact sequence timing and footstep placement are prespecified, which
vastly simplifies the problem but neglects an important part of it. Such cascaded

approaches are numerous in the literature.

Moving towards slower but more capable approaches, [103] propose a planner
that finds a centroidal momentum trajectory on moderately rough terrain given a
contact sequence by reasoning about the set of achievable contact wrenches (contact
wrench cone, or CWC) and using a convex outer approximation of the rate of change
of centroidal angular momentum to avoid the bilinearities described in section 2.3.
[104] also propose a centroidal planning algorithm given a contact sequence based on
properties of the CWC, but using a dual formulation. Convex outer approximations
of the bilinear angular momentum rate constraints are also used in [105]. While
these approaches can handle the multi-contact case properly, a possible issue is that
they allow constraints on angular momentum rate to be violated, sometimes to a
significant degree. Moreover, these approaches still rely on a prespecified contact
sequence. Recent approaches can separately find reasonable contact sequences for
locomotion over rough terrain using heuristics and optimization [106, 107], but for
truly dynamic locomotion over such terrain, it would be preferable to explicitly include

the robot’s dynamics in the contact planning problem, at least at the centroidal level.

At the other extreme of the slow-versus-capable spectrum, off-line nonlinear opti-
mization techniques have been employed in e.g. [108, 109] based on the full dynamics
of the robot. Intermediate solutions using a detailed kinematic model but a centroidal
dynamics model were used in [32, 110] and showed impressive results in simulation,
but these approaches still have a rather high computational cost. Remarkably, ap-
proaches based on nonlinear optimization have recently been extended into the MPC
domain at impressively large scale. Such methods include differential dynamic pro-
gramming (DDP) and its variants, particularly the iterative Linear Quadratic Reg-
ulator approach (iLQR) [111, 112, 113, 114]. However, nonlinear MPC at the scale
of a humanoid robot has not yet been demonstrated, and will require considerable
engineering effort [115, 116, 117]. Additionally, there are likely to be significant issues

with local minima, and convergence to a solution, especially within the time budget
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needed for online control, is not guaranteed.

A recent line of research has proposed avoiding the drawbacks of the cascaded
approach and the convergence problems associated with gradient-based optimization
by formulating trajectory optimization problems involving contact as mixed-integer
programs. These approaches explicitly optimize over contact mode sequences, while

also taking constraints stemming from the continuous-time dynamics into account.

Using the mixed-integer programming formalism has several advantages. First,
integer decision variables (specifically, binary variables) are a natural fit to model the
on-off behavior of contact between the robot and its environment. Second, typical
solvers do not require a starting point to arrive at a solution (though a good start-
ing point may improve solver performance). Third, standard mixed-integer solvers
maintain both upper and lower bounds on the optimal objective function value dur-
ing the solution process, and can thereby provide a certificate of global optimality
when these bounds match. While mixed-integer optimization is NP-complete in the
number of integer variables, specialized solvers have been developed that typically do

much better in practice than the theoretical worst case.

In [118], mixed-integer optimization was applied to plan footsteps over rough ter-
rain. An early mixed-integer-based trajectory optimization approach is [119], where
mixed-integer quadratic programming (MIQP) was applied to a trajectory optimiza-
tion problem stemming from a linear centroidal model of a bipedal robot, and solved
approximately in an MPC setting. In [31], the author applies trajectory optimization
based on MIQP to a 2D model of the Boston Dynamics LittleDog robot, jumping
between staggered platforms. The model includes Coulomb friction constraints, and
the approach uses an off-the-shelf MIQP solver. In [120], similar ideas are applied to
a 3D LittleDog model, while employing a contact wrench cone margin as a robustness
metric. In [121], MIQP trajectory optimization is applied to a planar multi-link hu-
manoid model. This approach, called LVIS (Learning from Value function IntervalS),
partially solves a large number of these trajectory optimization problems off-line, and
uses the bounds on the optimal objective value provided by the solver to approximate

the value function of the optimal control problem over a region of the state space.

84



The on-line control problem then reduces to a simpler, one-step mixed-integer MPC
problem with the objective of minimizing the approximated value function value one
time step in the future.

While these approaches produce encouraging results, they share a common draw-
back, rooted in the use of mixed-integer quadratic programming: the underlying
dynamics model must be piecewise affine in order to fit into the MIQP framework.
This means that the bilinear dependence of angular momentum rate of change on
contact positions and contact forces (see section 2.3) cannot be modeled natively,

which may result in non-physical trajectory optimization results.

MIQP’s lacking expressivity in the face of bilinear constraints can be sidestepped
to a certain degree through the use of piecewise McCormick envelopes [31] (discussed
in more detail in section 5.3.5). However, piecewise McCormick envelopes require
a number of integer variables, used to select between the pieces, that is at least
logarithmic in the number of pieces (see e.g. [122]), and a fairly high number of pieces
is required to achieve sufficiently low violation of the original bilinear constraints over
a large region. This is problematic, as the number of integer variables is strongly
correlated with solve time. The use of piecewise McCormick envelopes in planning
approaches for humanoid robots is particularly problematic: for humanoids, the base
of support is typically small compared to that of the quadruped robots used in the
experiments of [31] and [120], reducing the margin of error for angular momentum

constraint violation.

In this work, we ‘bite the bullet’ by switching away from the use of MIQP solvers
and associated techniques used to fit nonlinear problems into the MIQP framework.!
Instead, we embrace the nonlinearity and adopt the use of dedicated mixed-integer
nonlinear programming (MINLP) tools, allowing us to enforce angular momentum

rate constraints up to a prespecified, arbitrarily tight tolerance.

Dedicated MINLP solvers, such as SCIP [123], BARON [124], and COUENNE

'We note that [31] also explored using an MINLP formulation, and reported computational
performance many times worse than the MIQP relaxation. However, these results were just for one
possible problem formulation and were obtained using the COUENNE solver, which is known to be
less performant than e.g. SCIP and BARON.
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[125], internally use specialized methods for dealing with bilinear constraints, includ-
ing the McCormick envelope approach used in [31], but employ them in an adaptive
fashion. This leads to a better tradeoff between accuracy and computation time. In
addition, solvers such as SCIP employ an array of primal heuristics to quickly find
good feasible points, even in the absence of a good starting point. These primal
heuristics subsume and extend many approaches used to solve bilinear optimization
problems in the controls literature, such as bilinear alternations and relaxed com-
plementarity reformulations (MPEC, mathematical program with equilibrium con-
straints) [126].

Another problem with the state of the art in mixed-integer trajectory optimization
is the use of a direct transcription in conjunction with basic Euler integration and
fixed time steps. Since the number of integer variables is proportional to the number
of time steps, and solve times in practice heavily depend on the number of integer
variables, relatively few time steps and large time intervals are commonly employed.
For example, [121] used a mere 10 knot points with 50 ms time intervals for the
simplified 2D humanoid model. At this point, integration accuracy can become a
real issue. In addition, the formulations used in [31, 121] allow every end effector to
make or break contact with the environment at every time step. It seems unlikely
that the optimal mode sequence involves switching contacts at every 50 ms (or less,
if we want to improve integration accuracy), and so it seems wasteful and unnatural
to use so many integer variables, searching over the associated astronomical numbers
of possible mode sequences.

In addition to the shift from MIQP to MINLP, we further propose to address some

of these issues in previous approaches with the following contributions:

e Using a piecewise polynomial representation of the CoM trajectory and contact
forces, which removes any concerns related to integration accuracy, and means

that longer time steps can be used.

e In particular, using a piecewise Bézier representation (Bernstein polynomial

basis) for the polynomial pieces, as this allows constraints on the Bézier control
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points to imply constraints on the entire Bézier piece due to the Bézier con-
vex hull property (see section 5.4.3), avoiding issues with constraint violation

between knot points.

e Associating a single integer contact variable with an entire piece of the piece-
wise polynomial (corresponding to a longer time interval), thus requiring fewer
integer variables. This reduces the tension between integration accuracy and

number of integer variables.

e Reverting to a centroidal model, as opposed to the multi-link model used in
[121], to make a 3D version feasible. Limitations due to kinematics and actua-
tion are modeled approximately, by placing constraints on relative positions of

contacting bodies and the CoM and on contact force magnitudes respectively.

e Using variable time steps, which will result in additional bilinearities (as state
variables and inputs are multiplied by the time steps), but appears to reduce

the time needed to find a feasible solution in practice.

We present example results of the proposed approach, including dynamic simulations
of the Atlas robot under the controller from chapter 3.

It should be noted that the goal of this work is not to outperform existing ap-
proaches in terms of computation time, but rather to explore in a new direction and
present our experience with a set of tools that is relatively unfamiliar to the robotics
community. Furthermore, we note that approaches like LVIS [121] could be used to
obtain an online policy by using offline trajectory optimization to sample from the
optimal policy. This is in line with the recent popularity of machine learning methods
in general, in that a large amount of offline computation may be used to arrive at a
result that allows for fast online evaluation. This alleviates concerns regarding the
cost of offline computation.

The remainder of this chapter is structured as follows. Section 5.2 describes the
trajectory optimization problem we wish to solve at a high level. Section 5.3 gives
some background on mixed-integer programming. Section 5.4 details the reformula-

tion of the trajectory optimization problem as a mixed-integer nonlinear program.
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Section 5.5 discusses how the results of the trajectory optimization are used to gener-
ate inputs for the whole-body controller. Section 5.6 describes implementation details.
Section 5.7 presents results for a few example problems. Section 5.8 discusses these

results, and we conclude the chapter in section 5.9.

5.2 Problem statement

This section establishes notation and provides a high-level conceptual description
of the planning problem we wish to solve. This problem statement is meant to be
independent of specific solution techniques, and does not require an understanding
of mixed-integer programming. However, some of the modeling choices made in this
section are indeed guided by the desire to effectively reformulate the problem as an

MINLP, as will be done in section 5.4.

Throughout this chapter, we will use [n] to denote the set of integers {1,2,...,n}.

5.2.1 High-level description and desired output

We consider a robot with n. contact bodies, i.e., links that may be used to exert
forces on the contact environment.? The contact environment consists of n. planar
environment regions at various positions and orientations, fixed in world frame ®,,.
The initial position and velocity of the CoM are specified, and the initial angular
momentum about the CoM is zero. See Fig. 5-1 for an example scenario.

At a high level, the goal is to find a plan that may be used as an input to a
momentum-based tracking controller [57], resulting in locomotion over the terrain.

The plan should consist of:

e A timed contact sequence, i.e., the assignment of contact bodies to available
environment regions as a function of time. Timing may either be prespecified

or left free.

2Contact bodies are sometimes referred to as end effectors in related approaches [31, 120], and
are typically the extremities of a humanoid robot.
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Figure 5-1: Example scenario with four environment regions and two contact bodies.
The light grey regions represent the actual contact geometry used for dynamic sim-
ulation. The dark grey regions are the polyhedra {Pi}ie[[ne]], used for the trajectory
optimization. The latter are essentially configuration space regions for the contact
reference points, obtained by shrinking the top surfaces of the former.
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e Contact locations: the 3D position of a reference point on each contact body

when it first comes into contact with an environment region.

e Trajectories for the center of mass, contact forces, and centers of pressure for
each contact body. Contact force trajectories should be within static friction

cones (no slip).

The following sections will describe various aspects of the planning problem in more

detail.

5.2.2 Environment regions

The contact environment consists of a finite set of world-fixed planar environment

regions, {gk}ke[[ne]]’ where region k is described by:

o IV € SE(3), a rigid transformation from region-local coordinates to world
coordinates, which defines the region-local reference frame ®; with respect to
®,,, such that the unit vector in the z-direction of ®, is the region’s contact

normal, 7.

e P, C R2, a bounded polyhedron that describes the extents of the environment

region as a subset of the z-y plane of frame ®y.

e /i, > 0, the coefficient of friction.

The contact normal n; and friction coefficient py together parameterize the region’s

friction cone, Fy, defined as

Fe=A{fIIf = (k- ) nell < pwme - £

We denote set of contact positions in world coordinates associated with & (a

polyhedron in R?) as

P = {12 (03,0 | (09) € B}

where T}V () denotes the application of the rigid transformation from &y to ®,,.
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5.2.3 Contact bodies

The robot’s contact bodies (e.g., hands and feet) are denoted {C;}, Contact

€nc]”
body C; is has a planar contact region S; (for a foot, the sole), which acts as the
interface between the body and any environment region with which it may be in
contact.

The configuration of C; is summarized by the position of a single body-fixed con-
tact reference point, r; € S;. The orientation of the contact body is assumed to
conform to the environment region to which it is assigned. Whenever body C; is not
in contact with any environment region (i.e., during swing phases), we consider the
world-frame location of r; to be immaterial for the purposes of the proposed plan-
ning approach. The exact trajectory of a contact body during swing is considered an

implementation detail that will be filled in as part of the on-line tracking controller.?

However, if body C; is in contact with region &, we require that
rj € Pk

Contact body C; has an associated center of pressure at position p;. Similar to 7,
p; is only of consequence when C; is in contact with one of the environment regions.
When body C; is in contact with environment region &, CoP p; must lie on the z-y
plane of frame ®,. Furthermore, an upper bound is specified on the distance between
the contact reference point r; and the CoP p;, denoted c_lp,j. This maximum distance

roughly models the extents of the body’s contact surface, and should be chosen such

that the disk

{pi | llpj —rill < dp;} NaftS; (5.1)

is fully contained in the planar contact region S; of contact body C;, where aff S;

denotes the affine hull of §;. This ensures that any CoP position that satisfies

3We note that it would also be possible to formulate a problem with an explicit partitioning of
the free space as well as the environment [31], which may enable better collision avoidance. However,
we have chosen not to do so here to simplify the problem.
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lpj — ;]| < d,; is actually achievable in the full robot model,* while avoiding the

need for increased problem complexity associated with modeling foot orientation.
The contact force f.; exerted upon body C; acts at CoP p;, and must be within

the friction cone Fj, whenever C; is in contact with region &,. Contact forces are

additionally limited by an upper bound on normal force,
nk : fC,j S Tc‘

When C; is not in contact with any environment region, we require that f.; = 0.

5.2.4 Dynamics

When the center of mass, ¢, is expressed in an inertial frame of reference such as &,

its evolution is described by (2.11), i.e.:
¢=mg+ Z fei (5.2)
j=1

where m is the robot’s total mass and g is the gravitational acceleration vector. For
simplicity, we do not consider impact events in this problem statement. The resulting
lack of impulsive forces implies that the CoM trajectory is C'-continuous.

To disallow the use of the robot’s rotational inertia as a flywheel that stores
angular momentum, as motivated in section 2.3, we require the rate of change of

angular momentum about the robot’s center of mass, /%, to remain zero at all times:

Nec

k:Z(Pj—C)Xfc,jZO,

Jj=1

or equivalently,

ipj X fej =X Zcfc,j (5.3)
j=1 7=1

4The environment region polyhedra, {ﬁk}k . should also be chosen so that if a contact

e

reference point r; is in Py, the body’s planar contact region S; can fully fit inside the actual
contact geometry in any orientation. That is, the actual contact geometry should be shrunk by

SUPje[n.] SumeSj ||l‘ - Tj”'
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As noted in section 2.4, this constraint is fundamentally bilinear in the contact forces
and their application points relative to the CoM (the CoPs, p;), making it an impor-

tant source of both computational complexity and interesting behavior.

5.2.5 Contact sequence constraints

We wish to find a timed contact sequence, i.e., an assignment of contact bodies to
available environment regions as a function of time. Valid contact sequences should

obey the following basic rules:

e Each contact body can be assigned to at most one environment region at any

given time.

e Region reassignment requires an intermediate swing phase: if a contact body
is assigned to a given environment region, it must be unassigned for a nonzero

amount of time before it can be reassigned to a different environment region.

e Depending on the application, it may be desirable to disallow jumping phases,

where none of the contact points are assigned to a region.
Finally, if the contact sequence timing is left free, we additionally specify:

e Minimum and maximum swing duration: if a body goes out of contact at time
t, it can only be reassigned to an environment region after ¢ + At , and it must

be reassigned to a region by t 4+ At.

e Minimum stance time: if a body comes into contact with the environment at

time ¢, it must remain assigned to the region until at least ¢ + At.

5.2.6 Approximate kinematic constraints

Centroidal trajectory planning approaches achieve reduced problem complexity by
summarizing the configuration of the full robot using only the positions of the center
of mass and contact force application points. A major drawback of these approaches,

in general, is that kinematic constraints are hard to incorporate.
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While methods have been proposed that do include the full configuration of the
robot while planning a centroidal trajectory [32], we choose not to do so, to reduce
problem complexity. Instead, we resort to merely increasing the likelihood that the
plan can be executed on the full robot by specifying kinematic constraints on the

relative positions of the CoM and the contact reference points.

Ideally, these constraints would be strictly conservative, in the sense that for
any allowable configuration of the CoM and contact reference points, there exists a
matching configuration of the full robot. Providing such a guarantee is a nontrivial
task, however, requiring a complex kinematic reachability analysis that may not be
feasible at the scale of a full humanoid robot.> Consequently, we opt to employ the

following simple heuristics:

Maximum CoM-to-contact distance: |c — ;|| < d.; for j € [n.].

Minimum CoM-to-contact distance: ||c — ;|| > d.; for j € [n.].

e Minimum inter-contact distance: ||rq — 73| > d,,, for a,b € [n.] such that

a # b.

e No cross-over: for select pairs of contact bodies (C,,C;) (notably, the feet), we
require that e - (r, —ry) > d, ., for some vector e € R?, fixed in world frame

D, .

e,a,b

Note that the second and third requirements will result in nonconvex constraints.
The last requirement implicitly relies on the assumption that body orientation will
not change much when the trajectory is tracked on the full robot. This is certainly a

limiting assumption, and will be further discussed in section 5.8.

°In [30], the authors propose the use of sampling and function approximation to find approximate
probability distributions describing the feasibility of CoM positions described in a contact body’s
coordinate frame. However, this approach cannot be used to formally guarantee kinematic feasibility,
and requires making the assumption that the probability of feasibility of the CoM relative to all of
the contact bodies permits can be factorized into independent feasibility probabilities relative to
each of the contact bodies.
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5.2.7 Initial and final conditions

The initial position and velocity of the CoM are specified as ¢y and ¢, respectively.
The initial position of the contact reference point for body C; is denoted ;.

Final conditions may be application-specific, but for all of the examples presented
in section 5.7, we require that the robot is in static equilibrium at the final time t;,
implying that ¢ (¢) = 0 and ¢ (tf) = 0. Furthermore, we specify a desired final contact
situation: at time ¢, each body C; is specified to either be in contact with a given

environment region &,,, or with none of the environment regions.

5.2.8 Optimization objective

In this study, we focus on finding a feasible point, rather than minimizing an ob-
jective function. Feasibility is of course a prerequisite for optimality, and solving a
mixed-integer feasibility problem reformulation is already an NP-complete problem.
Computational results will also show that finding a feasible point is indeed difficult

in practice.

5.3 Mixed-integer programming preliminaries

This section provides a primer on mixed-integer programming formulations and so-
lution techniques. Section 5.3.1 demonstrates by example how mixed-integer for-
mulations can be used to model problems involving rigid contact, and gives a brief
comparison to other common formulation styles. Section 5.3.2 gives an overview of
mixed-integer convex programming. Section 5.3.3 discusses ways to reformulate con-
straints involving unions of disjoint sets as mixed-integer convex programs. Such
constraints arise naturally from our description of the contact environment as a set
of disjoint planar regions. Section 5.3.4 discusses (piecewise) McCormick envelopes,
which may be used to approximate bilinear constraints. Finally, section 5.3.5 re-
views extensions of mixed-integer convex programming techniques to mixed-integer

nonconvex problems.
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Figure 5-2: 1D contact situation with contact separation ¢ and contact force f..

5.3.1 DMotivating example

Consider the 1D contact situation shown in Fig. 5-2, involving a moving rigid ball as
the contact body and a fixed wall as the contact environment. In this scenario, the
contact force f. € R can only be nonzero when the separation ¢ € R is zero, and vice
versa. In a trajectory optimization problem involving contact, both f. and ¢ may

appear as decision variables.

A popular modeling approach for this rigid contact scenario in the context of

optimization is to use a complementarity formulation,
0<¢Ll fe=0

which (in the scalar case) is shorthand for

Complementarity-based formulations have been used successfully in the context of
dynamic simulation [127, 128] as well as trajectory optimization [112, 109]. However,
without special care, complementarity-based formulations will not, in general, sat-
isfy standard constraint qualifications such as LICQ (linear independence constraint
qualifications) [126, 129], violating assumptions of some standard nonlinear program
solvers. However, specialized algorithms can be used to avoid this problem to a certain

extent.

An alternative approach is to approximate the rigid contact using a soft contact
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model. One advantage of this approach is that it resolves paradoxes stemming from
static indeterminacy in the presence of multiple contacts. In the context of gradient-
based optimization, soft contact models have also been proposed as a solution to
the problem of vanishing gradients of contact forces with respect to configuration-
related decision variables, by allowing (nonphysical) small contact forces even when
separation is nonzero [130, 131]. However, numerical problems can arise from the fact

that small displacements cause large contact forces when contact stiffness is high.

If we suppose that f. and ¢ are upper-bounded by f. and ¢ respectively, then a

third option is to model the contact situation as:

0<op<(1—2)0
0< f.<zf,

z€{0,1}

where z is an auxiliary integer (specifically, binary) variable that takes the value
1 when the contact is active. This type of formulation, involving both continuous
variables (f. and ¢) and integer variables (z) fits within the framework of mixed-
integer optimization. The integrality constraint z € {0, 1} is clearly nonconvex, since
the midpoint z = % between the feasible assignments z = 0 and z = 1 is infeasible.
This third option has not been studied in the context of contact-aware planning for

robots until quite recently.

In general, a mixed-integer program can be written in standard form as

minimize f (x) (5.4)
subject to g; () <0, Vj

r; €Z, VielC [dimz]

In a multi-contact trajectory optimization setting, the number of binary variables
needed to transcribe the trajectory optimization problem, |I|, is at least linear in the

number of contact bodies and the number of pieces in the time-discretized trajec-
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tory. Furthermore, the complexity of the contact environment is also a factor. We
wish to support contact environments consisting of disjoint planar regions, each with
their own normal and coefficient of friction. To select between the regions, typical
approaches used so far have employed a number of binary variables that is linear in
the number of planar regions [31, 120].% As a result, there are 2"<"»"e possible assign-
ments of the binary variables,” with n. the number of contact bodies, n,, the number
of trajectory pieces, and n, the number of environment regions. For 2 contact bod-
ies, 12 trajectory pieces, and 4 environment regions, that amounts to over 7.9 - 10?8
possible assignments.

Despite this astronomical number of options, relatively effective solution tech-
niques exist for mixed-integer programs, which can in some cases even provide guar-
antees of global optimality in a reasonable amount of time. The following sections
briefly introduce these techniques in the special case of mixed-integer convex pro-

gramming.

5.3.2 Mixed-integer convex programming

A foundational concept in mixed-integer programming is the continuous relaxation:
the optimization problem obtained by dropping all integrality constraints from a
mixed-integer program.® If the continuous relaxation of a mixed-integer problem is
a convex program, the original problem is a mized-integer convex program (MICP).”?
Referring to (5.4), this corresponds to the case where f and the g; are convex func-
tions.!® Subclasses include mixed-integer linear and quadratic programs (MILP and
MIQP, respectively), similarly referring to the nature of the continuous relaxation.

This section provides a very basic overview of popular solution techniques for MICPs.

SHowever, methods exist that require only a logarithmic number of variables (see section 5.3.2).

"In this naive analysis, we are disregarding the reduction in number of assignments due to the
use of special ordered set constraints.

8For binary variables, z € {0,1} becomes 0 < z < 1.

9We will use the abbreviation MICP to refer to either mixed-integer convex program or mixed-
integer convex programming, depending on context. This also goes for the terms MILP, MIQP,
MINLP, and MINCP.

19T ypically, smoothness of f and the g; is also required to allow effective solution of continuous
relaxations in practice.
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For more comprehensive tutorials, surveys, and literature reviews, see e.g. [132, 133].

MICP solvers exploit the fact that the continuous relaxation of an MICP is ef-
ficiently solvable to global optimality, being a convex optimization. Indeed, in the
(generally, unlikely) case that the solution to the continuous relaxation of an MICP
happens to also satisfy the integrality constraints, we have found the global optimum
of the MICP, since we optimized over a strictly larger search space. Moreover, if the
continuous relaxation is infeasible, then the MICP is also infeasible. If we are not
so lucky to find ourselves in one of these cases, typical solution techniques rely on
solving a sequence of iteratively refined continuous relaxations.

A basic example of such iterative refinement is branching on integer variables.
Suppose that z} ¢ Z for some i € I in the solution z* to the continuous relaxation
of the MICP. Then x; may be selected for branching, in which case two subproblems

*

are constructed from the parent MICP by adding either z; < |z

| or z; > [z7] as
constraints, where || and [-] denote rounding down and up to the nearest integer,

respectively. These subproblems have two critical properties:
1. they divide the search space, and
2. they both exclude the so-called fractional solution x*.

Continuous relaxations of these subproblems can then be solved (ideally, in parallel),
each resulting in new solutions. This approach may be applied recursively, resulting in
a search tree with mixed-integer programs and their associated continuous relaxations
at the nodes. If the continuous relaxation at one of the nodes is infeasible, the branch
rooted at that node may be disregarded, since expanding the node further can only
shrink the feasible set. If, at any node, x} ¢ Z for multiple i € I, heuristic branching

1 One objective in the design of these

rules are used to select an x; for branching.
rules is to quickly find good integer feasible points (i.e., points that are feasible in the

original MICP), so that an incomplete optimization can still yield valuable results.

' Many different branching rules have been proposed, and the perhaps intuitive choice of branching
on the variable whose value is farthest away from an integer (maximal fractional branching) turns
out to be one of the worst, performing about as well as random selection [134].
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Solving an MICP to global optimality using this basic branching algorithm amounts
to brute-force enumeration of all integer variable assignments. The branch and bound
algorithm (B&B) can be used to improve on this situation by exploiting the following

observations:

1. the objective value f (z*) for a solution * to the continuous relaxation at any
node is a lower bound on the objective value of the MICP at that node, since
the feasible set of the relaxation contains the feasible set of the MICP at the

node.

2. if the solution z* at any node satisfies the integrality constraints, f (z*) is an

upper bound on the objective value of the original (root) MICP.

By keeping track of the best upper and lower bound on the objective value during the
solution process, B&B can stop expanding nodes for which the lower bound is higher
than the best known upper bound. This is because further branching can only result
in subproblems with smaller feasible sets, with optimal objective values that are at
least as high as the lower bound established for their parent problem. Furthermore,
B&B can certify global optimality of the best feasible point found so far (referred to
as the incumbent) when the gap between the upper and lower bound reduces to zero.
Optimality up to a desired tolerance may be certified in similar fashion.

Branch and cut algorithms (B&C), further improve on B&B by introducing the
use of cutting planes to refine the continuous relaxations.!? In the particular case of
MILP, it is well known that the optimal value at any feasible and bounded continuous
relaxation (an LP) is attained at an extreme point of the feasible set of the relaxation.
If this extreme point, x*, is a fractional solution, then a linear inequality is guaranteed
to exist which separates x* from the convex hull of the feasible set of the original MILP
(proof by separating hyperplane theorem [135]). Such an inequality is also referred
to as a cutting plane, or as a valid inequality for the feasible set of the original MILP

with respect to x* [132]. Many different methods have been proposed for generating

12We note that the term ‘branch and bound’ is often used in a more generic sense, referring to
‘branch and cut’ as well.
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Figure 5-3: Polyhedral outer approximations for the convex constraint zo, > z?.
(a) Point z* is within the polyhedral outer approximation, but violates the original
constraint. (b) Refined polyhedral outer approximation that renders the point z*
infeasible through the addition of a valid inequality (separating hyperplane), obtained
by linearizing the constraint function at z*. Adapted from [8].

cutting planes, starting with the work of Gomory [136]. Cutting plane generation can
have a great impact on solver performance. B&C is especially valuable in the case
of mixed-binary programs, since in this case cutting planes can be generated that
are simultaneously valid for all nodes in the search tree [137, 138], while for general
integer programs the cutting planes are only valid for descendants of the node at

which they were generated.

Beyond MILP, a popular approach for solving general MICPs uses iteratively
refined polyhedral outer approximations of the feasible set [139]. Similar to cutting
plane methods, such approaches generate valid inequalities for the feasible set of the
MICP with respect to the solution x* of a continuous relaxation. In the case of
polyhedral outer approximation, such inequalities can be found by linearizing the
(convex) constraint functions, g;, at z* (see Fig. 5-3). A nonlinear (but convex)
objective function f can be handled by introducing a slack variable, ¢, along with the

constraint

fx) <t,

and replacing the objective to minimize with . The new constraint function f (x)—t

can then be handled using standard polyhedral outer approximation.

Other important components of MICP solvers include presolving methods and pri-
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mal heuristics. Presolving methods are aimed at reducing problem size and tightening
the formulation by adding valid constraints at the root note of the search tree. A
trivial example is the elimination of variables whose upper bounds equal their lower
bounds, but many more sophisticated techniques are in use. Primal heuristics are
aimed at quickly finding a good incumbent, whose associated upper bound on the
objective value can be used to quickly prune the search tree. Primal heuristics in-
clude diving methods [140]. At certain nodes, these methods select subsets of integer
variables (e.g., those that take near-integer values), and fix them to integer values
(e.g., by rounding). The associated continuous relaxation is then solved, and this
process is applied recursively, reminiscent of a depth-first search [133].

Solvers that can handle (subclasses of) MICP include open-source implementa-
tions such as Cbe [141] (MILP), GLPK [142] (MILP), and Bonmin [143] (capable
of more general MICP formulations). Commercial solver implementations are gener-
ally significantly more performant [144],'3 and include Gurobi, IBM CPLEX, FICO
XPRESS, and MOSEK [145], which all support various MICP subclasses, including,
but not limited to, MILP and MIQP.

5.3.3 Mixed-integer reformulations of disjunctive constraints

Mixed-integer convex programming may be used to solve problems with constraints

of the form
x € USZ,

where the S; are convex sets and the union is finite. This application is especially
interesting in light of our description of the contact environment as a finite union
of environment regions. While each S; is convex, such disjunctive constraints are
in general nonconvex. Optimization problems involving disjunctive constraints are
referred to as disjunctive programs [146]. Such programs may be reformulated as

MICPs in various ways, allowing them to be solved using the techniques described in

13Gee also http://plato.asu.edu/bench.html for typically up-to-date benchmarks periodically
performed by Dr. Hans Mittelmann.
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the previous section.

As an important special case, consider the polyhedral disjunctive constraint
relJP, (5.5)

where each P; is a bounded polyhedron. By the Minkowski-Weyl theorem, each
P; may be described either as the convex hull of a finite number of vertices (the
V-representation) or as the intersection of a finite number of halfspaces (the H-
representation). FEach of these representations gives rise to various mixed-integer
reformulations, each with different properties. We refer to [147] for a survey of
such reformulations, and will only highlight one reformulation here, based on the
H-representation.

In the H-representation, each P; is described as

Given this representation, one traditional way to implement constraint (5.5) in a

mixed-integer setting is to use a big-M formulation,'4

5 e{0,1} Vi

where we introduced auxiliary binary indicator variables, z;, along with constants M;
(either scalars or vectors of appropriate size). Note that only one z; can be nonzero.
If z; = 1, the corresponding inequality constraint reduces to A;xz < b;. For inequality

constraints associated with zero-valued z; variables, we have

14Note that this formulation is rather ad-hoc; it is just meant to show the style of big-M formu-
lations.
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As long as each M, is chosen large enough to ensure that constraint (5.7) is never active
for any x € |J; P;, we have succeeded in constructing a mixed-integer reformulation

of the disjunctive constraint (5.5).

5.3.4 McCormick envelopes

While MICP reformulations of disjunctive polyhedral constraints can be used to
model the problem of assigning contact bodies to regions and enabling or disabling
associated constraints, fundamentally nonlinear constraints such as (5.3) are not
MICP-representable, motivating the use of mixed-integer nonconvex programming
(MINCP). However, before we delve into MINCP techniques, we will first discuss a
commonly used approach to approximate bilinear constraints in an MICP formula-

tion. Consider a constraint of the form

where w € R, u € R, and v € R are all decision variables. If v and v are bounded,

u <wu<u, and v < v <7, the tuple (u,v,w) is confined to a bounded set S,

S=A{(u,v,w) |u<u<uv<v<V,w=uv}.

To approximate the constraint (u,v,w) € S in an MINCP, a commonly used approach

is to simply use a convex hull relaxation,

(u,v,w) € conv S.

The convex hull is classically referred to as a McCormick envelope [148], and is visu-
alized in Fig. (5-4a). It is a polyhedron, representable as a set of linear constraints
in an MICP.

If the upper and lower bounds on u and v are tight, the maximal violation of
the original bilinear constraint w = uv may be acceptable. But with larger bounds,

the quality of the approximation decreases drastically, as shown in Fig. 5-4b. To
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(a) (b) ()

Figure 5-4: (Piecewise) McCormick envelopes. (a) A single McCormick envelope
(in red), used to relax the bilinear constraint w = wv (green surface) in the region
0<u<1,0<wv <1 (b) Using McCormick envelopes with larger bounds on u
and v, —1 < u < 1,—1 < v < 1, results in a bad approximation. (c¢) A piecewise
McCormick formulation can be used to obtain a tighter relaxation, but at the cost of
additional binary variables used to select between the pieces.

mitigate this problem, the intervals [u, @] and/or [v, 7] may be subdivided, after which
McCormick envelopes with smaller constraint violation may be constructed for these
subregions of the (u,v) space (see Fig. 5-4c). However, containment of (u,v,w) in
at least one of the McCormick envelope pieces is a disjunctive polyhedral constraint
of the form (5.5). Consequently, auxiliary mixed-integer variables are needed for the
associated MICP reformulation, resulting in artificial combinatorics and a tradeoff

between computation time and constraint violation.

5.3.5 Mixed-integer nonconvex programming

This section gives a very brief overview of mixed-integer nonconvex programming
(MINCP), which corresponds to the case that the f or g; in (5.4) are nonconvex.
MINCPs are necessarily mixed-integer nonlinear programs (MINLPs), though the
converse is not true. We note that in the literature, the term MINCP is used as often
as MINLP, which is often contrasted with MICP subclasses with linear constraints
such as MILP and MIQP. Although MINLPs with nonlinear but convex f and g;
are indeed a step up in difficulty, especially compared to MILP, the biggest gap in

efficacy of solution techniques comes with the switch to nonconvex f and g;. Not only
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that, MINCP instances may be undecidable [149], though that problem is avoided
if the decision variables are constrained to a bounded polyhedral set. Still, some
easier problems may be solved to provably global optimality in reasonable time using

existing MINLP solvers. For an excellent survey of applications, models, and solution

methods for MINLP (including both nonlinear MICP and MINCP), see [8].

Solution methods for MINCP are often founded in those for MICP. In particular,
tree search techniques like B&B and B&C have extensions to MINCP. The main
additional challenge with MINCP is that even the continuous relaxation at a node
in the search tree is a hard optimization problem, with potentially a disconnected
feasible set and multiple local optima. One consequence of this is that guaranteed

lower bounds on the objective function are not as easily obtainable.

The polyhedral outer approximation approach described in section 5.3.2, used for
general MICPs, may be extended to the MINCP case. The key remains to ensure
that any polyhedral relaxation solution z* that violates the original constraints is
infeasible after refinement of the relaxation. However, when constraint functions are
nonconvex, it is not always possible to exclude a point x* that is feasible in a given
polyhedral outer approximation by adding a linear inequality, as was the case in Fig.
5-3. Fig. 5-5 demonstrates this issue for the nonconvex equality constraint zy = x?
with 27 in the interval [z,,7;]. In this case, 2* can be excluded from a subsequent,
refined polyhedral approximation by subdividing the interval into two subintervals.
The subproblems for each subinterval become branches in the search tree, and can be
handled as usual. This approach, called spatial branch & bound (sBB), is considered
the best-known method for solving MINCPs [8]. It effectively extends the notion
of branching on integer variables, familiar from MICP, to continuous variables. In
the case of bilinear constraints, sBB can be thought of as producing a piecewise
McCormick formulation, but adaptively refined as part of the tree search process.

MINCP solvers often require a symbolic problem formulation: merely providing
black-box functions for constraint evaluation is not enough. Based on the symbolic
description, such solvers build an expression tree with variables or constants at the leaf

nodes and basic operations (+, sin, -, etc.) at the non-leaf nodes. An auxiliary variable
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Figure 5-5: Example polyhedral outer approximation for the nonconvex equality con-
straint zy = 22, with bounds on ;. (a) Point x* is feasible in the polyhedral outer
approximation, but lies above the original constraint function. (b) Refined polyhedral
outer approximation that renders the point z* infeasible through spatial branching
on z1, with one branch with one branch for z; < x, and one branch with x; > .
Various heuristics exist for the selection of the branching point z1,. Adapted from [8].

is introduced for the output of each non-leaf node, effectively factorizing the constraint
function into simpler constraints, involving only these basic operations. Solvers have
a library of suitable outer approximations for the finite set of operations they support,
which are typically more effective than basic linearization cuts. Moreover, the white-
box problem formulation allows advanced solvers to determine local convexity of a
subgraph of the expression tree for a constraint function when it is restricted to a
suitably small subinterval, in which case specialized methods may be applied [150].1°

Note that sBB heavily relies on the availability of known bounds on the decision
variables. The most straightforward way to ensure that variables are suitably bounded
is to explicitly specify (perhaps redundant) bounds in the problem description. How-
ever, typical solvers also implement bounds tightening techniques, which are used to
infer tighter variable bounds on the basis of the objective and constraint functions.
A very basic example is the use of interval propagation to infer that z5 € [0, 2] given
x1 € [0,1] and the constraint x5 = 2z;. Bounds tightening techniques are another

reason that solvers often require symbolic problem descriptions. Bounds tightening

15As an example, consider the nonconvex constraint x5 > sin (). If, in a particular subproblem,
x1 is restricted to the interval [, 27|, then the constraint function restricted to the interval is convex.
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techniques generally trade off between time and accuracy, as optimizing for the tight-
est possible variable bounds on x amounts to solving 2dimx problems of similar
complexity to the original MINCP.

Similar to the MICP case, modern MINCP solvers rely heavily on primal heuristics
for performance, so as to quickly find a good incumbent. See [133] for a recent
dissertation on such techniques, applied mostly to the SCIP solver. Here, we discuss a
few techniques that apply to MINCP, though we note that most originate from MICP.
Examples include feasibility pump techniques, large neighborhood search strategies,

and MPEC (mathematical program with equilibrium constraints) relaxations.

Feasibility pump techniques alternate between solving a continuous relaxation (a
nonlinear program) to find a point that is likely fractional and heuristically rounding
the integer variables to find an integer-feasible point that may violate the continuous

constraints. The hope is that this alternating sequence converges to a feasible point

of the original MINCP.

Large neighborhood search techniques heuristically determine a region around a
reference point in the search space (for example, a bounded polyhedral region around
the incumbent, or around the solution of an LP relaxation), and fix a subset of the
integer variables. The goal is to arrive at a sub-MIP that is easier to solve, also
because tighter variable bounds can be established in the neighborhood, leading to
fewer possible integer assignments and tighter outer relaxations.

MPEC-based heuristics apply only to mixed-binary programs [126].16 A binary
constraint such as z € {0,1} is rewritten as z (1 — z) = 0, a complementarity con-
straint. To avoid the constraint qualification issues mentioned in section 5.3.1, the
complementarity constraint is relaxed to z (1 — z) < 6, where 6 is a scalar parameter,
whose value may initially be set to, e.g., i, and is iteratively reduced while feasi-
ble solutions are found. The relaxations are solved using a gradient-based nonlinear

program solver.

MINCP-capable solvers include free/open-source implementations such as SCIP

16This description is based on https://scip.zib.de/doc/html/heur__mpec_8h.php, which doc-
uments the SCIP implementation of this heuristic.
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[123] and COUENNE [125], where we note that development of SCIP is more active
than that of COUENNE. Proprietary solvers include BARON [124], ANTIGONE
[151], LindoGlobal [152], and Artelys Knitro.'” These solvers can often be configured
to use various subsolvers for continuous relaxations (NLP solvers such as Ipopt [153]

and filterSQP [154]) and for MICP sub-problems (see section 5.3.2 for examples).

5.4 MINLP reformulation of the planning problem

This section describes how we reformulate the problem posed in section 5.2 as a
finite-dimensional mixed-integer nonlinear program using the techniques described in
section 5.3. Our general strategy is to limit the number of nonconvex constraints and
the number of variables involved with unavoidable nonconvex constraints as much as
possible; and to exploit the standard tools for working with disjoint sets from the
mixed-integer literature. Furthermore, we restrict our usage of nonconvex constraints
to bilinear constraints, as handling of such constraints is most mature and ubiquitous
among MINCP-capable solvers. We will employ a Bézier curve parameterization for

the continuous trajectories.

Section 5.4.1 lists the main decision variables and establishes an indexing con-
vention. Section 5.4.2 discusses contact sequence timing constraints. Section 5.4.3
addresses the parameterization of continuous trajectories, such as that of the center of
mass. Section 5.4.4 details the transcription of constraints stemming from the dynam-
ics. Section 5.4.5 derives constraints on the binary variables that enforce the contact
sequence requirements. Section 5.4.6 handles constraints on the contact forces, and
section 5.4.7 addresses constraints on the CoPs and contact reference points. Finally,

section 5.4.8 discusses additional, redundant variable bounds.

1"We note that support for non-convex quadratic constraints is planned to be added to Gurobi
9.0, but this version is not available at the time of writing.
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5.4.1 Decision variables

This section is mainly meant for future reference, and we refer to subsequent sections
for precise interpretations of the indexing convention and decision variables.
Since sets of decision variables are defined on several axes, indexing can become

unwieldy. We establish the following indexing convention:
e j € [n.]: contact body index.
e k € [n]: environment region index.

e i € [n,]: time piece index for piecewise trajectories.

Defining B™™ as the set of Bézier curves with n control points in R™ (having nm
scalar decision variables) and using d to denote the degree of the CoM trajectory, the

main decision variables are:

o At[i] € R: trajectory piece durations (if variable timing is used).
e z;;[i] € {0,1}: binary contact indicators.
e cli] € B%3: center of mass trajectory pieces.

e f.;[i] € B4=%3: pieces of the total contact force exerted upon body C;, expressed

in world frame ®,.

e fojxli] € B3 pieces of the individual contact forces exerted upon body C;

from region &, expressed in local frame ®y.
e 7;[i] € R3: contact reference points in world frame .
e 7;[i] € R?%: region-local contact reference points in the z-y plane of frame ®y.
e p;[i] € B%3: pieces of CoP trajectories in world frame ®..

e p;x[i] € B%?: pieces of region-specific CoP trajectories, defined in the z-y plane

of frame ®,.

We note that certain auxiliary variables have been omitted, and will be introduced

later.
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5.4.2 Timing

Contact sequence timing may either be prespecified or left free. In either case, we
break up the trajectory into n, pieces, and refer to the duration of trajectory piece i
as At[i]. If timing is prespecified, the At[i] are simply data. If timing is left free, the

At[i] are decision variables, and we add the constraints
Ati] < At[i] < Atfi] Vi € [ny]

in partial fulfillment of the timing requirements specified in section 5.2.5.

For future use, we also introduce auxiliary variables Aty [i] and constraints
Aty [i] = At[i]* Vi e [n,].

Note that these constraints are bilinear in the decision variables when timing is left

free. Again, if timing is prespecified, the At,,[i] are just data.

5.4.3 Parameterization of continuous trajectories

We opt to represent the trajectories of the center of mass, ¢ (t), contact forces, f.; (t),
and CoPs, p; (t), as composite (piecewise) Bézier curves defined on the interval [0, ¢,

where t; = >, At[i]. That is, for = € {c, f.;,pj},

z(t) = {x[z’] (O] (£)) i tfi — 1] < t < t[i]

where the {x[i]}
tli — 1] + At[d], t[n,] = t;, and

ic[n,] are the individual Bézier curves for each piece, ¢[0] = 0, t[i] =

0li] (t) = % At[i] = t]i] — ti — 1]

serves as a phase (interpolation) variable for piece i. For a piecewise-Bézier curve in
R3 of order n, each Bézier piece is defined by n 3-dimensional control points, which

will serve as decision variables.
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Figure 5-6: The Bézier curve convex hull property: for Bézier curve z (t) with con-
trol points {xi,xa, ...}, the curve {z (#) | 0 < 6 < 1} lies within the convex hull of
the control points. Adapted from https://commons.wikimedia.org/wiki/File:
Bezier_curve.svg.

The main advantage of this parameterization is that it allows us to exploit the
convex-hull property of Bézier curves (see Fig. 5-6): the entire curve for piece i,
{z;(0) | 0 < 0 < 1}, is contained in the convex hull of the control points for piece i.
This means that we can (conservatively) translate infinite-dimensional constraints on
trajectories into low-dimensional constraints on the control points. As a special case,
the convex-hull property allows us to easily establish valid upper and lower bounds
on the decision variables, which often result in better solver performance, as noted in

section 5.3.

For the experiments presented in section 5.7, we use piecewise cubic Bézier curves
to represent c(t) (i.e., d = 4). To match the degree of é(t) according to the CoM
dynamics, (5.2), we use piecewise linear curves for the f.; (t). Guided by the degree
of the right-hand side of the nonlinear angular momentum rate constraint, (5.3), we
choose the degree of the p; (t)’s to be the same as that of ¢ (¢). The break points for

each of the continuous trajectories are aligned.
To ensure continuity of the CoM trajectory at the break points, we require that
for i € [n, — 1]
cli+1](0) = ¢[i] (1)
which simply means that the last control point of c[i] (-) should be constrained to be

equal to the first control point of c[i + 1] (). To additionally ensure differentiability

at the break points, we use the chain rule to find
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defi] (O1i] (t)) _ 9cld] (0] (¢)) dOld] _ <] (B[] (¥))
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where the prime denotes a derivative with respect to a phase variable. We therefore

require that for i € [n, — 1],

dli+1](0) i (1)

]
Atli+1]  At[d]

or equivalently

i+ 1] (0) Atfi] = ¢[i] (1) Atfi + 1].

Note that these are linear constraints on the control points of the c[i] if the contact
sequence timing is prespecified, since the derivative operator simply applies a linear
transformation to the control points. However, with variable timing, these constraints

become bilinear in the decision variables.

The initial and final conditions on the CoM trajectory from section 5.2.7 also

translate into constraints on the control points of the Bézier curves.

5.4.4 Dynamics constraints

To enforce the CoM dynamics (5.2), we differentiate the CoM trajectory pieces once

more to find . .
cli (t) = ‘ [ZXZ[Z]L(”)

We now introduce a slack piecewise Bézier trajectory for the total contact force, f. (),

and subject it to the constraint
felil (t) = Z Jei [1] () .
j=1
This allows (5.2) to be written as

[i] (0[i]) = (mg + fe[i] (0[i])) Atsq[i]  VO[i] € [0,1],7 € [ny]
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This implies that the control points of the Bézier curve pieces on either side of the
equation must match.'® Again, this is a linear constraint on the control points of ¢
and f. when the timing is fixed, which becomes bilinear in the control points of f.
and the Aty, with variable timing. In the latter case, the introduction of the slack

trajectory f. (t) reduces the number of variables involved in the bilinear constraint.

To handle the inherently nonlinear angular momentum rate constraint, (5.3), we
first note that the slack trajectory f. () can also be used to replace Z?;l fe; (t) in

this constraint:

ij ) X fug (8) = c(t) % fo(t) Ve [0,8]

We then substitute the piecewise Bézier parameterization of the trajectories, resulting
in

ij ) X feli] (0) = cli] (0) x fe[i] ()  VO[i] € [0,1] i € [ny]

In practice, we compute the required cross products of Bézier curve pieces symbol-
ically in terms of the control point decision variables by converting each piece to
the monomial basis (an invertible linear transformation of the control points), after
which a standard polynomial multiplication routine can be used. Note again that

this constraint is nonlinear even with fixed contact sequence timing.

Without loss of generality, we normalize the contact forces by setting the total

mass m of the robot in the reformulated problem equal to one.

180ne way to see this is as follows. Each constraint can be rewritten as x(6 [i]) = 0, where z is a
Bézier curve. A Bézier curve is simply a polynomial in the Bernstein basis, restricted to the interval
[0,1]. Tts coefficients (control points) are just an invertible linear transformation away from those of
a polynomial of the same degree that is expressed in the monomial basis, and in the monomial basis
it is clear that all of the coefficients need to be zero for the polynomial to be identically zero.
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5.4.5 Region assignment constraints

To encode the rules that govern allowable contact sequences, as described in section

5.2.5, we introduce binary contact indicator variables
ijk[i] € {0, 1},

where z;;[i] = 1 if and only if contact body C; is in contact with environment region
&, during trajectory piece i. Note that if body C; is not assigned to any region during
piece 1, i.e.,

ki) =0 VEk € [n]

or equivalently

> zxlil =0
k=1

then body C; is in a swing phase.
To ensure that each contact body is assigned to at most one environment region

at any given time, we add the constraints

i@MSlWEMLMMJ (5.8)

k=1

We note that these constraints take the specific form of type-1 special ordered set
(SOS1) constraints, which most mixed-integer solvers handle using specialized rou-
tines that improve search efficiency in branch and bound algorithms, compared to
generic handling of linear constraints on binary variables [155].

Next, the requirement that environment region reassignments be interleaved with
swing phases must be met. To do so, we first introduce notation for the differences

between the contact indicator variables for consecutive trajectory pieces:

Azjilt] = zjpli + 1] — zld], @€ [np, —1].
Considering each contact body C; individually, we inspect the sum of absolute differ-

115



ences over all environment regions,

Ne

> Azl

k=1

We find that there are three cases:™

L. > re |Azklt]] = 0: body C; is assigned to the same environment region during

piece ¢ and piece i + 1;

2. >0 |Azi[i]| = 1: body Cj is assigned to an environment region during piece

7 and is unassigned during piece i 4+ 1, or vice versa;

3. > re |Az[i]| = 2: body C;j is assigned to different environment regions during

piece ¢ and piece 7 + 1.
The third case should be disallowed, so we require that
> Azylill <1, Vi€ [n,—1],5 € [nd]. (5.9)
k=1

These are (convex) ¢;-norm constraints, which can be incorporated using the standard

procedure of introducing continuous slack variables
0<silt] <1 Vie[n,—1],j € [n],k € [ne]

along with the constraints

k=

—_

Due to the binary nature of the contact indicator variables and the SOS1 constraint (5.8),
e 1A% jm| > 2 is impossible.
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If jumping is not allowed, we can simply add the constraints

Nec  MNe

ZZz]k[z] >1, Vie|[ny],

=1 k=1

which ensure that at least one body is assigned to a region during every trajectory
piece.

Finally, to ensure that the duration of each swing phase is upper-bounded by At,
we rely on the timing constraints for each piece as described in section 5.4.2, but we
must also disallow consecutive swing phases.?? This is easily accomplished by adding

the constraints

2z klt] + zigll +1] > 1, Vie[n,—1],7 € [n].
k=1 k=1
Initial and final conditions on the contact situation simply result in fixings of the

z; k1] and z;x[n,)].

5.4.6 Contact force constraints

Constraints on the contact forces (see section 5.2.3) depend on whether a given contact
body is assigned to the region, as well as the environment region description. To
enforce these constraints, we first split up the contact force Bézier pieces into region-
specific components, expressed in region-local coordinates. The two are related by

the Bézier curve constraints
feglil = Ry fejulil Vi€ [ne].i € [ny]
k=1

where R)Y € SO (3) is the rotation component of the rigid transformation 7}". In
region-local coordinates, we then constrain the control points of the fC]k[z} to lie
within the friction cone Fj, exploiting the Bézier curve convex hull property. These

are second-order cone constraints, for which more advanced solvers have special sup-

20Note that consecutive stance phases (assigned to the same region) should still be allowed.
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port. Similar to the construction used in the motivating example of section 5.3.1, we

add constraints

0< (Jegall) < zulilfe Vi€ Ind k€ Ine] i € [l

to meet the requirement that forces can only be exerted when there is contact and to
upper-bound contact force normal components. Here, (z), extracts the z-component
of vector z. Again, these Bézier curve constraints translate into constraints on control

points.

5.4.7 CoP and contact reference point constraints

Similar to the treatment of the contact forces, we have decision variables for the
region-local coordinates of the CoPs p; and contact reference points r;. For all j €
[ne] k€ [ne] i € [np],

7ixi] € R?

refers to the z-y coordinates of body j’s contact reference point in local frame @,
during piece i. These local coordinates are only valid if body j is in contact with

region k. In the local coordinates, the polyhedral region constraints from section

5.2.3 should be satisfied:

Tjkli] € P (5.10)

We then introduce additional auxiliary decision variables 7 ;[i], representing the dif-
ference between the contact reference points in world coordinates and the transformed

contact reference points in local coordinates:

7]

0

Fixli] = rli] =T}

after which we use a big-M formulation to ensure equality if body j is in contact with
region k:

M, (1 2) < Fuli] < M (1 - 2)
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where M, is a suitably large constant.

The per-contact CoP’s p; are handled in very similar fashion. However, since each
p;li] is a Bézier curve, we apply the constraints to the 2-dimensional control points of
Djklt]. Furthermore, we omit the equivalent of (5.10), and instead add the quadratic

constraints
. an2 =2
Ip;li] — rili]lI” < d,,;

to fulfill the CoP distance requirement, (5.1). This polynomial constraint is again
conservatively approximated using constraints on the control points of the p;[i]. We
opt to implement these constraints in world coordinates because this avoids having
the number of these quadratic constraints scale with the number of contact regions.

The approximate kinematic constraints from section 5.2.6 translate directly into

constraints on the control points of the CoM and the contact reference points.

5.4.8 Variable bounds

As noted in section 5.3.5, the search space should be suitably bounded so as to avoid
formulating an undecidable problem. Moreover, section 5.3.5 notes the importance of
having tight variable bounds in an MINCP setting, so that the initial outer approxi-
mations of nonconvex constraint functions are not unnecessarily conservative.

While we rely on the solvers’ bounds tightening capabilities to an extent, adding
explicit bounds on at least a subset of the decision variables as a seed is required.
Some solvers, such as BARON, will return an error code if a problem has insufficient
variable bounds. Furthermore, variable bounds that may seem redundant, given e.g.
the initial conditions and approximate kinematic constraints, can drastically change
solver performance and also reduce the performance gap between different solvers due
to differences in bounds tightening techniques.

Aside from the bounds discussed in previous sections, the main ‘redundant’, man-

ually added variable bounds we use are on:

e squared piece time durations: At[i]? < Aty[i] < At[i]%;
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e contact reference points in world frame (r;[i]): bounding box around environ-

ment regions {Pk}ke[[ne]] (computed from V-representations);

e CoM control points in world frame (c[i]): obtained by offsetting the contact

reference points bounding box;

e contact reference points in local frames (7, x[i]): obtained from bounding boxes

around the P, polyhedra.

e CoP control points in world frame and local frames (p;[i], p;x[i]): obtained by

offsetting bounding boxes for r;[i] and 7; [4];

e tangential components of contact forces in local frames (f.[i]): from friction

cone and upper limit on contact normal force, f..

5.4.9 MIQP relaxation

Our computational results include a comparison between solving the MINCP reformu-
lation of the planning problem directly using a dedicated MINCP solver, and solving
an MIQP relaxation of this problem using a dedicated MIQP solver, after approx-
imating the nonconvex quadratic constraints using piecewise McCormick envelopes
(see section 5.3.4). The polyhedral disjunctive constraints are reformulated as mixed-
integer/linear constraints using a 1-dimensional version of the method presented in
[156], which uses a number of binary variables and constraints that is logarithmic in

the number of McCormick envelope pieces.

5.5 Whole-body control

Using the results of the trajectory optimization as inputs to the whole-body controller
from chapter 3 is fairly straightforward. We use the motion task setup and weights
described in section 3.4.2.

The piecewise-Bézier CoM trajectory is used unaltered as the reference for a PD

controller on CoM position, which in turn outputs a desired value for the linear mo-
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mentum rate of change motion task, thus replacing the ICP-based linear momentum
reference generation from section 3.4.3. Trajectories for the contact forces and CoPs
are not used for online tracking. The trajectories found by the MINLP solver simply
provide a certificate that the center of mass trajectory is indeed feasible given the
contact sequence (in similar vein to e.g. [104]). This also makes it unnecessary to add
constraints or objective terms to the trajectory optimization aimed at smoothening
individual contact forces.

Turning the sequence of contact reference points into a footstep plan that in-
cludes the orientations of the contact bodies at touchdown is slightly less trivial.
The sequence of desired touchdown orientations of a given contact body is computed
recursively, starting from the body’s actual orientation at ¢ = 0. Each subsequent
touchdown orientation is computed by finding the closest orientation to the previous
orientation, subject to the constraint that the z-axis be aligned with the normal ny of
the environment region & with which the body is coming into contact. Here, great-
circle distance is used as the metric to minimize, and we use the well-known analytic
solution for this problem.

Given the footstep plan, the foot trajectory generation proceeds as described in

section 3.4.2.

5.6 Implementation

The implementation was done in Julia. The main code base is available at https:
//github.com/tkoolen/CentroidalTrajOpt. jl.
Section 5.6.1 describes the various solvers that were used. Section 5.6.2 describes

software used for problem formulation.

5.6.1 Solvers

See table 5.1 for a list of used solvers. MINLP solvers use one or more subsolvers

for both mixed-integer linear relaxations or nonlinear continuous relaxations / refor-

mulations, which are also listed. BARON ships with Ipopt, FilterSD and FilterSQP
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Table 5.1: List of main solvers and subsolvers.

Solver ‘ Version ‘ Julia wrapper ‘ Role

BARON | 18.8.24 | BARON.jI?! | MINLP solver

SCIP 6.0.2 SCIP.j1%2 MINLP solver

CPLEX 12.8.0 Not used. MILP subsolver for SCIP, BARON

Ipopt 3.12.12 Ipopt.jl23 NLP subsolver for SCIP, complementarity comparison
WORHP | 1.13 N/A NLP subsolver for SCIP

as nonlinear subsolvers, but subsolver versions are unknown. Ipopt was built with
ASL and METIS, with HSL for linear solver implementations, and with Intel MKL
as the BLAS/LAPACK implementation. SCIP was built with this version of Ipopt as
well as the WORHP NLP solver, in addition to using CPLEX as the (mixed-integer)
linear program solver.

Minimal parameter tuning was performed for these solvers. Default settings were

used for Ipopt. The following parameter settings were used for BARON:
e AllowFilterSD: 1
o AllowFilterSQP: 1
e AllowIpopt: 1
e threads: 10 (on a machine with 10 physical cores)
Parameters for SCIP were as follows:
e Emphasis setting: feasibility
e Presolving hyperparameter: aggressive
e Heuristics: aggressive

e heuristics/rens/freq: -1

2lhttps://github.com/joehuchette/BARON. j1
nttps://github. com/SCIP-Interfaces/SCIP. j1
2https://github.com/Julialpt/Ipopt.jl
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For Ipopt, we set linear_solver to ma27 (a fast solver that is part of HSL).
The last of these settings disables the RENS (Relaxation Enforced Neighborhood
Search) heuristic, which often takes a long time, but appears to never be successful

in finding a feasible point.

5.6.2 Problem formulation

For whole-body control, the software stack described in section 3.5 is used. The

software stack for trajectory optimization comprises mainly of the following packages:

e JuMP.jl** is used as the optimization modeling language.
e Polyhedra.jl® is used for polyhedron representation conversions.
e AxisArrays.jl?¢ is used to simplify storing and access of decision variables.

e MultilinearOpt.jl?" (based on PiecewiseLinearOpt.jl [157]) is used to automati-
cally generate the MIQP relaxation of the MINCP.
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e StaticUnivariatePolynomials.jl*® is used to represent and manipulate polynomi-

als, both in monomial and Bernstein basis.

All of these packages are free and open source. Of these packages, only the last was

fully written by the author.

5.7 Results

This section presents results of computational experiments. All results were obtained
on a desktop machine with an Intel Core i7-6950X CPU @ 3.00GHz. Section 5.7.1
presents the benchmark scenarios. Section 5.7.2 presents nominal performance results,
and section 5.7.3 investigates performance variability in the face of small changes to

the problem formulation.

2nttps://github.com/Julialpt/JuMP. j1
2https://github.com/JuliaPolyhedra/Polyhedra. jl
26https://github.com/JuliaArrays/AxisArrays. jl
2Thttps://github.com/joehuchette/MultilinearOpt. j1
28https://github.com/tkoolen/StaticUnivariatePolynomials.jl
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Table 5.2: Problem parameters.

Parameter\ Value \Description

At 0.6 s Min. trajectory piece time.

At 1.5s Max. trajectory piece time.

d,; (V5) 0.0626 m | Max. distance from CoP to contact reference point.

d.; (V5) 1.05 m | Max. distance between CoM and contact reference points.
d.; (¥9) 0.8 m | Min. distance between CoM and contact reference points.
d, 19 0.2919 m | Min. distance between foot contact reference points.

5.7.1 Scenarios

Results are presented for two scenarios. Referring to the scenario of Fig. 5-1, the

scenarios are:
1. Only regions & and &, are present, and the trajectory consists of n, = 4 pieces.

2. Regions &, &, &, and &, are all present, and the trajectory consists of n, = 10

pieces.

In both scenarios, the only contact bodies are the feet. The intial state is the same
in both scenarios, and the goal is to end up with both feet in the environment region
with highest index. See Table 5.2 for a list of additional problem parameters, shared

between the scenarios.

5.7.2 Nominal performance

See Table 5.3 for the time taken by BARON and SCIP to find a feasible point for
the trajectory optimization problems for each scenario. See Fig. 5-7 for an example
CoM trajectory with scenario 2. Unless stated otherwise, the resulting trajectory
was successfully executed in simulation on the full robot using the momentum-based
control framework.

We expected that the fixed-timing version would be easier to solve than the version
with variable timing, due to the lower number of bilinear constraints. To evaluate
this hypothesis, we first found a solution with variable timing, after which a fixed-

timing problem was formulated using the values from the variable timing problem.
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Table 5.3: Solver performance: time to find a feasible point. Times reported by
solvers.

| Solver | Scenario | Timing | Time (s) | Notes |
1 Variable | 189
Fixed 106
BARON 9 Variable | 4453
Fixed 2294
1 Variable | 0.53
Fixed 0.52
SCIP 9 Variable | 21.83
Fixed Time limit (1800)
1 Variable | 3.876
Ipopt Fixgd 8.575
9 Variable | 35.228 Ipopt problem

restoration phase failed,
constraints violated, plan
execution failed.

Fixed 32.30 Ipopt problem
restoration phase failed,
constraints violated, plan
execution failed.

The results are also listed in table 5.3.

Binary constraints of the form z € {0, 1} can be reformulated as complementarity
constraints, z (1 — z) = 0. This allows a gradient-based solver like Ipopt to be used
instead of a dedicated MINLP solver. This approach was used to generate the entries
for Ipopt in Table 5.3.

SCIP typically finds feasible points using one of the following heuristics:

e subnlp, which applies NLP local search to the problem after fixing all integer

variables, tends to be successful for smaller problems like scenario 1.

e alns (adaptive large neighborhood search [158]), which orchestrates eight pop-
ular large neighborhood search (LNS) heuristics (see section 5.3.5), tends to be

successful for larger problems like scenario 2.

See Fig. 5-8 for freeze frames of a simulation with the momentum-based controller
used to track this CoM trajectory. Foot position tracking errors at touchdown are

generally within 2.5 cm. There is occasionally some foot slip.
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Figure 5-7: Center of mass trajectory for scenario 2, found by SCIP with free timing.

Figure 5-8: Result of tracking the CoM trajectory found by SCIP with free timing
for scenario 2.
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Table 5.4: Performance variability with SCIP: time to find a feasible point when
varying the displacement Ax of the final environment region along the x-axis. Times
reported by solver. Solution time was limited to 400 s.

| Scenario | Az (mm) | Time (s) |

-2 0.57

-1 0.52
1 0 0.53

1 0.48

2 0.50

-2 21.86

-1 Time limit
2 0 21.83

1 Time limit

2 Time limit

5.7.3 Performance variability

Mixed-integer solvers are infamous for having rather unpredictable performance char-
acteristics [159]. We investigated performance variability in finding the first feasible
point by varying the position of the origin of the final environment region (& in
scenario 1, & in scenario 2) along the z-axis of @y, within a 5 mm interval centered
around the nominal case discussed in section 5.7.2. See Table 5.4 for the resulting

solution times with SCIP.

5.8 Discussion

This chapter represents an exploratory study, with formulation and solution tech-
niques that have not yet received much attention from the robotics community.This
work should be considered an initial assessment of these techniques, and a starting
point for future studies.

We believe that there is much to learn from the mixed-integer optimization com-
munity, particularly from primal heuristics devised for mixed-binary nonconvex pro-
grams and outer approximation methods. We note that the methods of [105] and [29]
can be considered implementations of these outer approximation methods.

The remainder of this section focuses on the following areas: possible extensions
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(section 5.8.1), experience with the solvers (section 5.8.2), and issues with whole-
body tracking and use on a physical robot (section 5.8.3). Section 5.8.4 provides

some future perspectives.

5.8.1 Possible extensions

We note that there are many possible variations of the presented problem statement
and MINLP reformulation, corresponding to various tradeoffs between problem com-
plexity and fidelity. As a result of practical experience with MINLP solvers and to

simplify exposition, we chose a fairly basic problem formulation.

The presented formulation is most notably missing any notion of orientation of
the contact bodies and of the pose of the full robot beyond center of mass position.
Future work could explore approximating the pose of the robot with the pose of a
lumped rigid body used to approximate the trunk. This would allow for more accurate
approximate kinematic constraints, which are the main impediment to application on

a physical robot.

The formulation does not include any contact torques normal to the contact sur-
faces. Experiments with adding a friction-limited normal torque component suggested
that this addition results in a much longer time to find a feasible point. Perhaps it
would be better to switch from a formulation with time-variant body-fixed CoPs, p;,
as decision variables to a formulation with several body-fixed contact points, more

akin to the QP formulation used in the whole-body controller.

Friction coefficients were modeled as being dependent only on the environment
region. However, each contact body could be made of a different material, in which
case the coefficient of friction depends on the combination of environment region and

contact body. Modeling this situation would be straightforward.

In our problem statement, we conflated time duration constraints for the swing
phases with those for the stance phases. Supporting a different minimal swing time

and minimal stance time could be done using additional indicator constraints.
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5.8.2 Solver performance and experiences

The performance of the MINLP solvers used for the computational experiments is
perhaps not as good as one might hope. The relative unpredictability in the time
to find the first feasible point is especially worrisome. However, we stress that we
did not specify any initial point, while other approaches can be quite sensitive to the

seed.

Compared to a direct reformulation using complementarity constraints and so-
lution using Ipopt, the benchmarks in the previous section show that a dedicated
mixed-integer nonlinear program solver like SCIP can improve performance, espe-

cially for larger problems.

As noted, typical MINLP solvers orchestrate various subsolvers, used to solve
continuous relaxations and linear outer approximations. Each of the subsolvers may
have various parameters that affect performance. In addition, the tree search itself
may involve an array of different heuristics, and these heuristics also have associated
parameters. Additional frequency and priority parameters govern at which nodes
each of these heuristics are applied. Tuning all of these parameters can be a daunt-
ing process, with further frustration stemming from performance variability between
problem instances. SCIP has over 1600 tunable parameters, while BARON only
exposes a fairly limited set of parameters to the user, relying more on pre-tuned,
hardcoded defaults. Some guidelines for parameter tuning can be found in [160], and
we note the usefulness of SCIP’s emphasis meta-parameters. An advantage of SCIP
over BARON is that it is possible to query statistics regarding how often each primal
heuristic was applied to a particular problem, how much time it required, and whether
it was successful in finding a feasible point. A basic parameter tuning approach is to

de-prioritize primal heuristics that take a lot of time but are not often successful.

Quickly finding a first feasible point is of great importance, both to provide any-
time capability and to effectively prune the search tree when minimizing an objective
function. We note that whether or not an objective function is specified may have

a large effect on the time required to find the first feasible point. In our experience,
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it is preferable to first solve a feasibility problem to find a feasible point, and then

reoptimize with the desired objective function.

We expected that fixing the timing of the contact sequence a priori would result in
vastly reduced times to find a first feasible point, due to the greatly reduced number
of nonconvex constraints, as well as a reduced number of variables involved in such
constraints. Instead, we found that fixing the timing to values found by solving a
problem with variable timing lead to increased solution times or inability to find a
solution within reasonable time limits with SCIP, and reduced, but still long solution

times with BARON.

As briefly mentioned in section 5.7.3, performance variability is a frustrating real-
ity of mixed-integer nonlinear program solvers, both when finding an initial feasible
point and while improving objective function bounds. This is a result of the heavy
reliance on heuristics, in combination with tree search and rounding methods that of-
ten rely on floating point number comparisons. Performance may degrade or improve
significantly depending on the number of regions and the number of trajectory pieces,
as well as solver build options and available subsolvers, where we note that switching
to subsolvers that are supposed to be better on paper can sometimes result in worse
performance for the benchmarks we tested. More worryingly, very minor changes to
the problem formulation can have large effects, especially for large problems. Such
changes include the order in which constraints are defined and very minor changes in

the locations of environment regions, as demonstrated in section 5.7.3.

We note that SCIP has a modular plugin structure that allows users to define
their own constraint types and heuristics. Future work could explore implementing
plugins to embed problem-specific knowledge, leading to more efficient pruning and
exploration of the search tree. We also briefly explored the use of SCIP’s dedicated
polyhedral indicator constraint type, to replace manual mixed-integer reformulations
of polyhedral disjunctive constraints. This foray did not immediately prove fruitful,
but it may be worth exploring SCIP’s support for indicator constraints over arbitrary
constraint types (superindicator constraints) to model disjunctive second-order cone

constraints related to friction cones, and to simplify problem formulation in general.
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5.8.3 Whole-body control and application to a physical robot

The approximate nature of the kinematic constraints used for planning is currently
the biggest hurdle standing in the way of finding plans that are likely to be executable
on a physical robot.

A more subtle problem stems from the fact that the planned trajectory is found
on the basis of zero rate of change of angular momentum. We do not actually enforce
this as a motion task in the whole-body control framework, because we also desire
to keep the orientation of the upper body in check, a conflicting goal. This means
that the success of tracking on the full robot, even in simulation, is not guaranteed.
Despite the lack of a formal guarantee, we have found that success in simulation is
very likely. However, there are occasional issues with rotational foot slip, as a result
of a rate of change of vertical angular momentum associated with pelvis orientation
tracking combined with fast leg swings. These issues can be mitigated to a certain
extent by decreasing pelvis orientation tracking gains. Angular-momentum-aware
swing foot trajectory generation could also improve this situation [161].

The proposed approach consumes a description of the local contact environment
in the form of a small number of polyhedra. In practice, methods from [162] could be
used to extract such a polyhedral environment description, but this integration step

is beyond the scope of this thesis.

5.8.4 Applications and future perspectives

There are several possible applications of the presented approach. First, results of
an MINLP feasibility problem could be used to warm-start a trajectory optimization
involving the full-dimensional dynamics. This may mitigate some of the limitations
related to approximate kinematic constraints and lack of orientation information,
while potentially providing a significant speedup compared to a cold start.

Second, a library of MINLP trajectory optimization results could be created of-
fline for a variety of scenarios, and used as samples that guide the search for an

online policy using function approximation / learning techniques. This approach was
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explored in [121] in the context of MIQP, where the value function for an optimal
control problem was approximated based on upper and lower bounds on the objective
function. However, the slow progress towards establishing nontrivial upper and lower
bounds in the case of MINLP with longer time horizons may prove prohibitive.

A compelling alternative is the use of more direct reinforcement learning ap-
proaches, which have recently been successfully transferred to the physical robot from
the simulation environment in which they were trained [163]. A main advantage of
these approaches is that there are fewer restrictions on the problem formulation: the
plant system can be considered more of a black box. In addition, the computation
is trivial to parallelize on one machine or even distribute across multiple machines.
In contrast, state-of-the-art MINLP solvers appear unable to fully exploit even the
available threads on a single machine.?? On the other hand, the approach of [163]
has so far only successfully been shown to transfer to a physical quadruped robot,
and the reduced margin of error stemming from humanoids robots’ reduced base of

support may yet prove a significant hurdle.

5.9 Conclusion

This chapter presented a centroidal trajectory optimization approach that relies on
the use of dedicated mixed-integer nonlinear program solvers. The approach explic-
itly takes bilinear constraints associated with whole-body angular momentum into
account. The feasibility of the resulting center of mass trajectory is certified by asso-
ciated contact force trajectories that satisfy friction cone constraints associated with
the contact environment, modeled as a set of polyhedral regions. This center of mass
trajectory was subsequently as the input to a momentum-based whole-body control

framework, and used to achieve locomotion over the terrain in simulation.

29We note of course that different problems can still be trivially distributed over available machines,
in the context of building a library of MINLP solutions.
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