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1   Introduction


In our formal framework 1 the reputation for agent b in agent a’s mind is a’s estimate of the probability that a will approve of b in the next encounter between them.*  Reputation can be used within distributed systems as a representation for reliability measures in multi-agent systems 3,4,5. 


2   Model


Boyd and Richerson (1988) and Tirole (1996) have considered groups in the context of game theory.  Their group models are simple aggregations of agents with no obvious relationships among groups.  We introduce a hierarchical tree model for groups in which agents can belong to multiple groups.  Groups possess parameters that affect the behavior of member agents.  These parameters include: member group size, interaction probability for members within the group, and probability for a non-participant agent to observe an encounter between agents.  Observers are agents who do not participate in an encounter but instead record the participants’ actions and outcomes of an encounter5.  Each agent has its own perception of individual agent and group member actions.  Agents maintain interaction histories of other individual agents, and use these histories to ascribe reputations to individual agents and to groups of agents for varying contexts.  Agents use strategies in combination with observations for decision making. For encounters between agents in different groups, we introduce the concept of shared group environment.  This shared environment is the least common ancestral node for the involved agents in the group hierarchy.    


3   Simulations


The prisoner’s dilemma is a well known framework for the study of cooperation9.  In our simulations, we apply repeated prisoner’s dilemma encounters over multiple generations to randomly selected pairs of agents. In each generation, a new population of agents is created based on the fitness of agents in the preceding generation. 


Tit-for-tat (TFT) can be an evolutionarily stable strategy (ESS) against always defecting agents when the probability of interaction among TFT agents is sufficiently high9,10. We explored the effect of group reputation — measured as the proportion of cooperations over the total number of encounters for a given group as observed by an agent — on TFT population size. In absence of group reputation, TFT population size decreases when each generation consists of 10,000 encounters. By introducing group reputation, TFT population size can increase, as shown in figure 1, even with a much smaller number of interactions per generation.  
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Figure � SEQ Figure \* ARABIC �1�.  Effect of group reputation on evolution of TFT population size in simulations with two types of agents: TFT and all-defecting agents.  In each encounter, agents were paired randomly from the total population.  The number of encounters per generation (shown in the legend) was varied in each experiment while the total population size was fixed at 100 agents.  Above certain number of encounters per generation, the use of group reputation by TFT agents makes them resistant to attacks by all-defecting ones 8,9,10.


We have also studied the effect of the following parameters on population size of TFT agents and that of defecting agents: individual reputation, probability of interaction, number of observers per encounter, and the probability of observation by an agent.
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* Definitions of reputation and related quantities can be found in Ostrom, 1998.























