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Introduction

The MACSYMA system for algebraic manipulatioﬁ has found wuide
application in applied mathematics. A key point in its success is the
design philosophy for choosing wuhat mathematical knowledge should be
buiit into the system and how this should bé done. Experiments shoued
that a system which provided only list or string structure operations
and a control structure for mathematics problem solving was of very
‘little value. For one thing, getting the rfght computer representations
of mathematical expressions uas essentail if one wanted to build more
than a toy system. .Once these were found, they constituted an important
part of the knowledge of algebraic manipulation to be delivered to the
user. For another, the amount of mathematics which had to be coded into
the computer was so large that no one user could reach critical mass.
It was necessary for a user to build on the work of others; he could
not define all of his own conventions. An important problem was thus to
deliver such operations as factoring, simplification, and power series
manipulation in a form which many different users could adapt to their
individual .needs. This was done by putting the system into the field
and reacting to user suggestions. In this way it was possible to
gradually build up a larger and larger base of generally acceptable
conventions. A third point is that the implications to the system
design of facts |ike the commutabiiity of plus are so great that the
system must be built assuming them to be true. Such facts are built
into the heart of every module of the MACSYMA system, not accessed from
a data base. Since at the present time it would be difficult to imagine
a compiler smart enough to make the same module constructions given a

table of such facts, building the facts in is required.
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An important thing to note is that although the number of data
representation conventions in MACSYMA is large, it is much smaller than
the number of algorithms, and even smalier than the number of probiem
situations for which the system might be useful. Houwever, once the data
representation conventions are established, the basic functions such as
simplification can be provided and any number of new modules can be

added which communicate through these standard representations.

The language of MACSYMA is the language of the elementary
functions of mathematics. Anyone who can represent his problem so that
the solution involves storing, retrieving, and manipulating elementary
functions may find MACSYMA useful to him. Unfortunateliy, it has not
been possible to represent many problems in business, law, and medicine
in this way. Al though some of these problems may not even possess ueli
defined solutions, it is clear that, for practical purposes, many of
them do. Although we do not know exactly hou medical, legal, and
business experts solve these problems (just as we did not know hou
applied mathematicians simplified expressions in practice and they were
unable to tell us), we do know that these experts explain their problem
solving process in terms of manipulations on facts expressed in English,
not mathematics. If we are to proceed as we did uith MACSYMA, we must
develop conventions for good data structures capable of expressing these
facts. The reader may think our project too ambitious. He must
remember that we seek only a structure which a user may usefully map his
problem into. Since much has been done in medicine and business by

mapping problems into operations on sets and numbers, we can expect
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further success using structures inspired by natural language, even
though they iack the full power of the English language. Also, we must
remember that we are primarily inlerested in expert problem solving,

where terms are rather more narrow and wel | defined.

We insist that our neuw language, OWL, be similar to English for
several reasons. First, the ianguage wiil be very large. It will have
a big "grammar" compared to a programming language, but it will also
have a much Iarger body of "facts", such as which actions take objects.
I[f we can make the "facts" of the OWL language the same or similar to
those of English, then the user will essentially have only the basic
grammar rules of QWL to learn. In addition, it will be easier for us to
transiate frcom English to OWL automatically. English also provides us
Wwith a source of useful concepts. The concepts and structure of the
English language are not chosen at randonm. If business men make the
distinction between a function and a process, then they must find that
distinction useful. The use of English as a guide in the definition of
the data structures of OWL is, in fact, the major feature of the OWL

system. In the conclusion to this monograph we wili attempt to evaluate

its effectiveness.

There are many more questions which must be raised. It seems

most natural to do this during the course of the presentation.
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Chapter 1

The OUWL data structure and the OUL data base.

Subsets and characteristics

A basic notion in OWL (and in other languages such as SIR and
MERLIN) is that one set of objects contains another as a subset. For
example, the set of all fruit contains the set of all apples. Ue
express this as (KIND FRUIT APPLE). The set SOMETHING is defined to

contain everything, and thus everything is a KIND of SOMETHING.

We allow abstract concepts |ike QUESTION, CUSTOMER, and WANT in
OWL, but we will start our explanation with physical objects and their
properties. The essence of this structure of objects and their
properties is given in Figure 1.1. Physical objects may be assigned a
Wwide variety of characteristics, as we wuill discuss later. Nominal
characteristics are those like color wuhich take their values, which can

be expressed as nouns, from a well defined set. Ordinal
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characteristics are nominal characteristics uhose values possess a
natural ordering. Note that we have defined RED to be a COLOR-VALUE
rather than a COLOR. Later we will attempt to convince the reader that

this is the better choice.

To state that FRUIT has the characteristic COLOR we write (COLOR
FRUIT COLOR-VALUE). MWe think of this expression as standing for the set
of al! applications of COLOR to FRUIT and saying that each application
specifies a COLOR-VALUE. Note, that since APPLE is a KIND of FRUIT and
RED is a KIND of COLOR-YALUE, that (COLOR APPLE RED) is an instantiation
of (COLOR FRUIT COLOR-VALUE). In other words, the set (COLOR APPLE RED)
is a subset of the set (COLOR FRUIT COLOR-VALUE). The concept APPLE-1
stands for a subset of APPLE. It may in fact be a set of one member,
but we still treat it as a set. The fact that it has one member can be
marked with the characteristic INDIVIDUAL: (INDIVIDUAL APPLE-1). Note
that because of the subset relation between APPLE and APPLE-1, stating
(COLOR APPLE RED) implies (COLOR APPLE-1 RED). At this point the reader
may be thinking that APPLE-1 ieiprobablg red mixed with yellow, green
and browun. We can express this thought in OWL, because it is a sentence
in English. The QWL system, houwever can’t visualize APPLE-1 as the
reader may be able to do. It is the object of our experimentation to
test the value of using only verbal descriptions in expert probliem
solving, coupling them of course uWith such numerical techniques as
already exist.

Note that the characteristic INDIVIDUAL does not take a third
argument. There are many other characteristics of this type, such as
"current" and "possible". For subset statements and characteristic

statements which take a third argument, the third argument is optional.
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Thus, we can refer to a subset of apples as (KIND APPLE) and we can

refer to the color of APPLE-1, without mentioning that color, as (COLOR
© APPLE-1).

A MEASURE is a characteristic of an ordinal characteristic. For
example we might state (SIZE APPLE-1 BIG)., Since there is no absolute
notion of BIG, such a statement must be given a non-absolute
interprétation. We can be more precise by giving a measure of the size
of APPLE-1. The‘value of a measure must be a number. A characteristic
of a measure is its UNIT-OF-MEASURE. For example,

(UNIT-OF-MEASURE (DIAMETER APPLE-1) 3) INCH) (MEASURE

Here MEASURE does not modify DIAMETER, but the set of applications of
DIAMETER tc APPLE-1. We wili take "MEASURE" by itself to stand for all
of the applications of MEASURE. Applying these ideas we could rephrase
the statement above as

(KIND MEASURE INCH-MEASURE)

(KIND-OF -MEASURE INCH-MEASURE INCH)

(INCH-MEASURE (DIAMETER APPLE-1) 3)

Definition of an arch

We can introduce a number of additional ideas as well as allow

comparison of OWL with the data structure of Winston by defining an ARCH

as shown in Figure 1.2,
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Figure 1.2
(KIND STRUCTURE ARCH)

We will need the concept of PART, which has its intuitive meaning. We
also take (KIND PART TOP), i.e., the set of all PARTs contains the set
of all TOPs. Winston terms a rectangular solid a BLOCK. In order to
modify a given expression more than once it will be convenient to give
it a name. This name will be a meta-linguistic device and is introduced
with the operator TOKEN. Thus (TOKEN (KIND BLOCK) Bl) names this

specification of a subset of blocks Bl.

Now we are ready to start the definition of the arch. We have

(PART ARCH (TOKEN (KIND BLOCK) B1))
(QUANTITY Bl TWO)

(TOP ARCH (KIND BLOCK LINTEL))
(QUANTITY LINTEL ONE)

The values of QUANTITY are ONE, TWO, FEW, SEVERAL, and MANY. Note that

the QUANTITY is taken to be the number in any specific arch instance.
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Next we want to say that the lintel is on the other tuo blocks.
We define words like ON, AT, and NEAR to be LOCATION-RELATION's. The
application of a LOCATION-RELATION to a physical object specifies a part
of space known as a LOCATION. Tnhe POSITION of a physical object has as
value a LOCATION. For example,

(POSITION LINTEL (ON B1)).
In these conventions we are foilowing McDermott. The use of the words
positicn and location is motivated by the difference between a "scenic
location" and a "scenic position". We can talk about the size of

location but not about the size of a position,

In order to complete our definition we must introduce the notion
of a PROCEDURE. For OWL, a procedure does not necessarily imply a
series of actions, except in the sense of the purposeful maintenance of
a condition, as in "He stood at attention for two hours". In OWL,
procedures correspond to specific meanings of verbs, although there are
many procedures without corresponding verb meaning because no single
Wword exists for that procedure in English. Frequently there is a
principal object to which the procedure is applied, corresponding to the
direct object of a sentence in English. For example, we specify the set
of applications of the procedure HIT to a subset of BALL by (HIT (KIND
BALL)). This can be understood to mean that (KIMD BALL) is in the state
of being hit. Thus a procedure is simiiar to a one argument
characteristic. Procedures have characteristics, just as other OWL
concepts do. The most important characteristics applicable to
procedures are the SEMANTIC-CASE’s. Of these, the most important is the

AGENT. The AGENT performs or causes the indicated action. For example,
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we might have (AGENT (HIT (KIND BALL)) JOHN).

Let us return nouw to our definition of an arch. So far we have

(KIND STRUCTURE ARCH)

(PART ARCH (TOKEN (KIND BLOCK) B1))
(TOP ARCH (KIND BLOCK LINTEL)
(QUANTITY Bl TWO)

(QUANTITY LINTEL ONE)

(POSITION LINTEL (ON B1))

We add

(STAND B1)

(LIE LINTEL)

(AGENT (SUPPORT LINTEL) B1)
(NOT (ABUT B1))

This says that any object specified by Bl is in the state of standing,
the lintel is in the state of lying, the objects specified by Bl support
the lintel and are not in the state of abutting. Note that whether
stand and lie are procedures or characteristice is a moot point here
because of the uniform treatment. SUPPORT is tested as a procedure not
because there is action, but because the notion that the objects in Bl
are active while the LINTEL is passive is useful in determining which
blocks can be placed first in constructing an arch. Contrast
(POSITION Bl (UNDER LINTEL))
with (AGENT (SUPPORT LINTEL) Bl). It is the use of the SUPPORT relation
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which determines its form.

We have only to declare that one of the two supporting bliocks is
to the left of the other in order to finish our ARCH definition. Note
that this is the first point where we distinguish between the two
supports. UWhen using this structure for identifying a possible arch, it
is necessary to find candidates for both supports before the left-right
relationship can be tested. This definition facilitates the formation

of the set of candidates based on common properties. The complete

definition is given in Figure 1.3.
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(KIND STRUCTURE ARCH)

(PART ARCH (TOKEN (KIND BLOCK) B1))

(TOP ARCH (KIND BLOCK LINTEL))

(QUANTITY Bl TWO)

(QUANTITY LINTEL ONE)

(POSITION LINTEL (ON B1))

(STAND B1)

(LIE LINTEL)

(AGENT (SUPPORT LINTEL) Bl1)

(NOT (ABUT B1))

(POSITION (TOKEN (KIND B1) LEFT-SUPPORT)
(LEFT-OF (TOKEN (KIND B1) RIGHT-SUPPORT)))

(QUANTITY LEFT-SUPPORT ONE)

(QUANTITY RIGHT-SUPPORT ONE)

Figure 1.3

Definition of an ARCH

13
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In the previous section we have defined an arch, but we have not
described how this definition is read into the machine and stored there,
or uwhat functions are available for accessing it. A bomplete list of
the data base handling functions is given in Appendix A. This section is

a primer in their use.

The data base of OWL consists of a short term memory, an
intermediate term memory, and a long term memory. There are no contexts
as in CONNIVER. While it is essential to group and classify facts, the
CONNIVER context mechanism is too crude. In fact the CONNIVER data
retrieval facility is a general purpose mechanism which screens the user
from its workings and actually inhibits the use of special knouwledge in
order to speed retrieval. The emphasis in OWL is on the procedural
specification of data retrieval, using knowledge of the semantic

structure of the data base.

Short term memory is simply a set of LISP free variables, such
as GOAL-LIST, to be described in the next chapter. The intermediate
term and long term memories are structurally identical except for
markers indicating the relevant memcry. They both contain atoms and

non-atomic data items. The form of the non-atomi: structure is shown in

Figure 1.4,
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Basically, OWL data is like LISP data except that every list and atom

has a pointer to the front of every maxima! list in which it appears.
By a maximal list we mean one that is not the COR of another |ist.
Lists cannot appear in the first position of a list. In order to take

the CAR, CDR, CADR, etc. of ar OWL item the functions $CAR, S$COR,
8CADR, etc. must be used. These functions first take the CODR of the

item and then perform the normal LISP functions.

The function which reads definitions into long term memory is
calléd LEARN (the corresponding intermediéte term memory function is
called ABSORB). Any name defined by TOKEN is local to the LEARN.
Inside the machine the name is replaced with the designated OWL item.
When an application of KIND has a special argument, the second argument
also becomes a giobal variable. To learn a slightly modified definition
of our arch we would write

(LEARN (KIND STRUCTURE ARCH)

(PART ARCH SUPPORT-N)

(TOP ARCH (KIND BLOCK LINTEL))

(QUANTITY SUPPORT-N TWO)

(QUANTITY LINTEL ONE)

(POSITION LINTEL (ON SUPPORT-N))

(STAND SUPPORT-N)

(LIE LINTEL)

(AGENT (SUPPORT LINTEL) (KIND BLGCK SUPPORT-N))

(NOT (ABUT SUPPORT-N))

(POSITION- (TOKEN (KIND SUPPORT-N) LEFT-SUPPORT)
(LEFT-OF (TOKEN (KIND SUPPORT-N) RIGHT-SUPPORT)))

(QUANTITY LEFT-SUPPORT ONE)
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(QUANTITY RIGHT-SUPPORT ONE))

As in LISP, atoms are represented uniquely in OWL. The real
pouer of the OWL data structure is that within one LEARN all lists which
are EQUAL are represented by a unique OWL item, unless thég are
distinguished wWith TOKEN as are LEFT-SUPPORT and RIGHT-SUPPORT above.
Thus an OWL item can be treated much like a LISP atom (which is also

unique) with the uses of the item forming its property list.

Development of the meaning of items through the contexts in
which they occur seems to be a pouwerful idea for soliving the
representation problems we face in OWL. For example, consider the
statement (AGENT (SUPPORT LINTEL) (KIND BLOCK SUPPORT-N)). UWe use the
name SUPPORT-N rather than SUPPORT because SUPPORT has been used for the
procedure name. Words in English often have several meanings and thus
Wwe run out of words in OWL where, as in other programming, things are
simplified by not using the same identifier for two different purposes.)
From the property list of SUPPORT-N, we find that a SUPPORT-N is a kind
of BLOCK, but then from the property list of (KIND BLOCK SUPPORT-N) we
find that this expression is8 the value of the AGENT characteristic of
(SUPPORT LINTEL). This is conventionally interpreted in OWL to mean
that one type of SUPPORT-N is a block which is distinguished from other
blocks precisely because it supports a LINTEL, Similarly, by this rule
we find that a LINTEL has been defined as a BLOCK which is the TOP of an
ARCH.

In a tuypical use of the OWL system the user would load his

permanent definitions into the system from a file containing a series of
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LEARN’ s, thus putting them in long term memory. He would then commence
execution (as described in the next chapter). The OWL interpreter and
his oun hand coded LISP functions would add new facts to intermediate
term memory using the function ADD. Occasionally, new facts would be
LEARNed. Nothing would ever be delted! Old facts must be recognized as
obsolete by their context. Eventually, intermediate term memory would
fill up. Using the LISP function (WIPEQUT), the user can cause
everything in intermediate term memory to be garbage collected. Thus,
when memory becomes full, it is up to the user to decide what to LEARN.

He can cause everything else to be forgotten,

Suppose X has as LISP value the OWL item (KIND APPLE) and Y has
the LISP value RED. Executing the LISP cail (ADD 'COLOR X Y) would add
the OWL item (COLOR (KIND APPLE) °RED) to intermediate term memory and
return that item as its value. Thus ($CADR (ADD *COLOR X Y)) would be
(KIND APPLE). At this point executing (FINDVAL X 'COLOR) would return
(COLOR (KIND APPLE) RED). (FINDVAL (KIND APPLE) °COLOR) will find
nothing unless the quoted KIND expression is the OWL item in the X COLOR
expression. Notice that the entire COLOR item is returned, not just
RED. This is because the item may in turn be modified. For example, if
He execute (ADD 'NOT (FINDVAL X 'COLOR)) then subsequentiy (FINDVAL X
"COLOR)  will return (COLOR (KIND APPLE) RED) as before but a further

check, i.e., (FINDVAL (FINDVAL X *COLOR) °'NOT) yields (NOT (COLOR (KIND
APPLE) RED)).

It should be clear from the above discussion, that a search
through OWL memory is made by tracing down pointers. The proper order

in uwhich to search for properties such as NOT, which must be checked,
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are not decided by the OUL data base functions. It is a premise of the
OUWL system design that even if there are 18,808 items in memory
representing a particular situation, a good model of the world implicit.
in LISP and OWL procedures will aliow any particular fact to be located

quite quickly.

The function call (FINDVAL X Y) returns the item which has Y in
first position and X in second position. The third position of the item
may be missing or contain anything. Often the user uill knou that there
is only one such item in memory. [f there is, in fact, more than one,
OWL will return the first one it comes to. To get all such items one
uses the function call (FINOVALS X Y). The call (FINDOBJS X Y} finds
all OWL items wWwith Y in first position and X in third position.
(FINDALL X Y) finds all with Y in first position and X in any other
position and (FIND-SERVES-AS-ARGUMENT X} finds all items with X in any

position except the first.

Definition of the procedure PUT-ON-TOP-OF

We have mentioned procedures, but we have not yet shoun houw to
define one in OWL. There are two forms of procedure in OUWL: the
METHOD, and the SCENARIOQ. We will defer discussion of SCENARIO’s until
the next chapter. Here, we will demonstrate the definition of METHOD

using the blocks world of Winograd.

Figure 1.5 shows a scene familiar to M.I.T. Artificial

Intelligence Laboratory workers,
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Figure 1.5
A typical blocks world scene.

A simulated hand is preparing to put block A on top of block B. In order
to do this the machine must go through a well defined series of steps,
Wwhich can be conditional on the details of ‘the situation). We will
define this series of steps with the METHOD procedure PUT-ON-TOP-OF.

OUWL keeps separate pointers to procedure definitions. MWe tell OWL about

a definition with DEFINE.

(LEARN (DEFINE PROCEDURE
(PUT-ON-TOP-OF BLOCK-1))

Here we have used the short hand BLOCK-1 for (TOKEN (KIND BLOCK) BLOCK-1
}. This is expanded by LEARN on input. As the OBJECT semantic-case of
PUT-ON-TOP-OF, the OWL item bdund to BLOCK-1 on execution will speci fy

the object to be moved. The use of (KIND BLOCK) means that the OBJECT
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must be a kind of block or the semantic type checking in the OUWL
interpreter will reject the argument in the call. Of course, procedures
must have more than one argument. Additional arguments are specified in
the definition by modifying the definition with semantic-cases and in

the call by modifying the call with corresponding semantic cases.

A user must use the cases provided by the OUL system. Houever,
he can define subcases of the given cases using KIND. OWL will use a
user defined procedure to understand English and to answer questions
involving pattern matching rather than deduction, In order for this to
work well, the user procedure must use the objects specified by each

semantic-case according to the guidelines to be given belou.

PUT-ON-TOP-OF takes three arguments in addition to the OBJECT :

who can do it, which hand to use, and uwhere to put it.

(LEARN (DEFINE PROCEDURE
(PUT-ON-TOP-OF BLOCK-1))
(AGENT (PUT-ON-TOP-OF BLOCK-1) PERSON-1)
(INSTRUMENT (PUT-ON-TOP-OF BLOCK-1) HAND-1)
(PART AGENT HAND-1)
(SPECIFIC-POSITION (PUT-ON-TOP-OF BLOCK-1)
(ON-TOP-0F BLOCK-2))

(PART AGENT HAND-~1) specifies that the hand used must be a part of the
agent. Note we have written AGENT, not PERSON-1. When type checking
occurs, the properties of an object are also checked. Thus the hand

specified must be a part of the agent. When the agent is bound uwe find
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that PERSON-1 has no properties, but uhen the instrument is bound we
find that HAND-1 has the property (PART AGENT HAND-1). Note that we
could have defined this as (PART PERSON-1 INSTRUMENT) or (PART PERSON-1
HAND-1) depending on the evaluation ue feel should take place when that
case is assigned. Whenever the name of a semantic case occurs in other
than first position, the interpreter looks up the binding to make the
check. How this is done will be described in the next chapter. When
the procedure is cailed, all the arguments provided in the call are type
checked and bound. Unless specifically indicated, only the OBJECT is
required. If other arguments are missing, the interpreter will proceed

and bind them the best it can (uhen and if they are needed).

A very important idea in Micro-PLANNER is pattern- directed
invocation. This is used to find a procedure which produces a class of
results of which a resulit currently needed might be a member. In OWL
the choice of procedures wili be under the direct control of the
interpreter, but it needs specification of results in order to guide its

choice. Thus we will state for PUT-ON-TOP-OF

(PRINCIPAL-RESULT (PUT-ON-TOP-OF BLOCK-1)
(POSITION OBJECT SPECIFIC-POSITION))

The complete definition of PUT-ON-TOP-OF is showr. in Figure 1.6.
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(LEARN (DEFINE PROCEDURE (PUT-ON-TOP-OF BLOCK-1))
(AGENT (PUT-ON-TOP-OF BLOCK-1) PERSON-1)
(INSTRUMENT (PUT-ON-TOP-OF BLOCK-1) HAND-1)
(PART AGENT HAND-1)

(SPECIFIC-POSITION (PUT-ON-TOP-OF BLOCK-1)
(ON-TOP-OF BLOCK-2))
(PRINCIPAL-RESULT (PUT-ON-TOP-OF BLOCK-1)

(POSITION OBJECT SPECIFIC-POSITION))
(METHOD (PUT-ON-TOP-OF BLOCK-1) (FIND SPACE-1))
(POSITION SPACE-1 SPECIFIC-POSITION)
(BENEFICIARY SPACE-1 OBJECT)

(THEN (FIND SPACE-1 ) (GRASP OBJECT))
(THEN (GRASP OBJECT)

(MOVE (INSTRUMENT-1 (GRASP OBJECT))))
(DESTINATION (MOVE INSTRUMENT-1) POSITION-1)
(RESULT (MOVE INSTRUMENT-1)

(POSITION OBJECT SPECIFIC-POSITION))
(THEN (MOVE INSTRUMENT-1) (LET-GO-OF OBJECT))
(Y-COORDINATE POSITION-1

(PLUS 2

(Y-COORDINATE (POSITION (OBJECT (FIND SPACE-1))))
(MEASURE (HEIGHT OBJECT))))
(X-COORDINATE POSITION-1
(X-COORDINATE (POSITION (OBJECT (FIND SPACE-1))))))

Figure 1.6
Definition of PUT-ON-TOP-0F
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A METHOD of a procedure is a state transition network. The arcs leaving
each node are indicated by THEN. Although we don’t need it here, the
value of THEN can be an ANO, OR, XOR, or conditional statement. (In
reading the METHOD, don’t forget that within a LEARN, identical list
structure is translated into a singie OWL item.) Because OWL is derived
from English, we can read the METHOD for PUT-ON-TOP-OF out in words.
Find space on top of block-2 for biock-1; then grasp block-1: then
move the hand used to grasp block-1 to a position the y-coordinate of
which is the plus of 2, the y-coordinate of the position of the space
which was found, and the measure of the height of block-1, and the x-
coordinate of which is the x-coordinate of the position of the space
Which was found; then let go of block-1. The result of moving the hand
used to grasp block-1 is that the position of block-1 is on top of
block-2. The statement (MOVE (INSTRUMENT-1 (GRASP OBJECT))) needs some
explanation. First INSTRUMENT-1 is just a short hand for (TOKEN
(INSTRUMENT  (GRASP OBJECT)) INSTRUMENT-1).  The expregssion (INSTRUMENT
(GRASP OBJECT)) means by convention find the most recent (GRASP OBJECT)
OWL item and return the instrument of it. This instantiation will occur
when the interpreter executes the second step of the procedure. It

turns out to be convenient to reference the arguments of previous events

as uwe are doing here.

The statement (RESULT (MOVE INSTRUMENT-1) (POSITION OBJECT
SPECIFIC-POSITION)) says that after the hand is moved as indicated,
block-1 will be on block-2. Note, that because the procedure PUT-0ON-
TOP-OF is the one which is planning the move, it is the one which knous
what result will be at the PUT-ON-TOP-OF level and must be noted before

LET-GO-OF is called because, otherwise, LET-GO-OF will refuse to release
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block-1.
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Prerequisites and TESTS

Figure 1.7 shous the definition of GRASP.

(LEARN (DEFINE PROCEDURE (GRASP BLOCK-1))
(AGENT (GRASP BLOCK-1) PERSON-1)
(INSTRUMENT (GRASP BLOCK-1) HAND-1)
(PART AGENT HAND-1)
(PRINCIPAL-RESULT (GRASP BLOCK-1) (HOLD OBJECT))
(PREREQUISITE (GRASP BLOCK-1) (AND
(POSITION INSTRUMENT (ON-TOP-OF OBJECT))
(NOT (POSITION BLOCK-2 (ON-TOP-OF OBJECT))))))

One notes immediately that the procedure has no method. There will be a
limit to the level of detail to which Wwe want to go. By leaving out the
method, we state that if all conditions for the procedure have been
satisfied, the principal result ecan be declared. Before execution of
the METHOD of a procedure can be started, its PREREQUISITE's must be
satisfied. Since it is possibie to place all manner of restrictions on
the arguments of a PROCEDURE, one might wonder why PREREQUISITE’s are
needed. For example, instead of defining GRASP as we have, we could

have statead

(LEARN (DEFINE PROCEDURE (GRASP BLOCK-1%)
(NOT (POSITION BLOCK-2 (ON-TOP-OF BLOCK-1))})
(AGENT (GRASP BLOCK-1) PERSON-1)
(INSTRUMENT (GRASP BLOCK-1) HAND-1)
(PART AGENT HAND-1)
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(POSITION HAND-1 (ON-TOP-OF OBJECT))
(PRINCIPAL-RESULT (GRASP BLOCK-1) (HOLD OBJECT)) ).

This way the procedure cannot even be invoked uniess block-1 has no
other block on top of itt and the hand is on top of block-1. The point
of PREREQUISITE’s is that we may want to try to actively satisfy them if
all the argument binding goes through all right. In doing this uwe are

following the work of Sussman.

A SPACE is like a physical object except that there is nothing
in it. Its size and position are described as if it were a physical
object. It is convenient to define a TEST for (OCCUPY SPACE). I1f the
conditions given by the TEST are satisfied, the condition (OCCUPY SPACE)
holds. (AGENT (OCCUPY SPACE-1) BLOCK-1) is tested by comparing the
coordinates of SPACE-1 and BLOCK-1.

Definition of Characteristics

Some words in English, such as bachelor, can be defined rather
well in terms of other uwords, uhile others, such as smell, cannot. In
expert systems we well be dealing with a larger proportion of defined
words and in particular Wwith defined characteristics. For example, it
is convenient to think of the profit of a company or the fever of a
patient as characteristics useful in diagnosing them. In OWL, we define
the TEST of a characteristic in a way analogous to the TEST of a
procedure, except that a characteristic can have a VALUE. For example,
a definition of fever is given belou.

(LEARN (DEFINE CHARACTERISTIC (FEVER HUMAN-1))
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(TEST (FEVER HUMAN-1) (GREATER-THAN
(ORAL-TEMPERTURE HUMAN-1) 98.6)))

(LEARN (DEFINE CHARACTERISTIC
(ORAL-TEMPERTURE HUMAN-1))
(VALUE (ORAL-TEMPERATURE HUMAN-1)
(MEASURE TEMPERTURE HUMAN-1)))
(POSITION (TEMPERATURE HUMAN-1) (IN MOUTH-1))
(PART HUMAN-1 MOUTH-1))

Semantic cases for arguments ¢ procedures

For specifying arguments to procedures, OWL aliows the following
semantic cases. The OBJECT is the most important and the AGENT is the
second most important. For alternative suggestions about cases, see
Fiilmore, Celie-Murcia, Chafe, or Drake. MWe give sentences to help the

reader understand the semantic functions of each case.

OBJECT: The object is the most important thing.

I sneezed.
Give a ball to John.

Empty the boat of water.

The ba!l lay in the corner.

Make a statue from clay.

Notice the ball was red.

The bill came to us.
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AGENT: The agent is responsiblerfor the action.

1 hit the ball.

1 lay doun before dinner.

For certain intransitive actions, the choice betueen agent and object
constructions is not clear cut. The wuser can wuse his judgment,
remembering that the AGENT should be used when it is useful to treat the
item as if it was responsible. 0f course, an item can be both the AGENT
and the OBJECT. This might require a reflexive pronoun in English, or

it might be implied as in "I lay doun before dinner".

SOURCE: The source describes a former position or state. MWhen speaking
of physical objects with the verbs give, take, put, send, receive, lose,
emit, use, and combine, the source is the previous location of the
OBJECT. For the verbs experience, reach, and hit, it is the location of
the AGENT. For the verbs make, form, break, and change, it is the

previous state of the OBJECT. For the verbs get-out and knock-out, it

is something the OBJECT is constrained by.

Take a block from the box.

See the parade from the hill.

Make a toy from old milk cartons.

Get fat from over eating.

Knock the leg out from under the table.
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DESTINATION: The destination is to the future as the source is to the

past. As does the source, it takes subcases which emphasize

constraints.

Give a ball to John.

Play John a game of tennis.

Go home.
TRAJECTORY: This is the trajectory taken by the action.

Run across the street to the store.

Run across.
Rurn out.

Run around the house.

" Come by way of the Panama Canal.

DIRECTION:

Head south across the desert to Mexico.

TARGET:

Shoot the gun at the rabbit.

Throu the ball at John.

SPECIFIC-LOCATION: Some verbs like ride take a location which is quite

specific to the meaning of the verb.
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Ride in a dog sled in Alaska.

There are only certain things which can be ridden in or places where a

car can be kept.

INSTRUMENT: This is something used as a tool in the procedure which is

left over afterward.
Cut the butter with a knife.

CO-AGENT: This is someone who has a responsibility level equal to that

of the agent for some part of the action.
I played tennis with John.

SPECIFIC-RAW-MATERIAL: This is something used and consumed in the

procedure.

Bake a cake With poudered eggs.
BENEFICIARY:
John is on a ladder. Ansuer the phone for him.

The beneficiary receives the benefit of the procedure.



Page 32

OBJECT-DESCRIBED: This is used for mental and communication procedures.

Talk about a bear.
Go on at length about a bear.

Think about that.

EXCHANGE: This is something received in exchange.

Trade seeds for food.

Pay five dollars for a hat.

RATE:

Rent a room at three dollars a day.

Walk at a fast pace.

DETAIL-OF-METHOD: This is advice on how to do the method which can onily

be understood properliy by storing information about it.

Match it in size.

Buy the dress on credit.
Work it out in detail.
Talk in a uhisper.

Get the television on trial.

The METHOD-OF-TRAVEL is a subcase of the DETAIL-OF-METHOD.
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Go by train.

Arrive by mail.

Each of these semantic cases except the OBJECT, INSTRUMENT, TARGET and

DETAIL-OF-METHOD can also be used to modifg objects.

A painting by Durer. AGENT
The man from Havana. SOURCE
A letter to my parents. DESTINATION

A path through the woods. TRAJECTORY

The road south. DIRECTION
The leaves on the tree. SPECIFIC-LOCATION

The soft drink with sugar. SPECIFIC-RAW-MATERIAL
The cookie for John. BENEFICIARY
The book about a bear. O0BJECT-DESCRIBED

The money for our food. EXCHANGE

A room at three dollars a day. RATE
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Advice to the OWL Interpreter

In the next chapter we will see how the OWL interpreter
interprets OWL procedures. As the procedures are relatively abstract,
it is best to think of them more as plans, with the interpreter filling
in the details in an intelligent manner. It is sometimes convenient to
give the interpreter advice on how to do this, and also to préscribe
uwhen, uwhere, and for how long the procedure should be carried out. Note
that, in general, advice requires more understanding on the part of the
interpreter than argument matching.

METHOD-OF-ACCOMPLISHMENT: This is a method of accomplishing at least

part of the procedure.

Answer her With a look.

Reward him with a kick.

Oo it by tuing the magnet to the string.

MANNER: This is a special constraint, attitude, or mannerism the agent

should follow while executing the procedure.

Hit the ball with great force.
Discipline her with mercy.

Do it with the arguments reversed.

Do it with one hand behind your back.

COMPARISON: This is another object or action from which the interpreter

should be able to get a useful analogy for doing the procedure.
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Run like a deer.

Ansuwer |ike you know what you are talking about.

POSITION:

Manufacture that item stateside.
Type that out at home.

Remain in that building on the

ninth floor at the end of the hall.

Paint the boat from stem to stern.

TIME:

Hit the ball from morning to night.

Hit the ball in 28 minutes.

Hit the ball tomorrou.

Hit the ball during the morning.
QUANTITY:

Print them out by the hundreds.
DURATION:

Try to solve that for § minutes.

Run for 188 yards.
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In milking the cou, use both hands for the first

buckets.

The duration may be measured in time or in some repetitive aspect of the

procedure.

DEGREE-OF-COMPLETION:

Finish that at least half way.

Don’t partly finish the work.

REPETITION-RATE:

Run tuice a week.

Run weekly.

Run every ueek.

FREQUENCY:

Never do that.

Do that frequently.
Aluays do that.
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Properties of sets and quantification

Consider the sentence:

Tuo of the three eggs are brown.
This would be represented in OWL as

(COLOR (KIND (KIND EGG)) BROWN)
(QUANTITY (KIND (KIND EGG)) TWO)

(MEASURE (QUANTITY (KIND EGG)) 3)
(SELECTION (KIND EGG) THE)

Suppose the sentence is given to OWL and then we ask

Is one of the three eggs white?

(WHETHER (COLOR (KIND (KIND EGG)) WHITE))
(QUANTITY (KIND (KIND EGG)) ONE)

(MEASURE (QUANTITY (KIND EGG)) 3)
(SELECT ToN (KIND EGG) THE)

The first step in answering this question is to identify the (KIND EGG)
set with the one above. The question then is whether there is a one egg
subset of that set which is white. There are tuo ways which OWL can go
about frging to ansuer this question. The first, knoun as the extrinsic
method, is to form each of the one egg subsets of this set and then try
to prove it uhite. Since nothing is knoun about an individual egg this

approach gets us nowhere. The best we can do is to observe that since a
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subset of two is known to be broun, the individual egg is probably browun
(with probability 2/3). The second method, knoun as the intrinsic
method, is what we uant; This method wouid reason about the sets rather
than enumerating the three egg set. Noting that a subset of two has
been declared brown, the heuris:ic that if one is left out it is
probably different would be empioyed. Checking the other possible

colors for eggs yields only white, and thus we conclude that it is

probably white.

It is frequentiy the case that OWL must engage in the
intelligent manipulation, rather than the execution, of its statements.
For this reason it is more important that the statements are easy to
match as patterns and to reason about than that they can be executed by
a simple interpreter. Also, OUWL often receives statements where the
scope of the quantifier is ambiguous: We do not want the notation of
OWL to force an early commitment to alternatives; hence, we do not shou
the scope of quantifiers. Ambiguities must be resolved by adding

additional properties. Let us give the properties of sets, and then we

can shou some examples.

The properties of sets useful in dealing with sets and subsets
are:
PROPERTY VALUES
ORDINAL FIRST, SECOND,...,NEXT,LAST
FRACTION FEW MOST

QUANTITY ONE TWO FEW SEVERAL MOST
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SELECTION EACH ALL ANY NO THE A SOME ENOUGH
OTHER

ONLY

SIMILARITY SAME SIMILAR DIFFERENT

Consider the sentence:

No tuo stores sell the same kind of items.

In OUWL this would be

(AGENT (SELL (KIND ITEM)) (KIND STORE))
(QUANTITY (KIND STORE) TWO)
(SIMILARITY (KIND ITEM) SAME)
(SELECTION (KIND STORE) NO)
(SELEC TION (KIND ITEM) THE)

Upon finding the similarity property the OWL interpreter must knouw to

consider a plural subject. Next, consider

The President has been married since 1345.

Here, it is not clear whether it is the current president who has been
married since 1945, or whoever has been president. This would be
ambiguous in OWL also. It can be cleared up by adding to the

description.
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The current President has been married since 1945.

President Nixon has been married snce 1945.

A common operation in programming is to specify that an operation be

done for each member of a set.

Print all the colors of each big rock.

In OUL this would be

(PRINT (COLOR (KIND ROCK)))

(SELECTION (COLOR (KIND ROCK)) ALL)
(DEMONSTRATIVE (COLOR (KIND ROCK)) THE)
(SELECTION (KIND ROCK) EACH)

(SIZE (KIND ROCK) BIG)

Finally, consider:

Every boy either loves Santa or hates him.

This transiates to

(AGENT (XOR (LOVE SANTA) (HATE SANTA)) (KIND BOY))
(SELECTION (KIND BOY) EACH)
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Comparison

Comparison allous the illustration of the modification of the
values of characteristics. In OWL we do not consider

John is fatter than Bob.

to be equivalent to

Bob is thinner than John.

Rather, ue represent these

(FATNESS JOHN FAT-1)
(FATNESS BOB FAT-2)
(GREATER FAT-1 FAT-2) and
(FATNESS BOB THIN-1)
(FATNESS JOHN THIN-2)
(GREATER THIN-1 THIN-2).

The sentence John is fatter. would become
(FATNESS JOHN FAT-1)
(GREATER FAT-1)

The sentence
Mary is as red as a beet. would become
(COLOR MARY RED-1)
(COLOR BEET-1 RED-1)
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The sentence

The men all approve from the oldest to the gyoungest.

wouid become

(AGENT (APPROVE) MAN-1)
(SELECTION MAN-1 ALL-1)
(EXTENT ALL-1 OLD-1 YOUNG-1)
(GREATEST 0LD-1)

(GREATEST YOUNG-1)
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Frames

We will designate a frame to be the contents of a single LEARN.
Since buy, seil, and pay all describe the same underlying action from
different points of view it is interesting to define a TEST for them in
the same frame. This way they can share parts in common. Notice that
the destination of sell is the agent of buy. By sharing this part in
common this transformation can be made to fall out naturally. The

definition is given in Figure 1.7.
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(LEARN (DEFINE PROCEDURE (BUY-1 PHYSICAL-OBJUECT)) (AGENT BUY-1 (KIND
PERSON BUYER)) (SOURCE BUY-1 SELLER) (EXCHANGE BUY-1 MONEY-1) (EXAMPLE
MONEY-1 CREDIT-1) (EXAMPLE MONEY-1 CASH-1) (CETAIL-OF-METHOD BUY-1 (ON-1
CREDIT-1)) (PREREQUISITE BUY-1 (AND-1 (OWN-1 PHYSICAL-0BJECT-1)

(POSITION MONEY-1 (AT BUYER)))) (AGENT OWN-1 SELLER) (PRINCIPAL-
RESULT BUY-1 (AND-2 (OWN-2 PHYSICAL-0BJECT-2)

(POSITION MONEY-1 (AT SELLER))) (AGENT OWN-2 BUYER) (DEFINE
PROCEDURE (SELL-1 PHYSICAL-OBJECT-1)) (AGENT SELL-1 (KIND PERSON
SELLER)) (DESTINATION SELL-1 BUYER) (EXCHANGE SELL-1 MONEY-1) (DETAIL-
OF-METHOD SELL-1 ON-1) (PREREQUISITE SELL-1 AND-1) (PRINCIPAL-RESULT
SELL-1 AND-2) (DEFINE PROCEDURE (PAY-1 MONEY-1)) (AGENT PAY-1 (KIND
PERSON) ) (DESTINATION PAY-1 SELLER) (EXCHANGE PAY-1 PHYSICAL-OBJECT-1)
(PREREQUISITE PAY-1 AND-1) (PRINCIPAL-RESULT PAY-1 AND-2))



Chapter 2

ine Wil control struct! , self awareness, NQ explanation

susie Software 1s a system that we are currently
ueveloping in  Owbk which will we expert in writing p0locks
SrOgrans. Since tecnhnigues for writing prografs in the pblocks
worid have peen explored by bussman  anda Fahlman, we are able to

-oncentrate on tne issues of dialogue and the underlying Ual

Figure 2.1 snows a hypothetical
Jdialongue which bSusie Software will be able to have with a user.
AL this moment (April 19/74) only the first few lines of alaloyue
are ooerational, out this will let us explain guite a bit about

che UAL systen ana the OWL interpreter.

A fundauwental principle of O#L 1is that the entire console

5

D

Y

ssion is a oprocedure defined 1in OWL oy the subsystem builder.
jny line the user types at the console which is not uefined as Aa
next step in that proceaure is re jected. (#henever this hannens,
UsL will try to give a prompting comment to et the user "“back on
crack.") It is only by havina this strong moael of the
canversation tnhat the OWL systen 1S able to runderstand nser

szntences.



Hello, I am Susie. what is your name?

* [s111.
* [ neeu a orogyram to inanipulate blocks written.

[ can help you solve the oroblem of writing a orogram which
builas a scene using tne blocks from another scene.

* that is what [ want.
Uk. [ need a aescriotion of the initial and final scenes.

% the final scene contains 3 blockss: Bl, B2, and B3.

* what else do you want to know about the final scene?

nhat are the oositions of Bl, B2 and B3 with respect to each
other?

* 31 is on top of B2 and B3 is on top of Bl.

* [nitially, all of them are on the ground,
Uo you mean in the initial scene?

* Yes,

* Can you write the program from that?
[ have enouyh information to start writing the progyram. 1 can’t
getermine all or the information which I will neea until I write
the progygram.

* Ok
* Start writing it.

Lo your want e to decide 1lmplementation issues such as what hana
to grasp a plock with?

* Yes, 1f I can ask you about them later?
You can. s there a block on top of B2 in the initial scene?
* the initial scene only contains Bl, B2 anda B3,

I see., I have rinished the program. Do you want me to descripe
the proceuure?



* Yes,

First I move 32 with my left hanu, then I put Bl on top of 82
with my left hana, then I put 33 on top of Bl with my left hanu.

% How did you decide to use your left hand to move B27
I needeu to choose a hana with which to graso B2. Both of my
hands are free at that point in the problem.. You had told me to
vecide the implementation issues. I chose the first hand which I
thouyht of.
Figure 2.1

A hypothetical dialogue with Susie Software.



(LEARN

(LEARN

(DEFINE PROCELURE (SUSTES=-TUP=-LEVEL-PROCEDURE))
(AGENL (SUSIES~1TUP=-LEVEL.~PROCEDURE) SUSIE)
(METHOD (SUSTES=10P=~LEVEL=PROCEDURE)

(HAVE CONSOLE=-SESSION))
(PURPOGE (HAVE CONSOLE=-SESSION)

(O (ASK=FOK (CHARACTERISTIC AGENT))
(HELP (SOLVE (PROBLEM
(NRITE PROGRAM=1))))))

(AGENT (SOLVE (YrOBLEM (WRILE PROGRAMI))) CO-AGENT)
(AGLWNL (ASK=FOr (CHARACTERISTIC AGENT)) CO-AGENT) ‘
(QUANTITY SCENE=-1 Ong)
(PURPOSE PRUGHAM=-1 (BUILD SCENE-1))
(METHOD=0OF=ACCOMPLISHMENT (BUILD SCENE-1) (USE BLOCK=1))
(QUANTITY SCENE=-2 Onk)
(SOUKCE BLOCK=1 SCENE=2})) (

(DizFThe PROCEDURE x
(HAVE (KIND SESSION CONSOLE=SESSION)))
(AGENL (HAVE CONSOLE-SESSION) VERBALIZER-1)
(CO=AGENT (AdAVE CONSOLE=SESSION)
(KIND PERSON USER))
(MUST JSkR)
(PURPOSE (HAVE CONSOLE-SESSION)
(OR (HELP (SOLVE PrROBLEM=-1))
(ASK=FOK (CHARACTERISTIC AGENT))))
(AGENT (SOLVE PRUBLEmM=1) CO=-AGENT)
(AGENT (ASK-FOr (CHARACTERISTIC AGEN1)) CO-AGENT)
(SCENARIO (HAVE CONSOLE-SESSION) (TALK-1))
(PURPOSE TALK-I
(AND (TELL (LOCAL-QUOTE (NAME AGENT)))
(ASK=-+0OR (LOCAL-QUOTE
(NAME CO-AGENIL)))))
(DESTINATION (ASK=-FOr (LOCAL-QUOTE (NAME
CO=AGENT)))
CO=AGENT)
(THEN TALK=1 (TALK=2))
(IHEN FALK=2 (TELL GOODBYE))
(AGENT (ITELL GOOLRYE) CO=-AGEinl))

Figure 2.2



(LEAKN

(LiEAxN

(LEARN

(DEFINE PROCEUDURE (TELL SOMETHING))
(DESTINALTON (LELL SOMETHING) PERSON=1)
(AGENT (TELL SOMETHING) PERSON=2)
(RETHOD (TELL SOMETHING)
(XOr (IMPLIES (NOT (KIND
OBJECT
/PROCEDURE))
(SAY (LOCAL-QUOTE
(IS
OBJECY
(VALUE OsJECT)))))
(IMPLIES (KIND OBJECT 2PROCEDURE)
(SAY OBJECT))) )

(DEFTNE PROCEDURE (ASK=FOH SOMETHING))

(AGENT (ASK=FOK SOMEIHING) PERSON=1)

(DESTINATION (ASK=FOR SOMELTAING) PERSON=2)

(SUB=PHOCEDURE (SCENAKIO (ASK=FOR SOMELHING)

(ASK=AND=-ANSHER OBJECT))

(ASK=AND=ANSAER SOMETHING=1))

(AGEWL (PERTAIN) SOMETHING=1)

(DESTIWNALTON (PeERTAIN) OBJECT))

(DEFINE PROCEDURE (ASK=AND=ANSWEK SOMETHIKNG))
(METHOD (ASK=AND=ANSWER SOMELTHING) (ASK OBJECL))
(IHEN (ASK OBJECT) (SAY (KIAD SOMETHING ANSHER)))
(AGENT (9AY ANSWER) DESTINALION)
(DESTINATION ANSWER OBJECT)
(IHEN (SAY ANSWER)

(UNDERSTAND (IS (OBJECT (SAY ANSWER))))))

Figure 2.3



lhe top level proceuures for Susie Software are shown in
rigure 2.Z2. bExecuting the LISP call (PERSONIFY “SUSIE) will
cause OWl to look for what Susie does and, since she does just
one tning, to uo it. lhe METHOD of Susie’s procedure is simply
to have a console session. As can be seen in the bottom of
rigure 2.2, the procedure (HAVE (KIND SESSION CONSOLE=-SESSION))
does nol nave a wkTHOU, but rather a SCENAKIQ. A SCENARIO
aiffers from a MEIHUOD in that it is not strictly procedural; it
may have various subprocedures, but these are not organized into
a whole. In order to ygive a sCLEIMAKIO direction, we must give it
a rPurPlst.

In order to exolain our notion of PURPOSE we will use an
example from Goldstein. rigure 2.4 shows a line drawing, a

proyram to draw 1t, and an interpretation of that program.



column L Coluinn 2 column 3
FORWARD 10 UgAn SIDE

RIGHT 120 SEfur FOr SIDE

FORWARD 10 PDrAW SIDE DHAW TOP
nIGHL 120 SETUP FOr BOTIOM

FORWARD 10 DRAw BOTLIOM

rIiorti 180

Py uP

FORWAKD > Sklur FOR TRUNK DRAW THRUNK
KIGHL 90

Pl DO

FORWARD 10 DAk TRUNK

Figure 2.4
A tree and procedures for drawing it

at three levels of abstraction



liote that the procedure in column | has been described in column
2 by another nrocedure. dhereas in MICKO=-PLANNEK and CONNIVER as
well as in Odl METHODS we aescribe a procedure by the pattern of
ils result, nere we are Gescribing a procedure by anotner
procedure at a higner level of abstraction, which in turn is
descrioed by yet a higher level procedure. Ihere is a many to
one napping between the steps of a lower level procedure and the
next hiuner one, Ihis use of a procedural description of the
lower level orocedure is important for understanding it, but in
thils simple example the result can be described non-orocedurally
as  shown. It is well known, however, that it is very difficult
to descrice soume things non-proceaurally, and in this case a

procedure 1s also necded for describing the result of the lower

level vroceaure.

Keturning to 0dL, we will define a nigher level
proceuural description of a procedure P to be a PJKPOSE of P. A
oLCLNARTIO  1s a collection of subprocedures anug associated
knowledge which lacks a proceaural structure. 1his loose bouy of
racts can woe wused in partial fulfilment of many different
FUunrOSE’s. By mapping the individual stens of the SCENAKIO into
the steps of some PURPOSE, we yive procsdural structure to the

SCENART O,



awant, Lvents ang Conditions

[t seens funny to talk about a prrpose unless you want
something. Figure 2.2 shows increasing dJdegrees of precision in
specifying a want. (lhis <classification results from Charniak

and discussion witn uretcnen srown).

CAANT SQMEIHING)

/

ENTITY CORNDI 1TON
(O ERTITY) (CONTROL ENTITY) PROCEDUKE

/

(PRINCIPAL=KHESULT PrOCEDUKRE)
Figure 2.5
Specifying a want.

If we want something, it coula e an entity like a ball or a

company or a condition 1like brown hair, to be going to <the



circus, or umuans. Ir we want an entity, it means we want to nave

ity nut this coulu be either to own It or merely to control it as

ins

my father yave me the car ror tonight.

1ip has the nall.

many  peonle Teel we shoulu write (WANL (HAVE BALL)), not
CoAdl oA, [t’s true that, at a deeper semantic level, (WAnL

SUmiLtilaU)  means that we want either a condition to obtain tnac
goes notl now obtain or an =event to happen. 83y  syntactic
convention, %“to have" can usuallyv ve left outs thus, (WANT RALL)
does, at the Jdeeper level, mean (JAnL (HAVE BALL)). Althouan we
fave no  wefinitive argument, we feel that HAVE should not bpe
gratultously inserteu into the OWL representation. The knowleu e
ol the deeper interpretation shoula be an integral part of the
1nterpreter’s functioning. In order to work well, ttne
Internreter wust be able to think at a hign level of abstraction,
ana (nis impllies naving a goou mouel of the worla nuilt into it,
not into a canonicalized reprosentation.

sverytning  we know avour a thing which is important in
cnaracterizing it will oe referrcd to as its PRUPERTY?s. If we
think or a PrOrPerlY as oveiny true for all time, we will call it a
CiARACTenISTIC,  Otherwisa, it will pe known as a CONDITION.

the O4L PROCLEDJIREZS we have peen definina wicht have been

callea (will Le called) ACTIVITY?s. An  instantiation of an



ACTIVITY is also an ACLIVILY because instantiation is a multi-
level process. rHowever, just as we have ITHDIVIDUAL doos, we have
TWDIVIDUAL ACTIVIiIYZs, Known as eVeni’Zs.

ihe ACIIVITY’s in which a thiny has participated aren’t
thouyht of as PuOPERIY’S excent insofar as they are haditual or
typical or otherwise inportant in characterizing that thing. rork
exaanle,

vie sell items to sears.
gives an activity., we might also consider it a property of us or
osears, although the syntactic subject is enmphasized as the chonice
for the property.

sears bought a pattery froi us yesterday.
dgscribes an event. [t proovapnly woulu not be a property.

Cows eat gyrass.
is an activity andg a characteristic of cows.

1 have the munps,
i3 a conuition.

Feople were smaller in the olu uays.
is a conuition.

we usea to sell items to Sears.,
is an activity anu, as a hapitual one, 1s proovably a conuition of
hus,

ve sell an apple to oears every sondav.
is an activity which 1s 1like the 1last exanple except that it

suyyests a set of events,



Wwhenever tne Ovil. interpreter begins ayecutinag a
proceaure, it establishes an event. lhe interpreter will not
initiate an event unless it wants the event to hanpen, and since
it is ariven solelvy by reason, it will not want any event to
havpen which is not a subyoal of an event already initiated. Ihe
interpreter does an

(ADD “o0c1-GOAL=-FOH new—-event on-going—event),
lne Interpreter also keeps a list *xGOAL-LISI* of all the on-noiny
events,

hNow let us see how tThe interpreter would use the notions
of purpose and of wanting a goal in oraer to answer a aqilestion
aoout 1its actions, Suppose plock 5 is on too of block A and the
interpreter tries to execute (URASF A). It will note the
prerequisite ol GrAdDF that A mnust have nothiny on it anag want to
get (POSITION B (OFF=0F  A)). rollowing Sussiuman’s work it will
uiscover that this instantiates tihe pattern of the oprincipal
result ot CL:iAR=-Ort, (CLEAX-0OFr A) will be established as a
subgoal  of (SHASF A) witn a PuxiruSz of (GiEl (rOSIILION 3 (Orb=0r
A))). oW Sunpose we ask the systen,

why «11d you gyrasp oy
1L can answer

I wanteu to clzar off A.
or

I wanted to yet b off of A.



I'ne method of answering 1is to give the next higher level ooal,
n0s5sibly  reinterpretea in terms of its purpose. Hote how Hoaegth

i1s usea to make the purpose a proceuural statsment.

since the console session is interactive, not everything

that happens is a goal of the exvert systen. ihe user types in
statements from the console. To unuerstand these statements the
expert system establishes expectations. Ahenever execution

rzaches a point where the next sten 1is for the user to say
sometning, the systeuw establishes an expectation which it puts on
s APECTATTON=-LI ST, dhen the user statement is matcheu to an
expectation, the interpreter ueclares

(OLET=zAPLECTALTON-rOr user—-statement expecting-event).
oometimes the expectation is found only arfter the user statement
is in hand.

1o see¢ exactly what happens, let us return to tne examole
oI Susie software. (AAVE  COnSOLE=-5155I0n) 1s calleu with a
ourpose of helping tne user to solve problems of writing programs
to build a scene using locks from another scene. finen the
interpreter initiates a new event, it makes all of the arguments
wnicn are exolicitly passea in properties of that event. those
whicn are free at one level are lookeu up by itracing hack up CLhe
goal tree, followiny tne 5l-GUAL-rOK  chain. the AGENT of the
top level event is Suslt. since ouslikz will o the thinking, 1t

will only pe necessary to reoind the Aucdl when the user says a



line of console inout. In order to achieve the subgoal (HAvVE
CONLOLE=-5e85100),  the interpreter 1looks for a PrROCEDUXE of the
Torm (HAVE X) where CONSOLE=-SES5I04 is an instantiation of X. It
LT finds one it sets up a new event and binds the arguments to
tne event, making sure each argument passed instantiates the
value which that aryument can have as declared in the procedure.,

vext, as Jdiscussed aoove, it checks the prerequisites and

satistics them If necessary. It then begins to carry out tne
method or scenario, A procedaure (1TALK) is given as the value of
the oSCenNARIO  TFor (HAVe CUONSULE=-SESSION). iithen a value of a

oLoranll 1s given, it is uerineu to be the procedure to follow in
oruer to initiate Action on the scenario. Although it is notc
done here, various sub=-proceaures of the scenario could also be
given.

the proceaure IalK is in effect a special OulL interprecer
whlch interprets 1its PukPOsk, but with the important property
tnat 1t has recourse to user suqggestions. When it gets stuck, it
Knows that a statement of user input can be optained whenever it
types a %« on the console. since OWL is a systean for building
expert problem solving systeins, not for shooting the bull with
the user, 1t wants to keen the discussion focused on the purcose
if possivle, ihererore, 1ALK checks the ourpose to see if there
15 an opvious first step to take witnout getting user input. [he
purpose passed to [ALK is

(A (el (LOCAL=WUOTE (vAiE AGENT)))

[ S



(ASn=FOu (LOCAL=-QUOLE (WAL CO=AUIENT))) ).
ithis 1s an And, pboth parts of which have Lo be wone. lhe agent
of boclh parts 1s suSli. Iherefore 1TALK sets this up as an event
ana  starts the sup-goal (il  (LOCAL-QUOTE  (WAME  AGEwnD) ).
LOCAL=-QUOTz  means to evaluate the arguments of its araunment, out
not to awnply the function. lhus, the Avizul 1s evaluated to

odolo, and we get (TeLL GlAne ou31s)).

1hev oroceuure Lol 15 shown in tigure 2.3. e see tnat
the method 1s an AUty or axclusive or. ihe interpreter tries its
aryuuwients in turn until one is successful. The first argumant
says that if (wOT (KIAD OBJECL ZPrUCEDUKZ)) is true then ao (LAY
(LOCAL=-QUOTE (Io 0OsJeCT (VALUE 0OsJdeCT)))). 1o seea whetner (.07
(KINp  OpdeCl 2PROCEDURE)) is  true, the interpreter hands it to
tne WAL system Tunction THIWNK-THAT.

In oproygranmining  languages other than OvlL, a foraal
environment mechanism 1s maintainea so that the truth of a
statement whicn is, for exaumple, true at one point in time anu
not at another can he testeu at a point auring execution, without
tne tfesting process neediny to know the semantics of the
inuividgdual statement being tested. In OnL  this is not wone,
since UWL is a wvery high level problem solving language, it 1is
often the case that the truth of a statement cannot be aosolutely
g¢stapblishea, only strongly supported, with the data at hanu.

dnat level of evidence 1is required before the intervreter shoula



proceed as if the statement is true would seei to denend on
global consiuerations such as the other available alternatives,
tne resources available to find a solution, the seriousness of
the proolem peing solved, the possibility of reviewing the
solution later anyd changiny it, the types of discrepancies in
evidence wnich nave been occurring in this environment, anad (as
mentioned wy carponell and Thompson) the system’s willinaness to
take lacx of knowledye as a proof of negation in a certain topic
or its willingness to answef by analogy. Because of these
factors, it might pbe tnat the same proposition would be taken as
true at one point anu false at another. In orager to cut down on
the auplication of effort in investigyating a proposition more
tnan  once, lilwk-11ALl ouilas a case for why the proposition is
true or false ana returns this case as its result. A  function
teuer  1s  then used to exanine the case ana make the final
uecision. If the same proposition has to be investigatea a

scecond  time, the olu case is available as a startinag point ror
Tl AR=THA L, Hote that, as pointed out by srinivasan, if a

vroposition is not true, it may be desirable to use the case
returned py idlnk—1HAT as a uiae for making it true. 1his 1is

uone by UAL in the satisfaction of PHREREQUISITE’s.

Another reason Tor not establishing an environment
mecnanism sucn as the CUNTEXT mechanism in CORNNIVER is that it is

very hara to establish a filingy system for largye chunks of



inrormation before one knows the use of the information. since
it is haruer to nonredict the use of information in a problen
solving situation than in most current data processing
anplications, a CONiEZAl mechanisu is less userul. Also, as
originally conceiveu, the natural structuring of contexts was
tied Lo the rlow or contrnl, but it is not clear that the order
in which inforwation is learned is the vest way to structure it.
ror example, consiuer the process or medical diagnosis. Since a
patlent’s  fever and other syuptoms may vary from day to day, 1t
is useful to take a series of CONLLA1’s through tiuwe. & Tever
can then oe high in one of these ana low in another without
contraagiction, decause of the conoinatorial nature of meaical
dlaynosis, 1t is necessary to hyonothesize a diagnonsis paseu on a
iew syuptoms and tnen attempt to verify or refute it. Once a

hiypothesis 135 wmade, all deductions are done assumine it to oe

true and thus new contexts must e started for each ULine

interval. Ihe situation 1is as shown 1n rigure 2.¢. tha

intersection of the various assundtions diviue



ulagnosis |

aglaynosis /2

period | ceriod 2 periou 3 period 4

rigure 2.0

the vata base into small »ackets. Suppose that the hypothesis of
diagnosis 2 curns out to be false, we will tnen want to abanuon
that  assunption and its associated CONTEXI’s. However, many of
tne ractls we learned in the investigation of dJiaynosis 2 may be
true iIn spite of the fact the hypothesis is false. In order to
save tnose when we abandon the CONTEXT’s, we must examine each
ract and place 1t in  an aonropriate higher COaTEXT, which is

contrary to tne very spirit of the context mechanisiu.

e are rortinate that a nuaber of sophisticated prograus
nave  neen writlen in tne CONNIVIig languane. vwe find, in fact,
that In  the progyraws of Sussnan ana  ralhman, once-createu
codtleLl’s do not uictate the subsequent flow oif »rogram control.
For exanple, there 1s no direct back-un throujh previous

contexts. therefore, the notion that we are somchow “in" tne

- -



context 1in which evaluation is done becoimes awkwara. A Droyran
like bBJUIlLD or HACKEK wanls to pack off and contemnlate its past.
wne also find that the average COnWTEXT contains only a small
packet of facts anu that if any account is to be madue of their
validity under chanying circumstances, an additional mechanism
may e requirea (oelief-rings 1in mcbDermott), which allows the
explicit statement of their origin. ihis is precisely what our
record of events in intermediate term memory provides uUs. (e
assuite that 1f there are bad misconceptions in the rframes of lony
term memory, the subsystean bulilder must be called vack to pay for
his lies), fhe only data stored in intermeaiate teru menory are
events and their properties, which of course, include the results
of events. the two most important aimensions for structuring
events are taken to be the flow of control and the flow of time.
consequently, as mentioned pefore, all events are linked by Sezi-
COAL=FOr  and/or oSE{=EXPECTATION-rOs properties. Furthermore,
they are chained together in order of their start ana finish
times by STALT-TEAPORAL-SUCCESSOr and FINISH=-1TENPORAL-SUCCESSOH.
FAlan=1THAT must use thase relations in deciainy what facts in the

data base apply to the current guestion.

ile have digressed from oSusie Software and the [:LL
croceaure  of rFigure 2.3. oince (WAL SUSIE) is not a kina of
procedure, (LOCAL=QUOTE (IS OsJLCT (VALUL 08J:C1))) 1is evaluated

Lo (IS (WAML Suble) AUkD=LULIE), anu this is passed to the usiL
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system function SAY, which 1s responsible for turning it into Y
naue  is susis.™ Completion of the SAY coaonletes the THLL and the

interoreter beyins work on the second clause of

(Ao (FeELL (LOCAL=200 1 (wAdE AGENT)))

CASA=r0: (LUCAL=QuUOLLE (NAME CO=AGENT))))

1 sroceddre Aoa—rOx has a scenario which will call  ASK=Ad=-
anoninty,  Lne function tnat asks sinyle questions. (Although we
<150 illow as subprocedurss of the scenario additional ASK~Any-

Advdt’s  wWhose subject pertains to  the question.) In evaluating

Lae  argudicnt (LOCAL=QUOTE (WAME  CO=AGENLD))  The CO-AGENT is

evaluated. the 1nterpreter finds that the CO=AGENT has never
Been oound, On rinding  this, the interpreter goes back un

Larowih the 5 :1-00AL=FOi’s looking at the aroceaurs corresnonain::
¢ edca event until it comes to one which has a CO=AUGENT case
soaclfied. iis will e  (HAVE CONSOLE=SESSION). Here we sSee

taat  tne CO-AGuwl nust be a nerson who will e callea a Uski Dy

virtue or nis being the CO=AGedT of (HAVE  CONSULE=5ESSTON) . Ae
see furtner that uSz:¢ has the characteristic w~uST. This means

that 17 tne scenario of (HAV: CONSOLE=S0SSI10d4) is in oroyress,
then a speclfic Cu-AGtwT exists in the real world, although we
Ay not know anythingy aocout him. ilaving discovereu all this, the
interpreter uenerates tne OwL item (KIND USER) and binds the C0-

Aval of the (HAVE CONSULE=-®ESSION) event to it. It thus nas to
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invernret (ASJ=AnU=Anodior (RIND Usck))).

the e irdl for  ASK=ANJ=AND.l¢ Somethinyg is to first ask
che guestion, so GIHAL (WAan (RInD uvobkx))) 1s given to SAY. oAY
supstitutes YOU  for tne UU—Au:uL of  (fAV::  CONSOLE=ot:55T0:8) .
rollowing  tne idks vointsr, the interpreter sees tnat the next
step 15 for the user to say sometninag, so 1t nuts this sten on
tne axpectation 1list anu reads an innult statement from tne
console. In this case, the wuser’s statement is AJOD=-BILL, and
tnhe  iInterpreter tries to Allulbule  this to one of the
sxuectations.s [t notes thatl the expectation (SAY (KInl SOALTHIGG
fA00:)) 1S mart of the plan (ASK=AHD=ANSN=Zo (wAake (KIKD usa))).
since  AUxD=uILL is a name value, a natch 1is round. ATT 50l

5213 un

([5 WOAL=pTLL (KIND AnNDWER))

(UESTTAALITON (KIal ANSHAER)  (HAMLE (KIHD JSER)))

It then returns (K10 AdSHER).  TALK declares

(SELT=EXPECTATION=FOK (S5AY AOkD=-3TLL)

(ASK=AND=ANO it (WAME (KIAD USER)D D))

anu the Interoreter follows the [Haoh pointer in ASK-AUD=-ALSALC To
(unueslaliy (To (OdeCl (BAY AnSwaex)))). To evaluate Lne

argunent of  JubeasTAand, tne interpreter Tinds tne event (OAY
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=0l L) atiributeu to (LAY Anbdcr) and takes its OBJECT, HOLU-

cILL.

T

ANOizH ) .

Uolag)

vontrol

FURUIN

S

olit acove, the value of s anpliad to wOKI=-BILL IS5 (a]liy

(UiweSTAnD (RInp ANSwcd)) merely ueclares (wAls (KIay

AQxD=pILL)Y as 115 pPoliullrAL=gbouly,

AT

= R

(e

this point Asa-Anl~Aloack and  [ALK are both complete.

vasses  back Lo HAVE=CONSJILE=SES3ION, where the secona

cecuteus Inis TALn nas tne purpose

(ASR=FOi (CAARAC oIS 0TS AGERNID))

CHELPOOO0LVE (PaUol 2 Gl iE PROSHAM=1)))))

VPO Prdoli A= (EUTLD SCEn==-1))

Cali0D=0F =ACCOAPLISHE 5L (BUILD SCENF=1) (USi= BLOCK=1))
(QUANLT LY LCENE~T Gk

(LuurCi BLOCK=1 5CHEAE=2)

(UANTT LY SCiRiE-Z Onk)

(Aol (Abk=rFOR (CHAKACTERISTIC USiER)) CO=AGHNT)

CAopal (SULVE (PrOsLid (el Ll PROGRAM=T))) CO=AG=aT)

vlince the ©os level conpneciive 5 an Uk, LALK does not know now

LU owraceed, It taerefore reauests a user input statement, which

Lt onones will prove nseful ir dacidin: what  to wo. The user
Catleent ootilned is



(HAY (epD Ginlle PrUGLAL=T1)))
(AGedl (nbco (a1 PROGKAL=1)) CO=AUENL)
(JUANTITY PrOuiAG=1 Ons)

(PunPOSE PHOGKAA=] (mAllIPULALE BLOCK=1)).

s berore LAL{ Tfirst rerers to the expectation list, but now tnis

is enoly. 1t must tnerefore resorc to tho CLUE‘Ys assoclateu wiin

1ty oAl “ach SCLiA<LO can nave CLUIEYs associated with 1tT.
imese clues suggest actinons which he internreter conlu take in
the contewie oF that  SCLEdAclO. ithe clues are natterns  which

inuicate it awight be auvantageous to attewot exacution or soise

supproceuure of the oCunARIU.

CAALCH=HAAE (D6 SOAETHING) DO=SOMETHIAG)
(LB irlCIARY (CLhuk (oCeARIO CLALK))
(U (TrLL
(wANT
(O
(U0 SOMETHIAG)
(riely
(DO S0A:THING)) )
(Asn=IF
(O AN
(HizLP
(DO SOM=ELHING) X)) ))
(WeGSUTTATE=T (HelP DO=S0Me1HING) )
(PHEdoGUIST e w01l ATE=]
(ANL (ASesl (LLLL
(Al
DO=5041 11T G ))
Uskit)
(ASENY (ULl
(wiAnd
(HELP
DO=30mETHIRGY))
LSkt )))
(o 0100 neBUTT AL E=]



(AQic (LaPLicy (&IaU
(GOAL AGENT)
Gosdlily)
(;‘j':s\«‘l)
(1zLlL 0Ox)
Ol OBJECE)))
(LnPLly (DuSGEST=AND=ACCLFT
{GUAL AGEND))
(Bizol
(OsJeCy
(SUGGEST=AND=ACCERT
(GUAL AGENTII NN
(ol UBJdECT (GOAL AGENL))
(oluCtIVIEY (GOAL Asaml) ANY)
Lot D (GUAL ASENT )

1nls says that “do something*® 1s a clue for negotiatina to helo
Go 1t. lhe prereguisites for necotiation are that the user wants
o un 1t anu that ae wants £ 1o haln do it. IT the thing he
WaAnts to o 15 an instantlatior  of one of our current gyoals, we
Sy Yox™ and  wveain helping him do it. Otherwise, if we can
STHRJUS T, And ne accepis, a current goal of the agent which is5  an
instantiation  of whatl the user wants to uo, we begyin helpino niuw
w Lt

A nuner of tnings neea  to be pointed out. First, note
thal  Lhe Tora of wAatching hoere is to lonk  for an occurrance of
the clue 1In tne inouc. If this is founu, tnen ths umore yeneral

Patlern wten involving

L

the orocodure argunents and prerscuisices

15 atiennted. [T tThis 1s successful, then the WETHOU 1is
aitaanntaed. Mis is tne form »f aatchir rule used nv “oses in
his inteoration prograd. becond, note tne form of the method.

e AUa 54

¥ys Lo Llry 1ts arguients in  order until ones  suUcCeeuds.

18 32Cond Ar judent



(IaPLIeS (SUGGEST=AND=ACCePL (GOAL AGENT))
(BzoIn (Obdell (SUBGEST=AND=ACCEP L
(GOAL AGEw1)))))
(Rl ubd=C1 (GOAL AGuivl))

(SeleClIVITY (GOAL Ascivl)  AnY)

contains the expression (SgLECTIVILFY (GOAL AG=NL) ANY) which says
to  watch this expression for any goal of the agent. Lhe
interoreter could do this by pickina onz and, if that wiun’t
succeed, backing wup to try anotner. This woulu then be the
infamous nure bhack up mechanism of wICRO=FPLANHER!

In COndlvER  sussman  and clermott sugyyestea that tnis
hackun mechanisim be renlaceu by a proqgramiuer—-specified procedure.
with  this we heartily agyree. ifowever, thelr idesa of includinu
the programner”’s search ideas as part of ths pattern using the
dsessinilities  listY and  Ytry next" nhas  two disauavantaoes.
First, 1t wakes the pattern uifficult to hanule when we want to
sanipulate 1t, rather than execute it. Seconu, 1t imnlicitly
asserts that the orimary method of reacting to the failure of a

s0ssinility  is a more intelligent selection from the remainineg

rossihilities on the list. In Tact, a w@wore ylobal reaction 1is
orten required. For example, as Sussman says, if & robot nas

selected the next plock to add to a construction and finas the

wloci not, the response may phe to find a procecure to cope with



notv plocks, ratner than to select an alternative block.
olwmilarly, in osussman’s example of conflicting goals to De
ulscussea in the next Section, the solution is to reorder actions
At a hicher Joal »ased on  a alobal  understanding of the
wiiticuluy, ror thuse reasons we feel it is hetter to give the
Intersreter  the catiern as 1T is, and thesn advise it separately
on oY to watcn  it, rather than to embed the advice in the
patcern,

rinally, observe that Nis clue and its procedure ceal
wiln user stateients avout how to execute the nurpose, ratiner
than  user statements which ere manned  into elements of the
Sl L oS inat  is, in the alalogyue at this wvoint we are
ulscussing wnat we are yoinyg to do, not woing it.

et  us see in a little wore aetail how the matching will
proceea on this exanole, (LLL (WEED (WRITE PROSHAM=1)))  will
H2TCn tne clue (TELL (JanT (DG SUALRIHING)) )y the event (WEGOTIALE
G Calic PrGonAda=1))) 1is set Jp as a subevent of TALK. ifo

waxke this match tne interpreter assumes that 1if a nerson  naeds

something he wants 1it. DO=S0METHING 1s set to (WRITE PrOGRAY—~1)
v tihe matcn, rext the orurequisites are  checkeud. THINK=THATL

finds  the Tirst one satisfied by the saine logic used in matching
thne clue. ithe second one 1is true if we issume that expressing a
#ant  to susie is eouivalent to exoressing a want for help on it.
oo wWwill mage  this assumption -= if we did not, then TALK woulu

nave o ask the user.
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SULLES LT=ANU-ACCLPT  then sugyyests this alternative to the user as

5n0wWn 1n
acceptance.

eVl

oy

20

D
the aialoyue and sets up an expectation for an

dnen this 1s receivea, BEGIN sets up the anpnropriate
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grotocol Analysis

We have been speaking of the interpreter as if it were a

single unit. Actually it is divided into modules, As shown 1in

l"ig),. Zo‘/c

PARS E KIvDP b — THIMc-THAT
BELIEVE PCRSOMIFY | TALK CARRY -OVT
MAKE- SENSE-OF [ ASK EVALUATE
~ ~ say |
bﬂ’ RIBVTE
Fige 2./

Modules of the OWL interpreter.
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All of these odules are written in LISP. The LISP call and
return mechanism is used to communicate control information only.
lhe modules find all of their aata either as free variables in
snort term memory or as OWL items in intermediate or long term
nenory . The function which aétually interorets a METHOD or
oCENAKIO  (roughly corresponaing to APPLY in LISP) is CARRY=OuT.
The data to CakkrY=OUL is rererred to as a PLAi. Suppose CARRY~-

UJl were given the PLAWN

(PUL=0d=10P=0r B1)

(SPECTFIC=POSITION (PUL<Cid=TOP=0F B1) (OH=TOP=0F B2))
It would look for a proceuure (PUT-ON=-TOP-OF X), where Bl is a
kind of X. rinuing tnis, it would establish a new event and bind
the SPECIFIC-POSITION. Next, it would check the prerequisites of

he procedure selected,

If no procedure for going the plan can be found or if no
proceuure can be found for the plan for which the arquments can
pe  pound or if a prerequisite iz not satisfied or if the methou
of the selected procedure involves a subgoal, CARRY-OUT will

return control to PERSORNIFY-TALK. Pre4SORIFY=-TALK will then

attempt to decice what to do next.
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For exaiiple, consider the nroblem ulscussed by Sussman,

(Gl (Anw (POsILIOW Bl (GQu=Lop=0F 32))

(POSITLION B2 (Od=T0P=0F #3)))).

viven such a -joal, the interoreter shouly attempt to nlan which
arguiisant ol the ANU should pbe done first. rollowing Fahlman, the
internreter woula recognize that the positions of onjects are 3
clue to the use of SuprPukl-relation nlanning. We might have for

exanple

(DEFTHE PROCEDURE (PLAN (GET (AND POSILION=1))))
(Pl uCT PAL=RESULT (PLAN (GE1 (AND POSITION=1)))
(GET (AdD KIHD=2)))
(SELECTIVITY KInD=1 AuY)
(QUANTITY £IaD=1 Oui)
CAGENT (SUPPORT (QBJECT (KIND=2 POSILIOE=1)))
(OBJEC T £1do=1))
(HOT (SUPPORL (UBJECT (KIND=2 POSITION=1))))
(O1HER (KInD=2 POSILION=1) KIRD=1)
(U el CAL=POST T10w (SuPPORT (OBJECT
(KIHD-2 POST1I0H=2)))
(I (OBJECT OBJECTI))
Clren (GEL (Ao RIau=2)) |

(Gl (RIab=1 POSITION=1)))
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inls says that the nrincinal result of planning to yet the AnD of
some positions 1s to gel a position whose onject aoes not
support, as specified Ly the Awp of positions gyiven, the objact
or any of the other positions arfter getting the other positions.
(wote now Ulnkr 1s useu to achieve a wmutually exclusive

partition,)

ahen CAnnY=-0UL passeu control to PERSONIFY-TALK signaling

a new supaoal and the PLAA was

(Ud Canw (POOTITTUN Bl (O=10P=0F 32))

(POSTLICH 52 (Ou=[0P=0F 33))))

then  PersOnIrY=TALK would see the AnD and attemnt to call CAHiY-

(FLAN (Gt (AND (POSTTION 31 (O=TOP=-0F 321))

(POSITION 32 (Oa=00P=0r 33))))).

Lslng tne oroceaure  anove CARKY-0U1 would get as the nrincipal

resullt of the PLAN event

(Ol (POSTLIION 532 (OW=10P=0F 83)))

(LAt (GE0 (POSTITON 32 (ON=TOP=0F 53)))
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(ot POSTLITION ol (Un=108=0r 532))))

FraadUalrY=1ALS would then call CAHaY=0JLT with Lnis.

Sunpose, tnough, tnat tne avove orncedure for clannin

sositions werz not known. Then CAKrY=0UJl would have to sional
PooUdlri-1ALl that it could not find a procedure, In this case

Foaolu b y=TALS would  yive CARtY-=0J1  the »oriainal AJdlY nlan  and
calitY=Cul  would  take the supngoals of  the ALD  In the order
Writion. First (POLTLION 31 (Ou=10P=0r ©2)) would be  obtainzd,
ana then (PUL=0a=T0F=0r r2) would ve called with the nuroose (Gbl
(PUSTITON 32 (On=10P=-0F ©3))). This would result in a subanal of
(UrASyY  B2). now  (POSTTION Bl (ON=TOP=0F  132)) violates the
orereauisite of (GRASP $2). Thus (Gel (POSITION B1 (OFF=0F B2)))
15 passed To PenSONIrY—-TALK. At this point the tree of subgoals

i1s as snown 1in tig. 2eGa
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(et (AnD (POSIILION 81 (On=10P=0F 52))

(PUSTLTON B2 (Od=TOP=-0F B3))))

N

(Gl (PUSTTITON Bl (UN=10P=0F B2)))

(GET (POSITION B2 (ON=TOP=0F 53)))

(PUi=Oi=10P=-0r $31) (PUT=0n=T0P=0F 2)

(P L oriAle=1)

$51)

(U ALK

(40VE HALD=2)
(LeT=-GO0=0F B1)
(FI6D SPACE=2) (GrASP B2)

(GeT (POSTTION 1 (OFF=0F B2)))

f“l‘;_‘o PQU

rec¢ tor onuillding a three nlock stack.

o

voal
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pefore moving sl, PerSONIFY=TALK will check to see 1if the

current voesition is of any importance. It will 1look for <the
event whicn establisned the current position. It will fina tnat

(rPusTilon Bl (Ou=10P=0F B2)) is the PrINCIPAL-LESJULY of  (PUL-U=-
Lor=0F  £l), winlch was done for tne PUrPOSE oOT establishing the
position. It may be aifficult in general to establisn when a

sosition can e changed, nut certainly one established on
surpose* has to be lookeu at closely. PERSOnlrY-TALK will give

Ukt =0ut

(it&ES0LVE CONFLICT=1)
(i Z TAL=POs TTTON
COurLIvi-]
Citz Lol
CARD
(G (POSTLITON 31 (OQu=10P=0F 2)))

(Gl (POSTITON 31 (OFE=0F $32)2))))

where the two GiEl’s refer to the events. As nointeu out by
sussman, there are a number of cases which must be considered by
(KLSOULVE COnFLICL).  Here we will only develop the case in point.

Chme7=0ul will Tinu the aefinition

(DEFT PrOCEDURE (KESOLVE COnELICT=12)
(e TAL=POI 110N COnFLICLI=1

(SlELAEES (ARD BEVeEAT=1 BEVENT=2)))
(ALTCHA=HAM S SVENL=4 1=4)



CAND (Kol (PHEEQUISTTE (SUPERTUN EVENT=2))
(DisdeCT BVENT=2))
(SUBLGUAL =vENT=4 EVENL-])
(DUBGOAL LVEAT=4 EVENT=2))
(SELeCTIVILY Vel i=4 AnY)
ColnND (Ol (an) CONDITION=1)) EVENT~4)
(STAL eVInil=2 (AFLEx (olARL EVENT=1)))
CAATCH=RANE cVenT=2 12)
(PRINCIPLE=RESULT (uESULVE CONFLICT=1)
(PrCEDUHE =
(GET
(OBJeCl EVEdLT=53)))
Clriizn (G (UBJeCE BVENT=5))
(o't (AND COnpIrT0OnN=3)13)
Vol (OLJECT BVENT=9) COADITION=3)
CopLLCTIVILY cvVenl=o 1Ae)
(SUBGOAL BVERNT=-9 k2)
(SUPLERTOR cVizdl=% F4))

lals proceaure will resolve he conflict between event—| anda
cvent=2, where event-2 nas  as its object a prerequisite of 1its
Superior ana event-Z occurs after event-l and both are subgoals
of an event E4, whicn is of the form of getting the AND of some

conuitions, fo resolve tnis contrlict, we first ¢get the condition
waleh  is the object of  event-5 (which 1S an  inferior of r4 anuy
nas event-2Z as a  subgyoal) and then gyet the otner conditions of
Lete Alth  tnis  proceaure avplied to  the conflict at  hand a

procedure for

(A (FOST i {un 31 (v 1 OP=0F B2))

(POST LT O B (Op-1OkF=0F 52)))

will De ounerated. PEgSONIFY=TALS  can then call CAHeY=-CUL on
this  PLAn again., [T 1s not necessary to undo (POSITION B1 (Ui—

Lr=ur 52))y  since the satisfaction of the prereguisites will
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take care of that.

Another interesting example of protocol analysis is founa

in the thesis of wmark. This involves tracing back through
~revious steps of a simulation. suppose a variable value 1s too
niygne. Then if that value is evaluated as a sum, one of the

inputs wust be too hiyh. Tracing oack in this way mark’s program
lnoks for a result caused by a decision rule which the user could

change to produce a petter result
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Augmented State Transition Netuwork Pars i

Recent progress in computer parsing of English, such as the work
of MWinograd and Woods, gives hope that the syntactic difficulties in
hand!ing natural language will soon be solved. In the OWL system our
interest is almost exclusively with typed conversation. This is easier
to handle than speech or |iterary prose, and the remaining syntactic

difficulties appear to be conjunction, adverb placement, and ellipsis.

In building the OWL parser, we have followed Woods in using an
augmented state transition network. Using a similar paradigm, we have
faced the same design decisions as he. Houever, ue have followed a
somewhat different philosophy, which has caused us to make quite a
different set of choices. As our philosophy is based on as yet unproven
assumptions about the phrases to be parsed, we cannot yet say that our

methods are better than his, but at least we wuill get some different

test experience.

Appendix B gives an extensive discussion of the OWL grammar. As
most of this is no different than other systems, we will not go through
it in detail here. Rather, we want to explain the particular parsing

philosophy of OWL.
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A basic tenet of Woods, Winograd, and OWL is that not all of the
facts of English syntax are best handled uith the same mechanism. Woods

and OWL identify five different mechanisms:

a) The part of speech and properties of individual words

are found by ad hoc routines.

b) The language is taken to contain a limited number of
phrase types (groups).
In OUL these are:
1) clause
2) noun group
3) verb group
4) preposition group
5) question group
6) adverb group
7) adjective group

The basic facts of word order for each of these groups are

represented by a state transition netuork.

c) Additional syntactic facts and the semantics of
these groups are handled by functions associated

Wwith the arcs of the state transition network.

d) The basic recursive process by which these word
groups are assembled is implemented in an

interpreter.

a) Conjunction is handled by a separate algorithm

super imposed on the basic interpreter.
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Some illustrative state transition netuworks are shown in Fig.

3.1. The parser uses these networks as plans just as the OWL

interpreter uses plans.

Suppose we give the parser the sentence:
The man sold a big red apple.
The parser always starts out trying to complete a top level ne tuork,

which, for illustration, we will take to be the major clause.
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BE-VERB-GROUP ADJECTIVEAAa(:)

NOUN-GROUP

_NON-BE~VERB-GROUP +f" “\PARTICLE

(;;;&-GROUP PREP-GROUP

MAJOR-CLAUSE

ADJECTIVE

PREP-~GROUP

(::}_ A-THE-NO

DID @NOT ’;O FINITE-VERB 3( )

FINTTE-VERB

VERB-GROUP

FEW \! ’
L4
VERY f( ADJECTIVE @
O- /

ADVERB-GROUP

Fig. 3.1

Some illustrative state transition networks.
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The parser thus assumes the initial major clause network state and looks
at the first word of the input sentence, which is the. It now attempts

to pursue one or both of two paths.

a) It attempts to use the as the next arc of MAJOR-CLAUSE.

b) It attempts to start a new group with the.

To add the to the major clause, the parser gets all the's parts of
speech. (We have extended the notion of part of speech to include all'
of the categories uwhich show up on the arcs of the state transition
netuork.) The part of speech of the is A-THE-NO. Since A-THE-NO is not
a kind of noun group, the parser is not able to add the to the major
clause. The parser then goes on to consider the second possibility -
starting a neu group. Every part of speech has associated uith it the
group it can start. (Things are arranged so that there is only one.)
The parser finds that the can start a noun group as an A-THE-NO. Before
starting the noun group, the parser checks to see uhether, in fact, a

noun group could fit into the major clause at this point. Since one
could, the parser attempts to start it. Each arc of the transition
netuork has a function associated with it. This function makes
additional checks (beyond the simple checking of parts of speech) and
builds the OUWL structure. It takes as arguments the OUWL structure at
the current node and the constituent (word or group) just found.
Applying the function associated with the A~-THE-NO arc, the parser gets
(SELECTIVITY NOUN-GROUP-1 THE). The dashed arc paralleling the A-THE-NO
arc in the noun group netuwork means that a noun group can aiso be

started directly uwith an adjective.
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The second word big is an adjective. The parser considers
starting a noun group with it but doesn’t, because a noun group is not
needed as the next constituent in the current netuork. Houwever, the
parser is able to add the adjective to the current network. Since the
noun is not knoun yet, the adjective is just stored by forming the OWL

structure:
(UNUSED-ADJECTIVE NOUN-GROUP-1 WORD-BIG)

The next word man is a noun. MWhen the parser adds it to the noun group,
it has enough information to construct a set of meanings for the noun
group. For each meaning of the noun, the parser goes through any
UNUSED-ADJECTIVE's (in the reverse order in which they were found). It
attempts to modify each meaning of the noun with each meaning of each
adjective. The parser succeeds in pro?ucing a meaning for the noun
group only if some modification is permitted by the user’s OWL world
model . Because of the limited world of a particular problem solving
system, it is not common to have many meanings for a noun group. The
parser takes a branch for each meaning. In deciding what noun groups
make sense, the parser can use any information in the data base as long
as it is not derived from the major clause being parsed. For

the big man, the parser will end up with one meaning, namely:

(SIZE MAN-1 BIG)
(SELECTIVITY MAN-1 THE).

The next word sold is a verb. It will not fit onto the noun

group, nor will it start a group which will fit onto the noun group.
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Now, at each node of the noun group, there is a function which gives a
list of groups found if the function can be applied successfully to the
OWL structure that has reached that node. Applying that function, the

parser is successful in finding:

(SIZE MAN-1 BIG)
(SELECTIVITY MAN-1 THE)
(SYNTACTIC-TYPE MAN-1 NOUN-GROUP).

It then sees that this noun group satisfies the first arc of MAJOR-
CLAUSE. Houever, just as the parser must wait for the noun in a noun
group before constructing the meaning, it must wait until it is past the
surface direct object, if any, of a clause. So the OWL structure is

now:

(UNUSED-SUBJECT MAJOR-CLAUSE-1 MAN-1)
(SIZE MAN-1 BIG) |
(SELECTIVITY MAN-1 THE)
(SYNTACTIC-TYPE MAN-1 NOUN-GROUP).

At this point the wuord sold can be used to start and, in fact,
constitute a verb group. The verb group formed is a kind of NON-BE-

VERB-GROUP. After integration into the major clause, we have:

(UNUSED-SUBJECT MAJOR-CLAUSE-1 MAN-1)
(SIZE MAN-1 BIG)

(SELECTIVITY MAN-1 THE)
(SYNTACTIC-TYPE MAN-1 NOUN-GROUP)



Page 9

(MAIN-VERB MAJOR-CLAUSE-1 SELL-1)
(PAST SELL-1)
(TYPE SELL-1 FINITE-VERB-GROUP)

The next word, a, is not a particle nor does it start a group
which leads to a particle. Houwever, the parser is able to continue by
following the dashed arc to the next node, since it can successful ly
apply the function on this arc to the OWL expression at the previous
node. (In this case the function succeeds and does nothing.) Nou, the
word a can start a noun group. This noun group is found just as was the
first one. Again, the adjectives are applied to the noun from right to
left, because the natural order of adjectives in English is thought by

some to reflect the criterion that those adjectives closer to the noun

are more restrictive.

At this point, there are no more words in the sentence, so the
completion function for the current node will be applied to the current

OUWL structure.

(UNUSED-SUBJECT MAJOR-CLAUSE-1 MAN-1)

(SIZE MAN-1 BIG)

(SELECTIVITY MAN-1 THE)

(SYNTACTIC-TYPE MAN-1 NOUN-GROUP)

{(MAIN-VERB MAJOR-CLAUSE-1 SELL-1)

(PAST SELL-1)

(TYPE SELL-1 FINITE-VERB-GROUP)
(UNUSED-FIRST-0BJECT MAJOR-CLAUSE-1 APPLE-1)
(COLOR APPLE-1 RED)
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(SIZE APPLE-1 BIG)
(SELECTIVITY APPLE-1 A)
(SYNTACTIC-TYPE APPLE-1 NOUN-GROUP).

The location of the completion function in the netuwork implies that the
OWL structure must contain a subject, an active or passive verb,
possibly a particle, and possibly a direct object. The function finds a
subject, active verb, and direct object. From this it knouws that the
direct object must be the OBJECT semantic case of the verb and that the
subject must be the AGENT. Checking the user’s world model of SELL, it

finds a meaning of sell that conforms to this pattern and returns:

(SELL APPLE-1)

(COLOR APPLE-1 RED)

(SIZE APPLE-1 BIG)
(SELECTIVITY APPLE-1 A)
(AGENT (SELL APPLE-1) MAN-1)
(SIZE MAN-1 BIG)
(SELECTIVITY MAN-1 THE).
(PAST (SELL APPLE-1})

This completes the parse. The reader should note that the parser
will find all parses, branching in its search to follow every
possibility. Incomplete parses are not cut off on the basis of louw
probability, because we want the subsystem builder to know that he is
getting all reasonable interpretations of the user’s input statement.

There are several reasons uhy this can be done without combinatorial

explasion, Firast, the limited nature of the user’s world means that
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semantic checks rule out many paths. Second, the parser and netuorks
are uritten to postpone decisions as long as possible, uhich results in
better decisions using more information. MWe sau this illustrated above,
uhere assembly of the clause was delayed until the direct object nas
found. Third, as we Will see belouw, it is possible to save constituents
so that if they are needed by another branch they do not have toc be
recomputed. Finally, it is our informal observation {uhich we must
still prove) that uhen the available local syntactic and semantic
constraints are used, most false branches die before they go very far.

So-called "garden path" sentences do not occur often in discourse.

Consider the sentences:

The man sold very feu red apples.

The man sold a feu very red apples.

Referring to the adverb state transition network, we see that very can
produce either an adjective or a quantity. When very is reached in the
second sentence, we can use an adverb but not a quantity. This is not a
problem because very has only one part of speech and thus must be used
as an adverb (and, because adverb groups are cheap to produce, we aluays

form them).

Next, consider the sentences:

I went doun the path for bicycles.
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(GO I

(PAST (GO 1))

(TRAJECTORY (GO I) (DOWN PATH-1))
(BENEFICIARY PATH-1 BICYCLE-1)
(SELECTIVITY PATH-1 THE)

I went doun the path for lunch.

(GO 1)

(PAST (GO 1))

(TRAJECTORY (GO I) (DOWN PATH-1))
(SELECTIVITY PATH-1 THE)
(PURPOSE (GO I) (GET LUNCH-1))
(AGENT (GET LUNCH-1) 1)

For is one of the most difficult prepositions to handle semantical ly.
But, beyond that, notice that in the second sentence the preposition
group for lunch uill be parsed tuice. As shoun in the first sentence,
it might modify path. Thus it must be parsed as a possible modifier of
path. When thie fails, down the path is returned to the clause level
and for lunch is considered again as a modifier of the clause. For this
reason, uwe save every completed group, and we make the rule that once a

group is started no information from the current major clause except
what is inside that group can be used to control its formation. This

Hay a group is equally valid no matter what prompted its formation.

Whenever we are ready to start a group, we first look to see if all

of the parsings for that type of group and beginning at that point in
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the sentence are aliready known. Notice that this means that in the

sentence

I didn’t sell no apples.

the double negative cannot be used to stop the noun group no apples once

we have started it. If we did that, then in

I went doun no path for no particular reason.

We uwould stop no particular reason when considering it as a possible
modifier of path. It would then be unavailable for modifying went,
since the fact that a noun group was once started at that point in the
sentence is later taken as evidence that all possible noun groups that

could ever start there have already been formed and saved auay. Since
double negatives, improper person-number, and the |like Wwill not ‘occur
that often, not using these criteria to block parsing paths is no great
loss. It also seems that people parse sentences with these mistakes
anyuay. Since we check the results at the higher level, it actually
seems preferable to be able to let such usage through as long as a

combinatorial explosion doesn’t result.
We face a neu difficulty in the sentence:
The apple the man sold Bob was red.

After finding the apple, the parser encounters another the. This

doesn’t post-modify a noun group and, although it can start a noun
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group, a noun group can’t post-modify a noun group either. However, a
noun group can start a relative clause which post-modifies a noun group.
The parser knous about this situation as a special case and can produce

the relative clause as one possible parse of this construction.

In the sehtence

He gave the dog the man was with the bone.

the object of with is the dog. The reading "the man was uwith the bone"
might fail because people are "at" bones not "with" them. The grammar

must be written to return

(UNUSED-SUBJECT RELATIVE-CLAUSE-1 MAN-1)
(MAIN-VERB RELATIVE-CLAUSE-1 BE)

(PAST BE)

(SELECTIVITY MAN-1 THE)

(UNUSED-PREPOSITION RELATIVE-CLAUSE-1 WITH)

as a modifier of the dog. The dog is then modified to form

(SYNTACTIC-TYPE DOG-1 NOUN-GROUP)
(SELECTIVITY DOG-1 THE)

(POSITION MAN-1 (WITH DOG-1))
(SELECTIVITY MAN-1 THE).

Let wus consider an example invalving multiple semantic

interpretations. The sentence
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He looked up the pipe.
has tuwo readings. One is to look up a pipe in a listing of pipes; the
other is to physically look through it. We get these two readings by
treating the preposition up either as a particle as in look up or to
mark the trajectory as in up the pipe. Since we wuant to get both
readings, unless semantics eliminates one or both, we must aluays try
prepositions both ways. This is an example of a situation where a word
can both fit into the current group and start a new group, depending on

the part of speech taken. In the phrase The big fat man’s store, ue see

that in an expanded grammar a noun group can in fact modify another noun
group, and that, because adjectives could go with either one, we have a

combinatorially explosive situation. Our approach will be to put
together whatever combinations make semantic sense. We must hope that

phrases |ike Wood’s

U.S. naval vessel acquisition cost estimates

port main gear door rear book operating spring strut plunger

do not occur too often or, if they do, that semantics will eliminate
many possibilities. [f this doesn’t hold, we must face the fact that

U.S. can modify naval or vessel or, possibly, estimates without changing

the semantic interpretation. This would suggest delaying the placement

of U.S. until the phrase is used.

In the sentences

The city people like is Philadelphia.

The city people like Philadelphia.
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this same approach of delaying the decision on citu people could be
taken. But here tuo really different syntactic constructions are

involved, and the OWL approach would be to branch. Similarly, in

The iast day he sold apples.

The last day he sold apples was Fridau.

we would branch.

Nou, let us contrast our approach with that of Winograd for the

sentence:
Houw much did we sell to Sears?

When UWinograd's verb group expert finds the did, it will scan over the
we and locate the gell, getting did sell. Bookkeeping will allou the ue
to be picked out as the subject. In our approach, the verb expert finds
did and later sell; it is at the clause level that the combination is
made. We move systematically from left to right -- there is no looking
ahead or picking apart.

Fimally, consider

It is not possibie to drive a nail with a fish.

We will not accept drive a nail with a fish because not only is a fish

not a hammer, but we do not have access to the not possible since it is
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part of the same major clause. After the parser is finished, however,

We could apply a follou-up program to attach wijth a_fish wusing the

phrase it is not possible as context.
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Some_aspects of meaning

Using the parser described above we can locate possible syntactic
units. The problem is to construct the appropriate OWL for these units.
In this section we want to discuss some of the assumptions underlying

our method of doing this.

There is a general recognition that language can be described at
various levels such as the phonemic and the lexemic. For example, in
Stratificational grammar Lamb shows s8ix strata: hyprophenenmic,
phonemic, morphemic, lexemic, sememic, and hyersememic. The nature of
the mapping between levels appears to be that small sets of elements at
one level map into small sets of elements at the next. Thus any one
element might be used in several ways; it is the set of elements we are
looking for. In our opinion these sets are easy to find because they
are often physically adjacent or at least adjacent once some parse
structure has been determined. We associate with each word the sets it
occurs in and then eliminate by checking neighbors similar to Waltz.
Everyone is familiar with the idea that some strings of words form
idioms. What we are suggesting is that this is a frequent phenomenon

rather than the exception in the translation process.



Page 19

The above point of view will come out in our classification of
the roles prepositions can play in a sentence. As an example of an
idiomatic unit consider the sentence:

I put the cake ontop of the jar.

We will take ontop of to be a unit; we will not consider of to flag the |
genitive here. MWe might contrast this with:

I put the cake on the top of the jar.

Other examples are left-of, right-of, east-of, south-of, and west-of.

Occurrence of an idiomatic expression can be fortuitious, causing a
slight difficulty in reading.
I took the cake out of the oven.

I emptied the bag | threw out of groceries.
We note seven roles prepositions can ptay in a clause:

A) Prepositions can be used as particles to select a meaning of a
verb or of an adjective with be. Consider first the selection of the
meaning of verbs other than be.

I threw up.

[ threw my dinner up.

I threw up my dinner.
This use accounts for the ambiguity in the sentence:

I looked up the pipe.
One reading is to take up as particle, meaning to look it up in a
reference book. The other use of up, covered in G), indicates the
TRAJECTORY where one looked. These two uses of up split when we replace

the pipe with it. For the first ue say:
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I looked it up.
For the second we say:

I looked up it.
With the pronoun, the sentence is harder to understand because of the
reference problem. Our experience indicates that, as new uncertainties
appear, the rules of English force the removal of other uncertainties to

keep the processing load in control.

Note the different use of the reflexive in
They threw a smokescreen around themsel!ves.
They expected a smokescreen around them.

We will handle this by making around a particle in the first

sentence and not in the second. The idea is that throwing a smokescreen
around something is a different procedure than throwing it between tuwo
things, for example. One does not have different procedures for
expecting a smokescreen. We then make the rule that a particle takes
the reflexive, We can think of a verb as having many different
meanings. For example

[ shot the rabbit.

I shot the picture.

I shot the breeze.
are all different meanings of shoot. In this case, the direct object
selects a meaning éf shoot (except that the second sentence allows two
of them). The particle also selects meanings of the verb, although the
object many resolve it further.

I changed into dry clothes.

I changed into a prince.
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procedure put-on-top-of which is more

specific than put, then we may want to make on-top-of a particle in

Put block A on top of block B,

so0 that the parser can find our procedure easily.

be used in conjunction uith be and an adjective:

I am_mad at myself.

Music is popular uith teenagers.

Etephants are fond of peanuts.

Childern are uWild about candy.

The heat uas hard on this eskimo dogs.

The paper was full of water.

I am sold on exercise.

He is good with his hands.

Prepositions can also

B) Prepositions can also select a meaning of noun. One way to think

of this

expressions in

abstract,

class of expressions is that it is analogous to location

no

Therefore, an

He

He

He

He
We

Has

Wwas

got

Has

8aW

the physical world, but, because

particular preposition is required

idiomatic choice is made.

on time.

in time.

the television on trial.

under investigation.

the color TV show in black and white.

the expressions are

on semantic grounds.
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That is beyond guestion.

We talked in_a whisper.

We talked at length.

C) Prepositions can indicate time and position. If a prepositional
phrase indicates time or position then the preposition is not just a
flag, but contributes to the meaning. Since many prepositions can
indicate time and position as well as other things, it is necessary to
recognize time and position expressions by the semantics of the
expression in the context.

We sold apples in 1972.
We sold apples before 1972.
We sold apples during 1972.

We sold apples in Boston.

D) In giving a trajectory, the preposition can stand alone or with an
object, and it gives semantic memory.
He ran across.
He came over.

He ran in.

He ran into the house.

E) MWith can flag a second subject or direct object. It may be that
no particular distinction specific to the procedure can be made between

the tuwo subjects or objects. There is only a general subordinance.
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Bob and I went to the store.
I went to the store with pr.

The ice cream was eaten uWith the cake.

I ate the ice cream with the cake.

F}) By is used in the expressions: by himself, by herself, etc.

G) Of can flag the genitive.

The running of the deer was graceful.
The story of the bear Was interesting.

That boot of mine is missing.

H) To introduces a clause. It can flag the PURPOSE when it is

expressed as a clause,

I went home to get a book.

I) Finally, prepositions can flag semantic cases. By "flag" we mean
that the preposition serves solely as a marker. As Filimore postulated,

He can define cases so that there is only one preposition for those not

involved with time and space.

Case Preposition
AGENT by
QUANTITY by

TARGET at

RATE at
BENEFICIARY for
FXCHANGE for
DURATION ' for
PURPOSE for
INSTRUMENT Hith

SPECIFIC-RAUW-MATERIAL with
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METHOD-OF -ACCOMPL I SHMENT Wwith
MANNER with
SOURCE from
DESTINATION to

COMPARISON like
OBJECT-DESCRIBED about

The DETAIL-OF-METHOD case is marked by preposition use B}, that
is, it is idiomatic.

I bought it on credit.

The remaining cases are marked by phepositions in the earlier
uses. In particular, it seems well to point out that away-from, out-

of, off-of, out-from-under, into, onto, over, and under mark the

TRAJECTORY.

Nouns derived from verbs

The word sale is derived from sell. It is important to know this

because it allows the parser to handie sale by looking at the OWL
definition of sell. The user of prepositions is demonstrated by
We sold a battery to Sears from the warehouse in *72.

Our sale of a battery to Sears from the warehouse in '72 uas

profitable.

The battery’s sale by us to Sears was profitable.

The rule is that all of the cases are flagged by their normal
prepositions. The possessive plays the role of the surface subject and

of flags the direct object.



Page 25

'There are many other verbs from which nouns are derived; some

examples are example, infect, propose, and insist. Tuo interesting

nouns are referral and reference, wuhich are derived from different
meanings of refer.

I referred Bob to the dictionary.

My referral of Bob to the.dictionarg was unusual.

I referred to the dictionary.

My reference to the dictionary was unusual.

Consider the procedure selling. We may want to speak about the
all sellings or a specific instance of selling. Ue may also want to
speak about principal results of selling in general or a specific
principal result. The four possibilities are:

Selling requires a certain kind of personality.

I gave him a hard sell.

Sales is where the money is.

I got three sales yesterday.

Let us try the same thing for the verb employ.

Employing requires a certain kind of personality.

% | gave him a hard employ.

Employment is where the money is.

I got three employees yesterday.

We can see that the verbs do not make their derived nouns in a
completely predictable uay. The noun derived from the agent, however,

is easy to predict, it marked by er, as in seller or emp loyer.
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Adjective

1f a man says

I want my house painted.
then he can mean either that he wants the act of painting performed on
his house, ot that he wants a house that has painting already done to
ite. We uwill distinguish This is OWL as

(WANT (PAINT HOUSE-1))

(WANT HOUSE-2)

(PAST (PAINT HOUSE-2}).

Thus, we will define the adjective painted in terms of the past of the

verb.

When someone is certain, trivial, fun, or simple to please, these
adjectives refer to the speaker’s opinion. When someone is able, happy,
or siouw to please, these adjectives refer to his characteristics. Note
that these are distinguished by

John uas fun to please,

It was fun for me to please him.

John uas able to please,

# It was able for me to please him.
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Al ternate Surface Level Constructions.

These last sentences bring us to the discussion of different
representations in English for OWL expressions which differ only in uways
to subtle for us to do much about at the present. Consider

I gave the ball to John.

I gave John the ball.

By moving John into the position normally held by the OBJECT, it
acquires overtones ﬁf the OBJECT, that is, of being the most important
noun group in the sentence. We could indicate this in the OWL structure
by adding an additional! property, but we would probably not know what to
do with it. UWe also have the passives

John uwas given the ball by me.

The ball uas given to John by me

? The ball was given John by me.

Again all of these sentences would be represented the same in
OWL. Note, that in order to distinguish the first one from the third we
need to knouw what can be given to wuhat. At a slightliy greater
difference in meaning than the above we have

I smeared paint on the wall,

I smeared the wall uith paint.

I shot the gun at the rabbit.

I shot the rabbit with the gun.
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We can handle these wuith two meanings of smear or shoot in the

same frame, similar to the way in which buy and sel! are handled.

For so called ergative verbs |ike open, the surface subject can
be the AGENT, the INSTRUMENT if the AGENT is missing, or the OBJECT if
the AGENT and INSTRUMENT are both missing.

John opened the door uwith a stick.

A stick opened the door.

The door opened.

Here again, by going into subject position the noun groups take on
overtones of its primary occupant, the AGENT. UWe would, however, use

the same OUWL form.

In the case of benefit we have only an object and a source. The
source can go to subject position.
John benefits from the will,

The will benefits John.

Verbs uhich take a plural subject often take different forms.

John and Jim met.

John met with Jim,

John met Jim.
In these three sentences the properties of AGENT are shifting
increasingliy away from Jim, yet we are uncertain of any specific change
in Jim’s role in the meeting procedure. In OWL, the user might have

di fferent procedures for these or he might not.
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A more complex problem is

I smelled the rose.
The rose smelled good to me.
I caught a whiff of a good rose smelli.

We smelled the same smell.

As additional data let us look at

I ran the machine

The machine ran.

That is okay by me.
That seems okay to me.

The rose looks okay to me.

It seems reasonable to handle run exactly like open, that is,
Hith just one meaning. Houwever, uith smell there seems to be more of a
distinction between someone smelling a rose and a rose smelling. The
smeller of a rose is not responsible for the rose smelling the way the
runner of a machine is responsible, unliess we think the rose has no
smell without a smeller! The third sentence would tend to indicate that

the smell is there whether the smeller gets it or not.

We uill side aganist Bishop Berkeley and maintain that the rose
creates a perception uhether anyone is there to get it or not. Words
like good and okay give the opinion of the perceiver. The parallel

analysis of seem would then be that the AGENT generates a preception
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which gives the perceiver a certain opinion. The perceiver can be
mentioned as the destmation of the preceptions. Advancing this solution

is a demonstration of our desjve to give OWL a finquistic base.

Have

There are several meanings of have illustrated by the sentences
below.
(KID PART LEG)
Bob has a leg. (LEG BOB)
(KIND CHARACTERISTIC FEVER)
Bob has a fever. (FEVER BOB)
Bob has a wife, Sally. (WIFE BOB SALLY)
Bob has an ability to run. (PURPOSE (ABILITY BOB) RUN)
Bob has a car. (as a possession) (AGENT (OWN CAR) BOB)

Bob has a car. (at his disposal) (AGENT (CONTROL CAR) BOB)
(KIND PROCEDURE RUN)

Bob is having a run. (RUN BOB)
(KIND PROCEDURE MEAL)

Bob is having a meal. (MEAL BOB)

Bob has rats. (in his house) (RAT BOB)

It is not aluays possible to disambiguate have, so HAVE itself
also exists in OUL. Note that something is not at a person, rather it
is with him and he has it. The reading (RAT BOB) may seem odd at first
glance, but a person seems td aquire as characterisfics‘ anything

associated with him that he cannnot control.
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The genitive

The . genitive flags the agent or the object, where uwe understand

the object to be the second position of an OUWL expression.

The hunting of the dogs was objectionable. (AGENT or OBJECT)
The dog’s hunting was objectionable. (AGENT)
The branch of the tree fell doun.
(KINO PART BRANCH)
(BRANCH TREE-1)
Half of the ?pples were rotten
(FRACTION APPLE-1 HALF)
Five of the apples uwere rotten
(MEASURE (QUANTITY APPLE-1) 5)
A few of the apples uere rotten
(QUANTITY APPLE-1 FEW)
I burned a cord of wood.
(KIND QUANTITY CORD)
(CORD WOOD-1)
I bought tuwo cartons of milk,
(KIND QUANTITY CARTON)
(QUANTITY (CARTON MILK) TWO)
1 sau a flock of sheep.
(KIND GROUP FLOCK)
(FLOCK SHEEP)
The biggest of the cakes was too small.

(SELECTION (KIND CAKE-1) THE)
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(SELECTION (KIND (KIND CAKE-1)) BIG-1)
(CREATEST BIG-1)
What kind of chemical is that.
(IS THAT (WHAT (KING CHEMICAL)))
A way of finding out is to ask John.
(IS (WAY (FIND OUT)) (ASK JOHN))
The color of this ball is red.
(COLOR BALL-1 RED)
The state of Texas is very big.
(KIND CHARACTRISTIC STATES)
(STATE TEXAS)
The story of his adventures was exciting.
(STORY ADVENTURE-1)
He got the idea of copying birds.
(IDEA (COPY BIRD-1))
I deprived Bob of his rations.

(AGENT (DEPRIVE (RATION BOB)) 1)

This and That

This and these are taken to be THE plus a POSITION of here; that

and those are taken to be THE plus a POSITION of there.

Relations Betueen Events

We have nou described objects and events. It remains to analyze

the relations betueen events. The relations within a single sentence
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are given belou. The relations within a paragraph must await a future

memo.

The connective gives the order of the arguments and can negate

one or both of them.

IMPLIES (E1, E2)

If it looks like a rose then it is a rose.

It is arose if it looks |ike a rose.

It is a rose unless it Iooks like a rose.

It looks like a rose therefore it is a rose.

OID-NOT-BLOCK (E1,E2)

He uas fat, nevertheless, he played uell.

He was fat, yet he played well.

He played well, even though he uas fat.

El,E2

E2,El

E2,El

E1l,E2

El,E2

E1,E2

E2,El



Page 34

He played uwell although he uas fat. E2,E1l

He played well despite being fat. E2,El

I was tired; houwever, | kept working. E,E2

I will have fun whether or not I go to the movieé. E2,or E2,E1

SET-GOAL-FOR (E1,E2)

I eat candy because I like it. E2,E1
I like candy so | eat it. El,E2
I like candy, thus I eat it. | E1l,E2
I like candy, consequently, I eat it. El,E2
I like candy, hence, I eat it. E1,E2
I like candy, accordinglu, I eat it. E1l,E2
I eat candy rather than strave. E2, E1

I eat candy because of my appetite. E2,E1
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XOR (E1,E2)

I can go to Boston or I can go to New York. E1l,E2

Either I can go to Boston or I can go to New York. El,E2

AND (E1,E2)

I eat and 1 sleep. El,E2
I didn’t eat, rather, I kept working. El,E2
Boys like girls, conversely, girls |ike boys. El,E2

Boys like girls, similarly, roosters |ike hens. ‘ E1l,E2
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Building a clause

In the first part of this chapter we showed how the OWL parser
would locate the verb group, particle, and noun groups of a clause. By
looking at the user’s OWL world mode! it can put these together to get
the OUL meaning of the clause. The strategy for any sentence is to
first find the main verb, the particle, and the OBJECT. To do this we
discover how many noun groups occur immediately after the verb wuithout

prepositions. The number uill be betueen zero and three.

The knife cut beautifully.
I hit a ball.
I hit Bill a ball.

I hit Bill a ball the day before yesterday.

Having done this we can locate the particle if any. (Remember that the
parser will attempt clause constructions for both particle and non-
particle parts of speech of each preposition, but that since noun groups
are found only once this doesn’t make much extra work.) I1f we have a

particle, ue get all the meanings of the verb and discard those uhich

don’t take that particle.
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Next, we find the OBJECT. 1[f the verb is passive, the OBJECT is

the noun group in subject position. ' We next check our verb meanings to
see uhich ones take the subject as object. For each one that does we
have found a possible meaning of the clause. The parser branches and
performs the remaining steps on each of them in turn. ¢ the verb is
active and there is no noun group after the verb, then we consult the
verb to see if an object is required. If it is, as for open, then the
subject must be the OBJECT and we check it as before. 'lf the OBJECT is
not required, as for cut, then the verb uill |liat those cases that can
appear in subject position. For cut these are the AGENT, INSTRUMENT,
and OBJECT. We start a parsing for each of these if the subject passes
their respective tests. I[f there are one or more noun groups after the
verb, then ue must be aware that the last one could represent a time.
If there are three, it definitely does. Otheruise, a time noun group
will probably fail the OBJECT test for the verb meanings, and then uwe
will know. Having assigned the OBJECT, we attempt to assign the rest of
the noun groups we have found so far, It should be possible to assign
all of them uniquely. Next, we find and assign the remaining noun
groups. As each noun group is found, ue know from the preposition what
the possible cases are. We try each of these and, if the noun group
only fits the verb meaning in one case, the assignment is made. If it
fits more than one, it is saved along with a list of the possibilities.
Every time a case is filled, it is removed from the possibilities list
of every unassigned noun group, as only space and time can be filled by

more than one noun group not coordinated by conjunction.

,
I went home for food.

%l went home for food to get a book.



Page 38

I went home for mother to get a book.

I went home for mother and to get a book.

The phrase for mother could mean either in mother’s place (BENEFICIARY)

or to get mother (PURPOSE). Since to get a boock is a purpose the

uncertainty is resolved.

Note that the sentences

I shot the rabbit with the gun.

I shot the gun at the rabbit.

force us to have tuwo meanings of shoot (SHODT RABBIT-1) and (SHOOT GUN-

1) in order to use the method of analysis given above. We treat these
tuo meanings |ike buy and sell - which also describe a similar situation

from different viewpoints - and put the same objects in different cases.

Consider the sentences:

Bill and Tom met.
Bill met with Tom.

Bill met Tom.

Tom would be one of the AGENT's in the first. In the second, Tom could
be a CO-AGENT if the user’s MEET procedure has one; otheruise, the

parser could make it an AGENT. In the third, Tom would be the OBJECT.
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The wuword order in questions and relative clauses can make it

necessary to wait longer before resolving the assignment of cases.

What store did it? (AGENT)
What store did we sell to Sears? (OBJECT)
What store did we sell to Sears from? (SOURCE)

The atore we sold to Sears from is closed nou.

In the last sentence, the relative clause is passed up to the noun group

store with an open preposition from. Store is then plugged in at the

noun group level and the case assignment of the relative clause

completed.

In the sentences

We expected John to run for President.

We asked for Bob to be admitted.

ue have a phenomenon knoun as subject raising. The parser can tell from

the specific verb uhether to expect this. The required QWL forms are

(EXPECT (RUN JOHN))
(ASK (ADMIT BOB)).

The OBJECT is an activity. A similar thing happens in

I sauw Mary in the park with Bill.
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when we take the reading

(SEE (POSITION MARY (WITH BILL))).
Also interesting is

We elected John chairman.

(ELECT (CHAIRMAN JOHN))
Occasionally, modifiers of a unit are displaced from it.

We have enough beer in the cooler to have a party.

(AGENT (HAVE BEER-1) WE)
(POSITION BEER-1 (IN COOLER-1})
(SELECTION BEER-1 ENOUGH-1)
(PURPOSE ENOUGH-1 (PARTY WE))

Hou many houses has John sold that are big?

(WHAT (QUANTITY HOUSE-1))
(SIZE HOUSE-1 BIG)
(AGENT (SELL HOUSE-1) JOHN)

(PAST (SELL HOUSE-1))

We have not yet made a thorough analysis of this problem, but it appears
that the word enough or the question form of a sentence or some other

clue will be available and that there is no harm in constructing the
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clause before the displaced modifier is found. Thus we need not delay

in expectation of it.

Building the clause - a slightly deeper lo

Suppose a user has added the following frame to his world model:

(LEARN (DEFINE PROCEDURE
(FARM (KIND LAND FARM-LAND)})
(AGENT (FARM FARM-LAND) (KIND PERSON FARMER))
(SUB-PROCEDURE (SCENARIO (FARM FARM-LAND))
{GROW CROP})
(DEFINE PROCEDURE (GROW PLANT))
(AGENT (GROW PLANT) (KIND PERSON GROWER))
(KIND PLANT ROSE)
(KIND GROUP CROP)
(CROP PLANT) )

The system then receives the sentence (suggested by Andee Rubin):

A farmer grous roses.

The system discovers two meanings of grow, (GROW PLANT) and (GROW CROP).
Taking (GROW PLANT), it would find that a rose is a kind of a plant and
so the OBJECT would check. Checking the AGENT, it would find that the
agent of GROW must be a person. Since it is known that a farmer is a
kind of person, the match can be made. However, the fact that the

person was referred to as a3 farmer was not used. The match is less than
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perfect unless the use of farmer is explained by the situation.

Next, considering (GROW CROP) the parser would note that crop is a

kind of group and that we can thus have the paraphrases

He grous a crop of roses.
He grous a crop.

He grous roses.

Since (GROW CROP) is found to be a sub-procedure of the scenario of

farming, the agent is a farmer, which is a perfect match.
At this point the parser has tuo questions:

a) It is a crop of roses?

b) 1f not, wuhy is he called a farmer?

Sometimes a notion of typical examples is useful. Suppose the

user’s wor!d mode! contained the following kind of information.

(LEARN
(POSITION PHYSICAL-OBJECT-1
(LOCATION-RELATION PHYSICAL-0BJECT-2))
(TYPICAL (GREATER (SIZE PHYSICAL-OBJECT-2)
(SIZE PHYSICAL-OBJECT-2)))
(KIND LOCATION-RELATION BY) )
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(LEARN (KIND PHYSICAL-OBJECT BALL)
(GREATEST (SIZE BALL-2))
(EXAMPLE BALL-1 BEACH-BALL)
(TYPICAL (SIZE BALL-2))
(EXAMPLE BALL-2 SOCCOR-BALL)
(LEAST (SIZE BALL-3))

(EXAMPLE BALL-3 GOLF-BALL) )

Given the sentence
A banana is under a table by a ball.

The parser will attempt to modify table with by a ball. It sees that an
object is typically said to be by a larger object. Checking its
examples of tables and balls, it sees that only a very small table would

be smaller than a beach ball. Modifying banana with by a ball works

nicely on the other hand.
As a final example consider the structure.

(LEARN (DEFINE PROCEDURE
(FLAP-WINGS-FLY ANIMAL-1))
(KIND PART WING)
(WING ANIMAL-1)
(TYPICAL (KIND ANIMAL-1))
(EXAMPLE (KIND ANIMAL-1) BIRD)
(NOT (CAN (FLAP-WINGS-FLY BIRD-1))) (HEALTH BIRD-1 SICK)
(NOT (CAN(FLAP-WINGS-FLY PENGUIN)))
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(DEFINE CHARACTERISTIC (ANTARCTIC SOMETHING-1))
(TEST (ANTARCTIC SOMETHING-1)

(PERTAIN SOMETHING-1 ANTARCTICA))

(KIND LAND-AREA ANTARCTICA)

(HABITAT BIRD LAND-AREA)

(HABITAT SEA-GULL SEA-SHORE)

(PART ANTARCTICA SEA-SHORE-1)

(KIND BIRD PENGUIN)

(KIND BIRD SEA-GULL) )

The parser is given the sentence
Fred is an antartic bird who cannot fly.

The parser finds that antarctica bird means the bird pertains to

Antartica. Antartica is seen as a land area, and the habitat of a bird

is a land area, so here we have a match. Evaluating who cannot fly the

parser notices that the typical example of flap-uwings~-fly is in fact a
bird. Thus, the situation must be a-typical in some way. A penguin is
located as a particular antarctic bird who cannot fly. At this point

the parser has the questions

a) Is Fred’s habitat Antarctica?
b) Is he a penguin?

c) If not, is he a sick seagull?

The OWL system is not intended for reading stories. We expect to ansuer

such questions from the context of the console session or by asking the

user directly,
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user directly.



Chapter 4

Analogies and the Representation of Expert Domains

A model of the physical world

In the previous chapters we have presented a number of ideas

Wwithout being very specific about the meaning of abstract concepts such

as store. Our goal in defining the OWL notation is to make possible the
construction of large systems. We want to provide conventions and make

simplifying assumptions whenever possible in order to reduce the

compexity of the system description. Of course, if we go too far, the
resulting systems will not be able to represent important subtleties of
the expert problem solving environment. On the other hand, if we

attempt to include too many fine points, or leave too many decisions to
the subsystem builder, wuwe can expect that no subsystem will be
successfully completed. It is with this in mind that we introduce the

sylized OUL concept of the physical world.

In OWL we define the physical worid to be made up of PHYSICAL-
OBJECT's, each of which has PROPERTY's. TIME advances in the physical
world, and over time PHYSICAL-OBJECT's come into existence or cease to
exist; also, their properties change. Basically, a physical object is
something made of matter, what Shank would call a "picture producer", we
include air, and, as was mentioned earlier, a smell. The properties of
physical objects fall into tuo classes; those which they have
intrinsically, such as COLOR, and POSITION, PART, and CONSTRAIN, which
they have with respect to other physical objects. A SCENE is a

collection of physical objects and their properties. At any point in



time the physical uworld is complietely described by listing all of the

objects in it and their properties.

As we move from one point in time to the next most things in the
physical world stay the same. This makes it highly desirable to
describe a neu state of the worid in terms of the CHANGE from a previous
state. It is not clear what the best terms are for expressing these
CHANGE'’ s. We could, of course, have only an operator uhich says that a
certain property of 3 given object changed from one value to another.
This approach, houever, corresponds too closely to computer micro-code.
The level of detail is too great tc make it easy to store, retrieve, and
manipulate such descriptions although it may be fine for executing them.
Since it is primarily the predictive pouer of our model of the physical
world which interests us, manipulation of the descriptions ié much more
important than execution. We will, therefore, seek a more aggregate

description of each,

This need for prediction leads us to include the notion of AGENT
of a CHANGE in our model. Even if we do not model the motivations of
the AGENT, observed sequences of acts by the same AGENT give wus
predictive pouer. We will in fact aliow some modeling of the agent’'s
motivations and PURPOSE but this model will lie outside the physical

wor ld.



Analogies to the phusical world

There are many concepts such as idea, plan, and family which
will not appear in the physical world. We will allow additional
concepts in OWL, but onlu if they are defined in terms of a world which
is an anologu to the phusical world. Shank and others have called
attention to the fact that some verbs seem to have meaning on a
physical, social, or mental level. The meanings are related by analogy.
For example, we can say

He came to a tree.

He came from a good family.

He came to a conclusion.

By way of demonstration, we will construct three analogies to the
physical world. In OWL we allow the user to define whatever additional
analogy worlds he wishes. The most complete analogy to the physical
world is one which involves primarily social concepts. The purpose of
the mode! is understanding any AGENT which has a stimulus response type
of behavior. We will call this the system world. The principal
entities in the system world are shown in Fig. 4.1, It should be
obvious that doctors, lauwyers, business men, and programmers are
concerned With this system world., The principal use of OWL will be the

manipulation of the descriptions of systems.

As one can see in Fig. 4.1, there are many types of systems.
Animals can create organizations by mutually agreeing to respond in
certain ways. The concepts for describing this, such as responsibility,

fall into the system worlid.



SOMETHING
REACTIVE-COMPLEX
DISEASE
SYSTEM
MACHINE
GOAL-DIRECTED-SYSTEM
SEARCH-ORIENTED-COMPUTER-PROGRAM
EMOTIONAL-SYSTEM
SOCIAL-CLASS
WORK ING-CLASS
MARKET
PERSON
ORGANIZATION
NATION
ENTERPRISE
STORE
DIVISION
FAMILY
CHURCH
POLITICAL-PARTY
INTERACTION
DISCUSSION
ARGUMENT
NEGOTIATION
COMPETITION
GAME
FIGHT
WAR
SOMETHING
SOCIAL-CONVENTION
RESPONSIBILITY
AUTHORITY
OWNERSHIP
CONTROL
AGREEMENT
CONTRACT
RULE

Fig. 4.

Entities in the system world.



Properties of systems are shoun in Fig. &4.2. Fig. 4.3 shous typical
social locations. Corresponding to PART in the physical world, one can
be PART of an organization. A kind of a PART is a MEMBER. An

organization may have a TOP, a BOTTOM, and a HEAOD.

The essence of this uorld is the recognition of systems and in
particular organizations. Organizations establish the conventions of
ounership, control, responsibility, authority. Organizations make rules
and individuals make agreements. By having this model we can understand
the organizational constraints placed on AGENT’s, and the types of

AGENT's which can be controlled.

(CHARACTERISTIC GOAL-DIRECTED-SYSTEM)
(RELATIVE PERSON)
(CUSTOMER ENTERPRISE)
(SUPPLIER ENTERPRISE)
(POSITION SOCIAL-CONVENTION (AT EMOTIONAL-SYSTEM))
(SOCIAL-POSITION PERSON SOCIAL-LOCATION)
(NOMINAL-CHARACTERISTIC GOAL-DIRECTED-SYSTEM)
(BUSINESS ENTERPRISE)
(OCCUPATION PERSON)
{ORDINAL-CHARACTERISTIC GOAL-DIRECTED-SYSTEM)
(ORGANIZATION-SIZE ORGANIZATION)
(SUCCESS GOAL-DIRECTED-SYSTEM)

Fig. 4.2

Properties of Systems



SOCIAL-LOCATION
(ON TRIAL)
(UNDER INVESTIGATION)
(IN SURGERY)
(ON SOCIAL-SCENE)
(IN ORGANIZATION)
(IN SOCIAL-CLASS)
(LOCATION-RELATION HOME)
(LOCATION-RELATION WORK)
(ON THE-SPOT)
(IN TROUBLE)

Fig. 4.3

Social locations



Plans and Actions

We have modeled the physical world wuwhere directly observable
changes take place. In order to better predict these changes we have
introduced the notion of AGENT. In the uworld of systems we can describe
all possible agents, and the organizational constraints placed upon
them. In order to better predict how these agents will act, we need the
notion that some of these agents, namely animals and organizations,
carry out actions in accordance uith plans, Entities in the world of
plans and actions are shoun in Fig., 64.4., Animals and origanizations
have plans which are made up of goals as explained in Chapter 2. A goal

can be any action, but there are some actions uwhich make sense only

SOMETHING
PLAN
INTENTION
ALTERNATIVE
GOAL
(MAINTAIN CONDITION)
(INSURE EVENT)
(LIMIT QUANTITY)
(TRICK GOAL-OIRECTED-SYSTEM)
MISTAKE
TROUBLE
RESOURCE
INFORMATION
ACTION

Fig. 4.4
Entities in the world of plans and actions
in the context of plans. Using resources, agents take actions. These
are either in accordance With plans or they are mistakes.
Characteristics of these entities are shoun in Fig. 4.5, The position

of a plan is given by its degree of completion.



We will call our final model the mental worlid. The principal
entities in the mental world are shoun in Fig. 4.6 Characteristics of
mental entities are shoun in Fig. 4.7. It is in the mental world that

the plans are formulated.

These four models give a surprisingly complete model of the world.

To see this we must describe the activities which take place in each

model.



SOMETHING
(DEGREE-OF -COMPLETION PLAN)
(PURPOSE PLAN)
{(RESULT ACTION)
(NECESSITY ACTION)
(DIFFICULTY ACTION)
(COMPLEXITY ACTICON)
(PROBABILTY RESULT)
(READINESS RESOURCE)

Fig. 4.5
Characteristics in the world of plans and actions

some thing
mental-entity
situation
problem
question
ansuwer
suggestion
of fer
order
concept
fact
idea
decision
choice
reason
vieuw

opinion

vieu-point
frame-of-reference
mind
attention
thinker

Fig. 4.6

Entities in the mental world
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(W1SDOM THINKER)

(KNOWLEDGE THINKER)

(BELIEF THINKER)

(DOUBT THINKER)

(ASSUMPTION THINKER)

(SUPPOSITION THINKER)

(CONCLUSION THINKER)

(NAME SOMETHING)

(POSITION MENTAL-ENIETY MENTAL-LOCATION)
(INTELLIGENCE THINKER)

MENTAL-LOCATION
(IN MIND}
(IN (PART MIND))
(ON TONGUE)
(ON (TIP TONGUE))
(IN HEAD)
(ON SOL1D-SURFACE)

Fig. 4.7

Characteristics in the mental uorld
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As uwe have defined it, all activities in the physical worfd must
ultimately be definable in terms of the creation and destruction of
physical-objects or a change in their properties. Thus, it would seem
that the only three activites; create, change, and destroy would be
needed. The use of a small number of basic activites is in fact
recommended by Shank, uho claims there are only six needed for the
physical world: MOVE, INGEST, PTRANS, PROPEL, GRASP, and EXPEL.
Discussing an example in the mental wuorid he states "What is important
here is that ue need only this one inference rule for MTRANS in order to
ansuer such a question regardiess of how the information was MTRANSed.
Thus, if Mary had "read" X rather than being 'told’ it, we would still
have MTRANS and thus would require no new rules. Since there are
thousands of verbs and only fourteen ACTs for which inference rules need
be written, this amounts to a tremendous saving and is probably quite a

bit more |like the way people operate."

Our notion in OUWL that inference is often made by matching uhat
would be at the basic level a complex pattern of highly specialized
facts, does not fit with Shank's vieuw. Inference rules for a single ACT
would only be able to distinguish the highly specialized facts if the
conceptual data structure were very extensive, thus making the rules
very difficult to write. In Shank's notation the sentence "The fox
tricked the duck". would be broken douwn into many sub-actions.
Ansuering the question "ls the fox reliable." the system would have to

recognize these subactions as an instance of trickery and say no.
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A further difficulty with Shank’s approach is that it makes it
harder to use different representations of the same situation in
different problem solving tasks. This has been quite useful, houever,

in problem solving programs.

While we dislike Shank’s scheme we hesitate to give up the ability
to classify actions in terms of what are frequently their most important
properties. In order to base OWL on English, we employ what Miller
calls the menthod of incomplete definitions. Suppose we want to express

a change of position with CHANGE. UWe might say

John changed the position of the chair from in front of the table

to near the windouw,

To focus only on the new position we can replace
changed the position of with put.

John put the chair near the windou.

Note that what happens here is similar to buy~-sell-pay. The DESTINATION
of (CHANGE POSITION} is the SPECI¥IC-LOCATION of PUT, the OBJECT of
POSITION is the OBJECT of PUT, and PUT does not take a case
corresponding to the SOURCE of {CHANGE POS]7ION). Next, suppose we
don’t even want to mention the neu position, only that a new position

has been given. We can replace PUT with POSITION.
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John positioned the chair.

lf we add near the uindow to this sentence it will not indicate whether

the chair was there before or not. It gives the POSITION of the act not

the SPECIFIC-POSITION. Note that POSITION has a connotation of

precision which is missing from PUT. Thus PUT is an
incomplete definition of POSITION. Just as it is useful to knouw that a

dog is an animal, it is useful to know that put is a change of position.
By substituting this heirarchy for Shank’s primitive ACT’s we can make
deductions with the simple verbs when that is appropriate and still

retain the overtones of a word |ike POSITION.

As Chqrniak has observed, the ansuwer to the question

Where is Spot?
can be

At the windouw.

or

With Bob.
or

Bob has him.
but not

At Bob.
When the position of an object is given as a person, the question
immediately arises as to whether the person controls it. The default

assumption is that he does. The verb give lets us make this specific.



14

I put the chair in Bob’s control.
I gave the chair to Bob.
I put my dog in Bob’s care.

I gave Bob my dog to care for.

The DESTINATION of give is AGENT of control. (Remember there is no

ounership in the physical worid.)

I{f ve want to concentrate on the original position, we use GET.

Here the problem of control arises in a different form.

Same took the chair from Bob.

€am got the chair from Bob.

Note that take does not imply that Bob gave the chair to Sam. For this

meaning ue must use get,

It is also possible to concentrate on the motion, rather than the

initial and final positions. To do this we use move.

I moved the chair from in front of the table across the rug to the

uindou.

When using move, we can also include a trajectory but we cannot give a

location for the destination. To indicate that the agent did not move
Wwith the object we replace move with send. As with give and get, the
destination of send can receive. Bring and Take are used when the AGENT

goes too. Fig. 4.8 shous the heirarchy we have built up so far. UWe
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now turn to a more comprehensive approach.

CHANGE

(CHANGE POSITION)

GET MOVE PUT

CATCH RECEIVE MOVE-ALONG SHAKE GIVE POSITION

BRING TAKE COME GO RUN DROP SEND

PICK-UP CARRY THROW

Fig. 4.8

Verbs involving change of position



OPERATIONS
ETC.
100

HAVE
SAY

SEE
SEND
MAY
WILL
ABOUT
ACROSS
AFTER
AGAINST
AMONG
AT
BEFORE
BETWEEN
BRY
DOWN
FROM
IN

OFF

ON
OVER
THROUGH
T0
UNDER
ue
WITH
AS

FOR

OF
TILL
THAN
A

THE

ALL
ANY
EVERY
NO
OTHFR
SOME
LITTLE
MUCH
SUCH
THAT
THIS

H

HE

YOU
WHO
AND
BECAUSE
BUT

OR

I
THOUGH
WHILE
HOwW
WHEN
WHERE
WHY
AGAIN
EVER
FAR
FORWARD
HERE
NEAR
NOw
ouT
STIHLL
THEN
THERE
TOGETHER
WELL
ALMOST
ENOUGH
EVEN
NOT
ONLY
QUITE
50

VERY
TOMORROW
YESTERDAY
NORTH
SOUTH
EAST
WEST
PLFASE
YES

BASIC ENGLISH

THINGS

400 General 200 pk@d
ACCOUNT EDUCATION METAL SENSE ANGLE KNEE
ACT EFFECT MIDDLE SERVANT ANT KNIFE
ADDITION END MILK SEX APPLE KNOT
ADJUSTMENT ERROR MIND SHADE ARCH LEAF
ADVERTISEMENT EVENT MINE SHAKE ARM LEG
AGREEMENT EXAMPLE MINUTE SHAME ARMY LIBRARY
AIR EXCHANGE MIST SHOCK BABY LINE
AMOUNT EXISTENCE MONEY SIDE BAG Lip
AMUSEMENT EXPANSION MONTH SIGN BALL LOCK
ANIMAL EXPERIENCE MORNING SILK BAND MAP
ANSWER EXPERY MOTHER SILVER BASIN MATCH
APPARATUS FACT MOTION SISTER BASKET MONKEY
APPROVAL FALL MOUNTAIN SIZE BATH MOON
ARGUMENT FAMILY MOVE SKY BED MOUTH
ART FATHER MUSIC SLEEP BEE MUSCLE
ATTACK FEAR NAME suip BELL NAIL
ATTEMPT FEELING NATION SLOP:. BERRY NECK
ATTENTION FICTION NEED SMASH BIRD NEEDLEy
ATTRACTION FIELD NEWS SMELL BLADE NERVE
AUTHORITY FIGHT NIGHT SMILE BOARD NET
BACK FIRE NOISE SMOKE BOAT NOSE
BALANCE FLAME NOTE SNEEZE BONE NUT
BASE FLIGHT NUMBER SNOW BOOK OFFICE
BEHAVIOUR FLOWER OBSERVATION  SOAP BOOT ORANGE
BELIEF FOLD OFFER SOCIETY BOTTLE OVEN
BIRTH FOOD oIL SON BOX PARCEL
BIT FORCE OPERATION SONG BOY PEN
BITE FORM OPINION SORT BRAIN PENCIL
BLOOD FRIEND ORDER SOUND BRAKE PICTURE
BLOW FRONT ORGANIZATION SOUP BRANCH PIG
BODY FRUIT ORNAMENT SPACE BRICK PIN
BRASS GLASS OWNER STAGE BRIDGE PIPL
BREAD GOLD PAGE START BRUSH PLANE
BREATH GOVERNMENT  PAIN STATEMENT BUCKET PLATE
BROTHER GRAIN PAINT STEAM BULB PLOUGH
BUILDING GRASS PAPER STEFL BUTTON POCKET
BURN GRIP PART STEP CAKE POT
BURST GROUP PASTE STITCH CAMERA POTATO
BUSINESS GROWTH PAYMENT STONE CARD PRISON
BUTTER GUIDE PEACE STOP CARRIAGE puMP
CANVAS HARBOUR PERSON STORY CART RAIL
CARE HARMONY PLACE STRETCH CAT RAT
CAUSE HATE PLANT STRUCTURE CHAIN RECE{PT
CHALK HEARING PLAY SUBSTANCE CHEESE RING
CHANCE HEAT PLEASURE SUGAR CHEST ROD
CHANGE HELP PUINY SULGESTION CHIN ROOF
CLOTH HISTORY POISON SUMMER CHURCH ROOT
COAL HOLE POLISH SUPPORT CIRCLE SAIL
COLOUR HOPE PORTER SURPRISE CLOCK SCHOOL
COMFORT HOUR POSITION SWIM CLOUD SCISSORS
COMMITTEE HUMOUR POWDER SYSTEM COAT SCREW
COMPANY ICE POWER TALK COLLAR SEED
COMPARISON IDEA PRICE TASTE coMms SHELP
COMPETITION IMPULSE PRINT TAX CORD SHELF
CONDITION INCREASE PROCESS TEACHING Ccow SHIP
CONNECTION INDUSTRY PRODUCE TENDENCY cep SHIRT
CONTROL INK PROFIT TEST CURTAIN SHOE
COOK INSECT PROPERTY THEORY CUSHION SKIN
COPPER INSTRUMENT PROSF THING DOG SKIRY
CoPY INSURANCE PROTEST THOUGHT DOOR SNAKF
CORK INTEREST PULL THUNDER DRAIN SOCK
COTTON INVENTION PUNISHMENT TIME DRAWER SPADE
COUGH IRON PURPOSE TIN DRESS SPONGE
COUNTRY JELLY PUSH TOP DROP SPOON
COVER JOIN QUALITY TOUCH EAR SPRING
CRACK JOURNEY QUESTION TRADE EGG SQUARE
CREDIT JUDGE RAIN TRANSPORT ENGINE STAMP
CRIME Jume RANGE TRICK EYE STAR
CRUSH KICK RATE TROUBLE FACE STATION
CRY KISS RAY TURN FARM STEM
CURRENT KNOWLEDGE REACTION TWIST FEATHER STICK
CURVL: LAND READING UNIT FINGFR STOCKING
DAMAGE LANGUAGE REASON USE CSH STOAACH
DANGER LALGH RECORD VALUE FLAG STORFE
DAUGHTER LAW REGRET VERSE FLLOOR STWET
DAY LEAD RELATION VESSEL FLY St
DEATH LEARNING RELIGION VIEW FOOT i ABLE
DEBT LEATHER REPRESENTATIVE VOICE FORK TAl,
DECISION LETTER REQUEST WALK FOWL THRFAD
DEGREE LEVEL RESPECT WAR FRAME THROAT
DESIGN LIFT REST WASH GARDEN THUMB
DESIRE LIGHT REWARD WASTE GIRL TICKET
DESTRUCTION  LIMIT RHYTHM WATER GLOVE TOE
DETAIL LINEN RICE WAVE GOAT TONGUE
DEVELOPMENT LIQUID RIVER WAX GUN TOOTH
DIGESTION LIST ROAD WAY HAIR TOWN
DIRECTION LOOK ROLL WEATHER HAMMER TRAIN
DISCOVERY LOss ROOM WEEK HAND TRAY
DISCUSSION LOVE RUB WEIGHT HAT TREFE
DISEASE MACHINE RULE WIND HEAD TROUSERS
DISGUST MAN RUN WINE HEART UMBRELLA
DISTANCE MANAGER SALT WINTER HOOK WALL
DISTRIBUTION  MARK SAND WOMAN HORN WATCH
DIVISION MARKET SCALF wOoOoD HORSE WHEEL
DOUBT MASS SCIENCE wooL HOSPITAL  WHIp
DRINK MEAL SEA WORD HOUSE WHISTLE
DRIVING MFASURE SEAT WORK ISLAND WINDOW
DUST MEAT SECRETARY WOUND JEWEL WING
EARTH MEFTING SELECTION WRITING KETTLE WIRE
ENGE MEMORY SFLF YFAR KFY WORM

QUALITIES

100 General

ABLE

ACID
ANGRY
AUTOMATIC
BEAUTIFUL
BLACK
BOILING
BRIGHT
BROKEN
BROWN
CHEAP
CHEMICAL
CHIEF
CLFAN
CLEAR
COMMON
COMPLEX
CONSCious
CuT

DEEP
DEPENDENT
EARLY
ELASTIC
LLECTRIC
EQUAL

FAT
FERTILE
FIRST
FIXED
FLAT

FREE
FREQUENT
FULL
GENERAL
GOOD
GREAT
GREY
HANGING
HAPPY
HARD
HEALTHY
HIGH
HOLLOW
IMPORTANT
KIND

LIKE
LIVING
LONG
MALE
MARRIED
MATERIAL
MEDICAL
MILITARY
NATURAL
NECESSARY
NEW
NORMAL
OPEN
PARALLEL
PAST
PHYSICAL
POLITICAL
POOR
POSSIBLE
PRESENT
PRIVATE
PROBABLE
QUICK
QUIET
READY
RID
REGULAR
RISPONSIBLE
RIGHT
ROUND
SAMI
SECOND
SEPARATE
SERIOUS
SHARP
SMOOTH
STICKY
STUFF
STRAIGHT
STRONG
SUDDEN
SWEFT
TALL
THICK
TIGHT
TIRED
TRUE
VIOLENT
WAITING
WARM
WFT

WIDF
wise
YFLLOW
YOS

S
50 Opposites

AWAKE
BAD
BENT
BITTER
BLUE
CERTAIN
coLp
COMPLETE
CRUEL
DARK
DEAD
DEAR
DELICATE
DIFFERENT
DIRTY
DRY
FALSE
FEEBLE
FEMALE
FOOLISH
FUTURE
GREEN
ILL

LAST
LATE
LLFT
LOOSt
LOVD
LOwW
MIXNED
NARROW
OoLD
OPPOSITE
PUBLIC
ROUGH
SAD

SAFE
SECRFT
SHORT
SHUT
SIMPLE
SLow
SMALL
SOFT
soLiD

SPECIAL
STRANGE
THIN
WHITF
WRONG

NO ‘VERBS'
T

ALL
THESE
WORDS
onN

THE
BACK

OF

A

BT

OF
NOTEPAPTR
BECAUSFE
THERE
ARE

Nl)
‘'Virnsg'
IN

BASIC
ENGLISH

A

WEEK

or

TWO
Wity
THE
RULLS
AND

THE
SPFCIAL
RECORDS
GIVES
COMPLFTE
KNOWLEDGE
QF

THEF
SYSTEM
FOR
RIADING
OR
WRITING
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EXAMPLES
OF

WORD
ORDER

THF
CAMERA
MAN
WHO
MADE
AN
ATTEMPT
TO
TAKE

A
MOVING
PICTURE
OF

THE
SOCIETY
WOMEN
BEFORE
THEY
GoT
THEIR
HATS
OFF

DID
NOT
GET

OFF

THE
SH{P
TILL.

HE

WAS
QUESTIONED
BY

THE
POLICE

WE
WILL
GIVE
SIMPLF
RULES
TO
YOU

NOW

RULES

ADDITON OF ‘S’
TO THINGS WHEN
THERE IS

MORE THAN ONE

ENDINGS
IN ‘ER." “ING," ‘ED’
FROM 300 NAMES

OF THINGS

‘LY’ FORMS
FROM
QUALITIES

DEGREE
WITH
‘MORE’ AND *MOST *

QUESTIONS
BY CHANGQGE OFP
ORDER,

AND ‘DO’

FORM-CHANGES IN
NAMES OF ACTS,
AND ‘THAT," ‘THIS,’
1, ‘HE," ‘you,’
‘WHO," AS IN
NORMAL ENGLISH

MEASURES
NUMBERS
DAYS, MONTHS
AND THE
INTFRNATIONAL
WORDS

IN ENGLISH
FORM

THE
ORTHOLOGICAL
INSTITUTE
LONDON
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Basic Engish

There are a great many verbs in English, however, many of these
seem so obscure that it is improbable that a theory of the l|anguage
would hinge on their treatment. In an attempt to get a small set
adequate for the development of a theory we have turned to Basic

English.

Basic English is a subset of English developed by Ogden in the
1338’s as a proposed international language. Ogden sought to simpify
things by using only the verbs: come, get, give, go, keep, let, make,
put, seem, take, be, do, have, say, see, send, may, and uill. He then
included many nominals derived from verbs, which have been taken as
verbs for this data. In his selection of words Ogden used criteria very
suitable to our purposes here. As he says (p. 11) "For all practical
purposes, there are gbjects which we wish to talk about, the ogperations
uhich we perform on them, and the directions in which we operate. UWhen
the most necessary names, the most fundamental gperation-uwords, and the
essential directivesg have been determined, it can be shoun that a verb
is primarily a symbolic device for telescoping an operation and an
object or a direction (enter for go into). Sometimes an operation-uord,
a directive, and a name are thus telescoped, as in the word disembark

(get, off, a ship)."

It was Ogden’s hypothesis that the telescoped words could be
removed. Ogden gave 858 uwords in his basic list and indicated that this
should be extended by about 158 words for a given field. We have added

the verbs uhich arose in the protocols of tuo managers asking questions
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about production data, and a few others in order to flesh out the

picture uhich uas being formed.

We have classified these verbs in a heirarchy along the lines just
explained. Each of them applies to one or more of the physical, system,
plans and actions, and mental worlds. Some have meanings which carry
over by analogy from one world to the next. Our top level physical
world actions are physically-orient, constrain, notice, remain, change,
destroy, consume, devide, make, emit, bear, combine, and touch. It is

interesting to compare our list with Shank's.



ACTIVITY
PHYSICALLY-ORIENT
STAND
SIT
LIE
POINT
CONSTRAIN
SUPPORT
CONNECT
SURROUND
CONTAIN
COVER
NOTICE
LISTEN-TO
LOOK-AT
SMELL
TOUCH
TASTE
REMAIN
LIVE
SLEEP
CHANGE

13

(CHANGE POSITION)

(GET PHYSICAL-

CATCH
RECEIVE
PUT

MOVE

0BJECT)

SET

PLACE
POSITION
EMBED
DISTRIBUTE
DISSOLVE
EXCHANGE
GIVE

SHAKE
SHIVER
MOVE-ALONG
COME
ARRIVE
ENTER
GO
LEAVE
DEPART
DISAPPEAR
RIDE
RUN
WALK
FLY

SWIM
ROLL
FALL
JUrP
SLIP
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DROP
FORCE
PUSH
PULL
ACCOMPANY
SEND
KNOCK
KICK
THROM
TAKE
PICK-UP
CARRY
BRING
(CHANGE DIRECTION)
TURN
(CHANGE FORM)
FORM
TWIST
CRACK
BURST
EXPAND
BECOME
GROW
INCREASE
DECREASE
FLUCTUATE
(CHANGE STATE)
FREEZE
DIE
CooK
BAKE
BURN
WAKE-UP
PROCESS
KILL
RUB
POLISH
FOLD
HEAT
MARK
DAMAGE
BREAK
SMASH
CRUSH
BITE
DESTRQY
CONSUME
EAT
DRINK
SWALLOUW
DIVIDE
MAKE
(MAKE SOUND)
COUGH
SNEEZE
CRY
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ROAR
LAUGH
TALK
SPEAK
PRODUCE
FLOWER
MANUFACTURE
BUILD
PRINT
EMIT
SMOKE
STREAM
BEAR
COMBINE
ADD
TOUCH
HIT
STEP-ON

Fig. 4.9

Activities in the physical world,
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ACTIVITY
CONTRAIN

SUPPORT-F INANCIALLY
LIKE
PREFER
LOVE
WANT
HOPE
DISLIKE
MIND

CHANGE
(CHANGE POSITION)
(GET SOLIAL-ENTITY)
(BUY OWNERSHIP)
(RECIVE OWNERSHIP)
(GIVE SOCIAL-ENTITY)
LET
PROVIDE
CONTRIBUTE
SUPPLY
SELL
TRADE
MOVE
MOVE-ALONG
COME
GO
(LEAVE SOCIAL-SCENE)
SLIP-SOCIALLY
DROP-0OUT
RUN-FROM-RESPONSIBILITY
RISE-SOCIALLY
FALL-SOCIALLY
FORCE
PUSH
PULL
RUN
ORIVE
RIGE
LEAD
DIRECT
GUIDE
DELIVER
(CHANGE FORM)
(EXPAND SYSTEM)
SPECIALIZE
BECOME
SUCCEED
MATURE
FAIL

CONTROL
MANAGE
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CHANGE -MO0D
REWARD
PUNISH
AMUSE
COMFORT
DISGUST
HUMOR
SHOCK
PLEASE
SURPRISE
TROUBLE
ALTENATE
INTEREST

ATTRACT
FLATTER

(BREAK ORGANIZATION)

DISBAND
D1SCHARGE
(DIVIDE ORGANIZATION)
MAKE
(MAKE RULE)
RULE
BEFRIEND
ORGANIZE
FOUND
MERGE
COMPLETE
FIGHT
MEET

(SMASH ORGANIZATION)

Fig. 4.10

Activities in the world of systems



