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Computers and  Clinical  Decision Making: 
Whether, How, and For Whom? 

PETER SZOLOVITS AND STEPHEN G. PAUKER 

Abatmet-Opthnal design oad implementation of computer-based 
medicrl decision aids must give explicit attention to the XU- of the 
mtended audience of SR& prognma The need for sophkticated cap- 
bilities and interface argues for the incapomtion of artificial intelli- 
gencetechniquea Toguarda@insttheprematuredinialuse.ofin- 
deqrutely tested dedskn aids and to iusure both safety md e f f i i ,  
we propose a hierarchical scheme f a  the evaluation of such progMla 

0 VER the past two decades, computers increasingly 
have  been a  focus  for research on  the clinical  decision- 
making  process;  over the  next  two decades computers 

undoubtedly will play an  important role in the practice of 
medicine. In the present  issue of the  PROCEEDINGS, Shortliffe 
et al. provide a  coherent  summary of computer-aided decision 
making in medicine  191.  In this paper, we consider  how the 
intended audience  of a program should affect its design. 
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Who Will Use the Progum? Potential users of medical 
decision-making  aids  range from subspecialty trained physi- 
cians to patients themselves. Paradoxically, the most straight- 
forward  audience may be the highly trained specialist  who 
requires well-defined, specific  advice-advice  which is nar- 
rowly  focused-recalling specific medical information,  inter- 
preting clinical data  according to detailed models, keeping 
track of the course  of treatment being  given to  a  patient,  etc. 
In fact,  the  expert physician’s sophistication makes the  pro- 
gram  design simpler; it assures that  he will recognize anoma- 
lous results and avoid inappropriate use of the program. 

The  computer program could also aid the general practitioner 
who  now turns  to  a human consultant. However, a  major 
obstacle facing  such  decision  aids will be earning  acceptance 
on two  separate levels: first, acceptance as a means  of improv- 
ing  care or lightening the physicians’ load and second, ac- 
ceptance of the advice  provided  in an individual consultation, 
especially if that advice runs counter to  the physician’s own 
intuition.  The first level of acceptance might  be encouraged 
by  making the program convenient  and  straightforward to 
use, for  example, by  providing natural language interaction or 
some  other efficient form of information transfer. Accep- 
tance at  the second level will be far more difficult to achieve. 
Programs will have to convince the physician that their sug- 
gestions are appropriate. The  only mechanism through which 
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such a dialogue  might occur would  be interactive explanation- 
the clinician  must  be able to pose specific queries and  the  pro- 
gram must  then justify its  conclusions [21, [ 101. To reply to 
such queries properly,  the program should  include models  of 
relevant  physiologic  processes (at least at  the level of detail 
known by the physician), models of  its  own behavior,  and 
models of physicians’ expectations  and preconceived frames 
of reference. Both  the need for easily  usable interfaces and for 
convincing justification of advice  suggest the need for pro- 
grams employing  the  techniques  of Artificial Intelligence (AI). 

An alternative tack  could be  taken-If the program has been 
tested and validated  by the community of  medical experts, 
then  its  recommendations might require no  further justifica- 
tion.  Although technically simpler, such an approach is less 
desirable. The physician’s ability to sort  out reasonable from 
unreasonable suggestions  makes the task of  building a decision 
aid tractable. The program  need not be a  compleat physician: 
it can concentrate  on  a relatively narrow  problem domain 
because the physician  remains  responsible for integrating its 
advice with  the  total clinical situation. If a program  com- 
pletely ‘‘misses the  boat”  or makes irrational or dangerous sug- 
gestions, the physician will (and  should) disregard it completely. 

With  decision  aids for nurses, paramedical personnel,  or pa- 
tients themselves, other issues  arise.  Here, the natural pro- 
tection provided  by the critical clinician is missing, and out- 
landish suggestions,  made  because  of either inappropriate 
application of or  frank errors in the program,  may  go unde- 
tected. Thus great care  must  be taken to provide a supervisory 
environment which  could detect errors. Certainly such a 
supervisory system would  need a model  of the problem  do- 
main, a model of  the decision  aid  and a model  of the kind of 
errors which  might occur-“common sense” about medicine. 
Again, we would  argue that programs  addressed to these 
audiences must  rely on  the tools of  AI to  accomplish these 
goals. 

Perhaps the simplest, and, therefore, the most  likely  success- 
ful computer aids to clinical  decision  making will be in con- 
junction  with clinical data bases.  Here the program  could act 
as a background monitor, seeking either to prevent serious 
errors or to identify significant combinations of findings or 
occurrences which  may  have  gone unnoticed [ 11 , [ 121 , [ 131 . 
Neither explanation  nor modeling  of  physician  behavior is of 
primary  importance.  The program can search for simple asso- 
ciations and conflicts and flag them  for  attention. Direct 
interaction of the program with physicians is not essential, 
and, therefore, rather simple techniques may suffice. 

Which Methodologies Should a Program Use? Although 
simple problems might  be  solved  by  simple methods, the 
capable  handling of many  medical problems  soon requires the 
addition of complex  techniques [ 1  1  ] . For  example,  although 
the  accurate  pharmacokinetic  model of digitalis  allowed a 
straightforward program to be  used for  therapeutic  recom- 
mendations [SI, refinements of that model to account for 
individual patients’ therapeutic goals and special  sensitivities, 
and to interpret clinical manifestations of therapeutic benefit 
and toxicity have  led to the  adoption of  AI techniques [4 ] .  
Two other  important  methodological  arguments  for  the AI 
approach can  be  made. 

First, compared with clinical algorithms, AI  programs in- 
corporate  a muckmore explicit model  of  what they  “know,” 
thereby facilitating consistent debugging and  augmentation. 
When an error appears to have  been  made,  programs  capable  of 
symbolic reasoning permit  the identification of  specific 

inadequacies. Weiss has  argued [ 141 that such  programs 
encourage the development of  models  with sufficient detail 
to account for  the  important knowledge  needed for solving 
the  problem. Acting on this same insight, Davis  has imple- 
mented  a knowledge acquisition program  which uses a specific 
disagreement between  the program’s performance  and that of 
an expert to identify possible errors or omissions in the pro- 
gram [21.  If  the program’s  domain is logically consistent, 
then, in principle, the expert can correct the system’s knowl- 
edge to achieve complete  agreement  on every  case so far con- 
sidered. The AI methodology emphasizes the  refinement of 
the  underlying  model to account  for all  observed phenom- 
ena, whereas the statistical methods  tend to acquiesce to 
simpler  models and  accept errors as consistent with expected 
variability. 

Second,  the typical algorithm  never identifies a model of 
how it uses  and interprets clinical information. Inconsistencies 
may  easily  arise if the use of clinical data is changed  in  some 
places but  not others. Therefore, it is both difficult to main- 
tain a large  program  based on  the flowchart  technique  and 
nearly  impossible for either the program or  its writer to give 
a cogent account of how all  clinical data are utilized. In  con- 
trast, AI programs are often organized  by frames  or  contexts 
which  provide a  framework  both  for  maintenance and explan- 
ation. With such  an organization the program  might  be  de- 
signed to recognize from its own  lack of adequate knowledge 
that  it is inappropriate for  the case at hand. 
Is the Program Worthwhile and Should I t  Be Released? 

What problems  stand in the way  of the widespread adoption of 
computer aids in medicine? First, most existing programs do 
not manifest performance which is clearly superior to  that of 
physicians. Second, these programs  address sufficiently nar- 
row areas that any particular program is likely to be  of little 
real importance to  its user. Finally, no generally accepted 
criteria exist for establishing that  a program is safe and effec- 
tive, thus leaving ethical and legal doubts in the minds of both 
program  designers and potential users. 

Why must a program outperform an expert clinician  before 
it is likely to be accepted?  After all, there are major variations 
in physicians’ abilities at expert  problem solving [31, [ 61 , 
When a  doctor  turns to a  consultant  for advice, his expecta- 
tion is that  the  consultant will offer truly superior insight  and 
advice.  Yet if a program performs better at some specific  task 
than  its  intended user, then, even if it  cannot improve the 
performance of the best  physicians, it can  nevertheless  raise 
the performance of the average physician, thus helping to 
distribute expertise. 

Most AI  aids for clinical  decision  making concentrate  on  a 
single  decision [41, [81, [141, although most potential users 
of such a system normally deal with  a diversity of decision 
making  tasks. Except in a few  special circumstances (e.g., [ 71 ) 
coherent families  of diagnostic and  therapeutic aids  must  be 
developed before we can anticipate widespread acceptance. 

A computer decision aid, as any  new tool employed in medi- 
cine, must  be shown to be safe and effective before it can  be 
ethically and legally sanctioned  for general use. We propose 
a hierarchical scheme  for program evaluation. This scheme 
will both  protect patients from the premature release of in- 
effective or potentially dangerous  programs  and will develop 
a  data base or panel of  cases  which can be  used to test any 
modifications in the program.  The basic principle is that  the 
program, as it evolves, should be able to handle correctly 
any clinical case which it handled correctly in an  earlier  ver- 
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sion. Initial testing should be performed on a series  of proto- 
typical cases. Next, another  computer program [2] should 
be built to search systematically for inconsistencies in the 
clinical  program. Then, a retrospective review should be 
undertaken, comparing the program’s performance to that 
of unaided clinicians. Next, a prospective  review should be 
mounted  in which the program’s  suggestions  are  “overread” 
by experienced clinicians to be  sure that  no gross errors 
occur. Finally, a prospective controlled trial should be per- 
formed. In both  the retrospective and  the prospective trials, 
the computer’s performance should be  compared to  the per- 
formance of  unaided  clinicians,  preferably  by a panel  of 
experts blinded to which  decision  maker they are  evaluating. 
In the final phase  of evaluation, the  impact of the  computer 
program  on health outcomes should be  assessed. This final 
phase  can only be  allowed once the earlier  phases  of evaluation 
have certified the program as “safe” for  the  patient.  The 
early  phases  of this evaluation sequence might  be  viewed as 
analogous to animal  trials in the evaluation  of a new  drug. In 
the final  phase, the prospective controlled trial, great care 
must  be  exercised to avoid the “Hawthorne effect,”  that is, 
an  improvement in physician performance because his be- 
havior is under scrutiny. 
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COSTAR-A Computer-Based Medical  Information 
System for Ambulatory  Care 
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Abrtmct-The atorage, retrienl, and communication of information 
are key features of both  the practice of medidne and the ndminirtn- 
tion of heath are. ’Ilk paper  described a @ p u t a 8 J x e d & n b u l a -  
tory (COST’AR) which replrcecl the traditional document- 
based patient medial record with a comprehensive, centmlizad, and 
integrated infomation system. COSTAR meeb both  the medial are 
and the finan&l/admhktntive needs of a variety of different medical 
practices (whether f e e - t o r d c e  OL prepid)  and cm be implemented 
and operated without mate propnun@ support. COmAR has a 
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mod* design to faditate phased implementation, and uses a c o m p  
hemivedictionuydtennstoshddizemdstoredatr Thephysician 
r e ~ ~ d s  medial, admhktrative, and financial information on a sin& 
source douunent (the encounta form); data are input by clerical 
pemnnel; information is retdwed via different computer-generated 
displays and pdntouts wfiich a u t o m a t i d y  select and olgrnize the datL 
The  system provides a high-level kngupse which allows the uses to 
access the database from a logical point of view and perform search- 
or prepare reports without propmming support COSTAR is avail- 
able on minicomputess using commeddly supported software and will 
be marketed by commercial or@zationn 

I. INTRODUCTION 
HE communication of  medical information is a critical 
element in the practice of high-quality medical care. 
Traditional recording practices rely almost completely 

on a manual record folder where  physician notes are hand- 
written or dictated  and merged with laboratory  data  and  other 
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