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Abstract
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Ploys a form of constraint propagation to make temporal inferences. As the infer-
ence computation grows rapidly with the number of points, TUP enables temporal
deductiom to be performed locally by “chunking” the temporal data base. The
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1. Introduction

In 1982, Drew McDermott [38] wrote,

A common disclaimer by an Al [Artificial Intelligence] author is that
he has neglected temporal considerations to avoid complication. The
implication is nearly made that adding a temporal dimension to the
research (on engineering, medical diagnosis etc.) would be a familiar,
but tedious exercise that would obscure the new material presented by
the author. Actually, of course, no one has ever dealt with time correctly
inmAIptﬂﬂam,mdthmhmtobe&nthatdoiuitwould
change everything.

There are many reasons why this should be. Phenomena that we associate with
time’s passage, such as change, are ubiquitous. This is reflected in our view of the
world, and the language and notation we use to describe it. It should therefore not
be surprising if expert systems, bereft of a conceptual representation and vocabulary
oftime,nmuuthonmuymchnhmtemhtmponlin&nnc«,faﬂin
general to interact smoothly with us. Expert system performance and knowledge
acquisition is at best incomplete and at worst fatally flawed if the system does
not possess a systematic and principled “understanding” of temporal knowledge.
Thuefm,mthouhhmpwﬂrmhmﬁnmddwmﬁcknttopmduce
satisfactory behavior in expert systems, it is a necessary and significant step in that
direction. ' o ‘ :

In contrast to the state of affairs in the late 1970’s, described by McDermott,
inthepntsixyunumdproj«hh&votddrﬂdthgpmhhmoﬁncorpouting
temporal reasoning in AI programs. The emphases of these projects vary with the
application domain. Some areas of knowledge seem to be more dependent upon and
demanding of temporal knowledge than others. The initial “blocks world” experi-
ments [65] were adequately served by a simple ordering of events. Other applica-
‘tions require considerably more sophistication. Medical diagnosis and therapy are
often selected as test tasks, not 50 much because they provide realistic tests of the
breadth of representation and the generality of the temporal reasoning mechanism,
but bocamewithouttnchcmﬁmh,minthuedomﬁnshm.

Within the domain of medical expert systems, the efforts in temporal reasoning
have tended to focus on issues most relevant to intensive care. That is, domains

1




2 ' CHAPTER 1. INTRODUCTION

in which there are large amounts of real-time data available, and where the values
of several physiological variables are known and can change rapidly and often. In
such applications the emphaasis is on abstracting point data, correcting erroneous
information, and making predictions about future values based on perceived trends
[16,32,33]. In contrast, the temporal issues involving the task of patient history-
driven diagnosis, have only been cursorily examined. This task is the focus of this
thesis. In the sections that follow, I justify this choice and briefly outline the specific
temporal issues involved. ’ ‘

1.1 The Patient History

Apart from serving as an investigational tool to study the issues of temporal rea-
soning, patient history-driven diagnosis is a worthwhile task in terms of the broader
objectives of AIM [Artificial Intelligence in Medicine]. The patient history remains
the most powerful and widely used diagnostic tool of heaith-care practitioners. It
serves to narrow the dimatkmibmtbntham,mhmmm, di-
agnostic modalities can be employed sparingly. Often, the patient history is the only
available means for establishing the diagnosis.! Conssquently, a significant amount
of educational resources is spent to augment and refine the clinician’s ability to
obtain and use the patient history. Capturing and sutomating such widely applied
expertise, will therefore provide health-care providers with an intellsctual tool with
whichtom&nucmnyoﬂh-pmbhmn_ofthém&kd “information explosion.”
Increasingly, clinical Practices—especially large hospitale—are attempting to
bring patient records, including the patient history, on-line [2,4,62]. The availability
of such datsholdnthepromh.thatu&pmm,rmin;inthc “background”,
will be able to use the patient histories to perform diagnostic tasks without requiring
special attention or effort from health personnel. To be able to effectively use such
a patient history, it is necessary that the expert system be capable of sophisticated
temporal reasoning as is illustrated below. ‘ ' \

1thtnu,hdhh¢uhhhghondbﬁ&ﬁom&hmwwh¢mmhﬁm
ﬁmmhwmmthmddhmth.MMai‘hhthoﬂy
- available clue. : :




1.1. THE PATIENT HISTORY 3

1.1.1 Time and the Patient History

Any pathophysiological process is a creature of many dimensions, one of which is
time. The patient history is a window oanto this creature. If this window filters out .
temporal information, then errors will be made in describing the process and dis-
tinguishing it from others. Moreover, it is often inadequate to substitute ordering,
whether partial or complete, for quantitative specification of temporal distance, as
this quantification may be essential to characterize the process. In order to provide
a flavor of the different forms of temporal expression in a patient history, a tran-
script of a fictitious patient visit is Presented in the next section. Following this, I
discuss the role of temporal reasoning in the taking of the patient history.

Scenario

The patient, a young male (J.), his mother (Mrs. W.) and the physician (Dr. C.)
are in the physician’s office. The mother reports concern with ‘fussiness, rapid-
breathing, cough, and loss of appetite”. After the preliminary discussion:

e Dr. C.: “How old is J.?"

e Mrs. W.: “Two years old.”

e Dr. C.: “When did he first become ‘fussy’ ?”

e Mrs. W.: “This past Sunday, when he woke up, around 8 a.m.”
¢ Dr. C.: “Was he cou;hinj that morning?”

e Mrs. W.: “No, that started later, seven to eight hours later. In the early
afternoon.”

¢ Dr. C.: “When did you first notice that J. was breathing rapidly?”
e Mrs. W.: “In the morning, two days later.”

e Dr. C.: “When did J. stop eating, or stop eating as much as he usually
does?”

e Mrs. W.: “Monday.”

e Dr. C.: “A day before you noticed his rapid breat_hing?"
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e Mrs. W.: “No, during the same day he started to breathe rapidly... Tuesday,
I suppose.”

e Dr. C.: “Anybody in the family have a cold?”

e Mrs. W.: “Everyone did, J.’s younger sister too — but she had bronchioli-

tis.”

e Dr. C.: “Is the rest of the family well now?”

e Mrs. W.: “Yes, my husband was last to get it. He’s felt fine for over a
month.”

e Dr. C.: “Has J. ever had anything like this before?”

* Mrs. W.: “Yes, now that you mention it, it happened about the same time
last year. The doctor at the time said it could be bronchiolitis or asthma.
But it cleared up after J. had spent one night in the hospital.”

® Dr. C.: “Anybody in the family have asthma?”

e Mrs. W.: “Yes, both my husband and my brother-in-law had asthma when
they were children, but neither have had any attacks since.”

Upon further work-up, the physician strongly suspects that asthma is the correct di-
agnosis. The patient’s response to therapy supports this suspicion. The patient and
his mother are seen one month later for follow-up. During this visst, the Jollowing
conversation arises.

o Mrs. W.: “Is J. going to keep having these attacks?”

e Dr. C.: “A child like J., diagnosed as having asthma, may follow several
clinical courses. Some young people with asthma will continue to have attacks
during their childhood. Ofthon,tminmityhmuthmﬂnthoirndultyms.
Most probably, your son will be symptom-free by the end of his adolescence—
as was the case for your husband and brother-in-law. Meanwhile, we can
manage this problem without restricting J.’s activities.”

Therera.re many temporal concepts in each of the above queries and assertions.
Among these:
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o References to common temporal yardsticks such as the calendar, stages of
development (e.g. in infancy, childhood and adolescence) or numerical age.

* Relative positions of events, both quantitative (e.g. coughing “seven to eight
hours” after beginning to behave “fussily.”) and qualitative (e.g. anorexia
“during” the period of tachypnea).

o Temporal specification with respect to the present (e.g. “He’s felt fine for over
a month.” which is an implicit specification of the period immediately prior .
to the present.)

e Alternate temporal hypotheses. In the above example, the duration of the
period in which the asthma would be symptomatic depended on the clinical
course the patient followed (i.e. whether the disease would resolve with the
onset of adulthood). |

Expert System Performance

The import of temporal representation is not restricted to the range of expression
of an expert system and the “human-like”® quality of the man-machine dialogue. It
also makes the performance of the expert system considerably more efficient and
focused. To illustrate this, take the three findings of jaundice, abdominal pain,
and blood transfusion. Imagine that thess are three (as in figure 1.1(a)) of very
mmyﬂndhpintheputknthhtdtyinmutmhdmdkﬂmord. A temporally
naive expert system would have to include the hypothesis of transfusion-borne acute
hepatitis B high in the differential diagnosis. It might be however, that the temporal
relationships in this case were such that to a human medical expert, there would
never be any question, or at the most a low likelihood of this diagnosis. The jaundice
may have happened during the neonatal period, the abdominal pain could have
happenodaﬁermappendxtomy,mdthotnmfuﬁionmhaveoccunaddnﬁnga
later caesarian section.

Now, if we were to replace the previous, temporally naive expert system with
onccmbhduudmnin;,thnthemtmtmmldbetbhtoulethe
temporﬂpmedmnhthmbetmcmdmmtmdconuqmttodh-
tinguish between some hypotheses. If such an expert system were given a patient
history that included the assertions that a blood transfusion preceded both abdomi-
nal pain and jaundice (as in figure 1.1(b)), then the hypothesis of transfusion-borne
acute hepatitis B would again rank high in the differential diagnosis. However, if
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a physician had been told that the transfusion had preceded the jaundice by only
one day, a lot of other causes for the jaundice would come to mind, because the
incubation period of the hepatitis B virus is considerable longer than one day.
Were we to go one step further, to enable the previous expert system to represent
and reason with quantitative temporal information, this would still be inadequate.
For instance, if such an expert system were given a patient history that included the
assertions that the jaundice had followed the blood transfusion by two months, and
the abdominal pain had followed the transfusion by 45 days (as in figure 1.1(c)),
then yet again the program would rank acute transfusion-borne acute hepatitis high
in the differential diagnosis. If however, the jaundice had occurred 20 years ago,
then for the human expert, the diagnosis would not be a leading element of the
current differential diagnosis. .
The point made by these examples is that the ability to use a large variety
of temporal information permits a dramatic pruning of the problem space—the
number of hypotheses to be considered. Thhinimporhathothbmmit lightens
the computational burden of the expert system, and also because it cuts down
requests for patient information and tests that might involve extra financial costs
and unnecessary patient morbidity. This pruning of the problem space also has
the secondary effect of producing a more focused and human-like diagnostic style,
8 many obviously unreasonable hypotheses are aimost immediately excluded from

serious consideration.

1.1.2 Organization of the Diagnostic Task

Initial Data Gathering

The first phase of the diagnostic task is that of data~collection, or history-taking.
The activity in this phase is largely driven by the data collected, rather than by any
hypothesis of the patient’s pathophysiological status. This is to be distinguished
from the later phases of the diagnostic task, after the evocation of hypotheses,
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ABDOMINAL e Neonatal jaundiee
PAIN -
(a)

¢ Abdominal pain is
after appendectomy

TRANSFUSION JAUNDICE

s Transfusion is after
epssarian seection

(b)

A
PAIN
di followed
¢ Jaundiee follow
TRANSFUSION transfusion by
JAUNDICE one day
(e) ;
45 DAYS PAIN
‘ ¢ Jaundice was
BLOOD ‘20 x
TRANSFUSION yoars ago
‘2 MONTHS JAUNDICE

Figure 1.1: Misdiagnoses of Hepatitis B
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Data Gathering

Patient
Information

Figure 1.2: Phases in the Taking of a Patient History.
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when the line of questioning is directed by the content of the actively considered
hypotheses.? The “compiled” data-driven protocol is an evolutionary product of
the collective clinical experience which suggests those questions that are always
worthwhile asking in response to a particular clinical presentation. For instance,
a patient describing chest pain, will usually be asked about ita location, radiation,
and quality. The temporal data will include the duration of the pain, time of day
of onset, temporal relation to precipitating events, and if recurrent, the length of
time between episodes.

In general, to avoid being misled by erroneous data, the data-gathering phase,
taking place as it does before much investment of diagnostic effort, is an opportune
occasion to detect errors. Temporal reasoning can serve in this effort by identifying
at least one class of inconsistency. For example, in our earlier transcript of the
fictitious office visit, Mrs. W.%s statement that J. was tachypneic two days after he
was “fussy” (Sunday) contradicts the assertion that the onset of J.’s anorexia was
on Monday and yet occurred at the same time as the onset of tachypnea (Tuesday).

Evocation

Following history-taking, the next diagnostic phase is that of hypothesis evocation
or triggering. From the rather large problem-space of diagnostic categories, an
expert-system (and for that matter, a human expert) must select a manageably
small number of hypotheses.® This can be achieved by selecting classes of hypothe-
ses based on characteristic constellations of findings in the patient history. For
instmu,ifupationtd.cﬁbalmtiu,andumﬁon “like a ton of bricks on my
chest,” this should immediately trigger (bring into consideration) the hypothesis of
myocardial infarction (MI). These constellations of findings include characteristic
temporal patterns. Chest pain lasting not more than one or two seconds or more
than one or two hours is consistent with several diagnostic possibilities, including
cervical osteoarthritis, but is atypical for angina.

3This is illustrated in figure 1.2, where the coatrol arrows illusirate requests for patient infor-
mation at several stages, umﬂuhopﬁumhypﬂh.khwmwml-dﬁwnduv
collection.

3See Nowell and Simon [42] for a discussion of the limits of cognition and computational resource
alike in managing multiple hypotheses. '
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Elaboration

Once a hypothesis is triggered, the next phase of diagnosis begins, that of elabo-
ration. Each triggered hypothesis usually consists of a broad category of distinct
diseases, usually with some pathophysiclogical pathways in common. Each distinct
pathophysiological pathway within the triggered hypothesis is a hypothesis unto
itself. Thelatmhypoth-hwillbenfcudtounﬂhm The process of
extracting the different subhypotheses within the triggered hypothesis is the process
of elaboration. ‘

Asmhlubhypoth.icuprmumdmchnicdcouru,ithumnuythe
cmthteuhdmmbwmmwmu. A patient
withnnginupxtori.fmiﬂtm,mwmmﬂymﬁrsmddam,orﬂm
have congestive heart failure (CHF) before the M1, or immediately suffer a fatal
arrhythmia. The duration of the int«vllfrommotdmﬁnztoalouﬂyltable
state (death or recovery) therefore depends on which clinical course is followed. To
return to the office visit example, the duration of J.’s asthma will depend on the
subpopulation of asthmatics to which he belongs.

Instantiation

Each of the subhypotheses extracted from the triggered hypothesis is a template
for a possible clinical course. To model a particular patient, the data obtained
fromthcpatimtmu:tboﬂtudinmwtothmbhnﬁhm,toprovidea
coherentmpportforthqd-aibodmdiﬁeaefthm; The process of con-
structing a patient model, matching findings to events in the subhypothesis, is that
ofinltanti;tion,thafonrthdthﬁuphu-ofmthhtuyhnddimah.

Patient-specific data further constrains the temporal relations in the subhy-
Potheses, and also anchors the subhypotheses to the present. In J.’s visit to Dr.
c.’-ommmmmmm-wmwmmmumm
hdmadmmwmmmu.mmwmimﬁwud.
This specification anchors the subhypothesis with respect to the present. This may
mobvhm,mdmit»mhwwbdwhmchumm
therapeutic effect before therapeutic intervention or asking whether J. suffers of
asthma as an adult.
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Ranking Patient Models

After the creation of several patient models, it becomes possible to proceed to the
next diagnostic phase, that of selecting the correct diagnosis or at least ranking
these models with respect to their likelihood. Many diagnostic strategies can be
brought to bear in this phase to facilitate ranking or confirming a patient model.
The goal that these strategies have in common is to determine which datum would
be most effective in narrowing the number of diagnostic possibilities or further
differentiating the more likely from the less likely. '

Temporal information often costs little to acquire and can also serve the vari-
ous diagnostic strategies* to distinguish between patient models. In distinguishing
between an acute and a recent MI, it would be useful to obtain serial SGOT mea-
surements to determine whether the SGOT peak was approaching (the SGOT peak
occurs within 24-48 hours of an MI) or past. lﬁthemuin,during.l.’: visit to
Dr. C.’s office, a history of recurrence, especially in association with a particular
season, would support the diagnosis of asthma rather than bronchiolitis. Otherwise, -
in the acute phase, without these temporal clues, these two clinical entities are often
indistinguishable,

1.2 Technical Goals

What then must be required of a temporal representation and reasoner to enable
the emulation of the breadth of expression and the behavior described above?

1.2.1 Breadth of Representation

Several efforts in temporal reasoning have made use of heterogeneous internal rep-
resentations [25,41] to represent the heterogeneity of temporal expression found in
the patient history. One of the shortcomings of these representations is the dif-
ficulty in determining the order and combination in which the different temporal
repramtatioumtobeuodtorotthutmonlin&rmaﬂon. The difficulty lies
in deciding which combination will be the most efficient, ensuring that the temporal
informationrotricwd-hcomhtentwiththemtofthatmporddahbmmdu

“The general form of these strategios (o.g. CONFIRN, RULE-OUT, and DIFFERRNTIATRE) has been
described by Patil [45] aad Popla [50] :
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Precise as possible. Making this decision becomes far easier if all temporal asser-
tions are maintained within a single representation and manipulated by a single,
simple inference mechanism. Consequently, one of the earliest objectives of this
research was the development of a uniform underlying representation to see if it
could support the necessary breadth of expression.

1.2.2 Computational Feasibility

The computational burden of temporal “reasoning” increases rapidly with the num-
ber of events represented in the temporal data base. Several schemes have been
developed to work around this problem. Most of the approaches have involved vari-
ations on the “divide and conquer” theme. In such cases, the temporal data base
is clustered according to a particular scheme, into blocks—usually of contiguous
intervals. Temporal reasoning is then restricted locally to each block. Allen’s (1]
clustering scheme generates hierarchies of intervals where each interval is DURING the
interval that is immediataly superior to it in the hierarchy. Vere’s 58] hierarchies
consist of events associated with activities of a planner. The temporal hierarchy
built from the planner’s activities mirrors the goal-subgoal hierarchy of the planner.
In both systems, retrieval of temporal information relating events in different blocks
involves some form of search.

Each clustering scheme must be judged by several criteria. First, to what extent
do the various application domains fall naturally into the imposed hierarchy? Sec-
ond,towhatdemedoutheclmminglchemokndtontﬂwﬂoﬁnwminmtand
imprecise temporal relations? Finally, can the clusters be generated automatically?
For pragmatic reasons, a lot of the work on TUP was done to answer the preceding
questions. : o

1.2.3 Interaction of Temporal and Atemporal Reasoning:
Domain Independence

It was not at all obvious, at the onset of this project, that temporal data and
inferences could be neatly separated from the other conceptual elements of an expert
system. Causality, for instance, would appear to intrinsically impose some degree of
temporal ordering on events. It was therefore unclear whether temporal reasoning
could be isolated and packaged separately or would necessarily have to be tightly
coupled with other reasoning mechanisms of a host expert system. If temporal
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reasoning could not be isolated in an autonomous package with a standard interface,
it would be unlikely that a general solution could be attained to satisfy various
expert systems whose representation of causality was as much at variance as say
qualitative simulation [29,13,17] and causal association [61,80,46,31]. Achieving a

domain and system-independent solution therefore became a major focus of this
work.

1.3 Results

Which of the preceding objectives have been achieved? First, the various forms
used to specify temporal position within a patient history (heretofore called tempo-
ral descriptors) have been identified. A uniform representation, based on the range

soning and consistency checking, using a form of constraint propagation. TUP also
Possesses a number of temporal retrieval functions and temporal predicates.
wamm;lhndudhm&atmm&ohatmumtodkutethede-
sired clustering of the temporal data base for the reasons of computational feasibility
mentioned previously. During TUP's development, it became clear that although
TUP p«mihtnycwunhmtohcw,onlythc&wthncon&m
toaputicuhrutofnquiummh(dhmunduh‘thinthefolbwinjcthter)
willbemcculfulinykldingthcdairodrductioniawmputuiondlotd. One of
these requirements is that events within the same cluster be more closely® related
to each other than to events in other clusters. Several expert system technologies,
by their nature, provide an organising principle with which temporal clustering can
be guided. -h&hmpoﬂ,mhnpw«pﬁtmtmhdmﬁbedthatm
its causal aggregation hierarchy (similar to thoss found in other second generation
expert systems such as ABEL [46]) to control the automatic generation of temporal
clusters. Planners, frame-based systems, and qualitative simulators also possess

8 Again, discussion of the exact meaning of this is deferred to the next chapter (section 2.4).
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structures that can be employed to automatically guide temporal clustering. These
latter instances are discussed in this report but have not been implemented. Also, a
number of intriguing cognitive analogies to the temporal clustering schemes appear
in the literature. These are discussed in chapter 5.

Reasoning about alternate hypotheses, medical or otherwise, involves examining
different outcomes. Each of these outcomes-—in medicine, the pathophysiological

provides a context mechanism that permits the assignment of temporal assertions
to alternate temporal hypotheses. THRIPHT (Temporal Hypothesis Reasoning In
Patient History-Taking) the medical expert system used as an investigative vehicle,
automatically creates contexts for each patient model generated.

1.3.1 Expert System Demonstration

THRIPHT was constructed both to demonstrate TUP's capabilities and to provide a
vehicle for investigating the properties of the diagnostic process when the patient
models are equipped with a systematic representation of temporal relationships.
What THRIPHT really does is best described by returning to the five phases of the
diagnostic task, outlined in section 1.1.2. It is in the course of the data-gathering
phase, that patient’s assertions are processed by TUP and converted into range
relation form. By virtue of the constraint propagation process that follows each
temporal assertion, temporal inconsistencies or contradictions are identified imme-
diately, and the user/patient given the option of which assertion to withdraw.

Hypotheses are evoked in the following phase by means of “triggers” linked to
hypothesis templates. Each trigger tests the patient assertions accumulated in the
data-gathering phase. N aturally, the triggers can test for temporal relations that are
deduced from the assertions, even if not explicitly asserted. The triggers themselves
are arbitrary boolean combinations of temporal and atemporal predicates.

Each hypothesis template is represented as a directed, acyclic graph of event
nodes linked by associational or causal links. Within each such template, exclusion
relations specify which events are mutually exclusive. These exclusion relations
are used in the hypothesis elaboration Process to generate distinct and mutually
exclusive subhypotheses. ’

Temporal information is associated with each event in the hypothesis template.
This information includes specification of the temporal antecedence of causally an-
tecedent events, event durations and other a priori temporal knowledge. On elab-
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oration, the temporal information is carried forward to each subhypothesis and a
temporal context generated from this information. It is at this point, during the
generation of temporal contexts, that the temporal data is clustered. THRIPHT
communicates to TUP the causal aggregation information that TUP then uses for

involves employing the temporal relations, obtained in the initial history-taking, to
modify the default assumptions of the subhypotheses.
As outlined previously, the primary goal of the diagnostic strategies of the fifth

course, is one such feature and therefore in addition to distinguishing patient mod-
els bympmmmﬁnuppmmm.,&udhmtkcum-nk
differences in temporal distances between events. This diagnostic strategy loop
has only been partially implemented, principally because of the effort required to
elaborate such strategies, even without temporally sophisticated capabilities.

1.4 Organization

The following chapter describes the representation and reasoning mechanism of
TUP. Compnhomtopmiommrkinthkmmnndeutheinuuuise. I
also discuss, in general terms, how TUP would interact with various expert system
technologies. v

Chapter 3 describes the specifics of a temporally oriented expert system—
. THRIPHT—and the temporally explicit patient record, and how these interact with
TUP.

80 endowed, with domain knowledge, places 2 much larger burden on the knowledge
engineer. In chapter 4, the challenge of extracting temporal knowledge from the
literature and delivering it to an expert system is examined. '

There have been several studies, in the discipline of cognitive science, of tem-
poral reasoning. It becomes tempting, because of similarities that appear, to draw
analogies between the experimental results of cognitive science and the behavior
of TUP. However, the results are not without controversy, even within the ranks
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and promising directions for future work in this ares are pointed out.

Appendix A is a compilation of several tables, too large to include in the main
body of text, and includes conversions between point and interval definitions, and
the definitions of TUP predicates, assertions and retrieval functions. Appendix B
contains a list of temporal assertions used in a causal hypothesis. Appendix C
provides selected definitions of the abbreviations used in this report.




2. The Temporal Utility Package

The Temporal Utility Package (TUP) is designed to perform domain and system-
independent temporal reasoning. TUP’s internal representation and reasoning mech-
anisms are described in this chapter. ‘

2.1 The Range Relation

The range relation (or RREL in TUPese) is a first-order object in TUP’s representa-
tion. It is from this object that all the other types of temporal representation are
built. Range relations specify the upper and lower bounds on the temporal distance
between two points in time. The range relation is specified in TUP’s syntax using
the form below: ' : '

Form 1

(RREL <first point> <second point>
<lower .g:und> <upper bound>
<context>)

Individual points are identified in this form by lists of qualifier-value pairs. The
qualifiers can specify whether the point represents a point event or the beginning or
end of an interval. Qualifiers may also specify that a point is & member of a cluster
(see section 2.4) or is a point along a particular temporal yardstick (see section 2.6).

Bounds on the range relation can have all values from positive to negative infin-
ity. Numarical values can be in any time unit from seconds, minutes, to centuries,
even though all these values are canonically stored in seconds. The value of the
lower boundmmthowcverncveraxceodthstofthoupwbound. If TUP makes a
temporal deduction that violates this rule (see section 2.2.4), it is always taken to
mean that there are inconsistent or contradictory temporal assertions.

As mentioned in the introduction, contexts permit the representation of alter-
nate temporal assertions. The context specified in the RREL assertion of form 1 can
be any object—atomic symbol or hypothesis. If not specified in an aasertion, it
defaults to REALITY.

17
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2.1.1 Diagrams and Descriptions

Some explanation is required for the diagrams and English “translations” that ac-
company the temporal assertions in the examples that follow. The diagrams will ini-
tially only serve to illustrate the graphic format used to describe the RREL. However,
as the assertions increase in number and more complex features are demonstrated,
these diagrams will become the primary vehicle for analysing the consequences of
the assertions. The mapping from RREL to English is a delicate matter and is the
major reason for the graphic illustration of the temporal relationship. The problem
stems from the richness of meaning of the English language. This richness makes it
all too easy to attach meaning to temporal assertions other than is present in the
formal syntax (or diagram). In example 1 (page 19) for instance, I am careful to
avoid making any allusion to the position of irritability or anorexia with respect to
the present.! Specifying the position with respect to the present would require the
assertion of at least one more RREL (a8 described in section 2.1.2). Consequently, the
English translation provided should be viewed as an aid in comprehending the tem-
poral relations; the graphic representation however should be examined to obtain
the strict interpretation.

Regarding the diagrams themselves, two different graphical representations of
the temporal relations were considered—time-line and directed graph, both illus-
trated in Figure 2.1. In time-line diagrams the points are visually ordered with
respect to a reference point, with a scaled lower and upper bound displayed for
each point. The directed graph diagrams do not necessarily visually convey infor-
mation of the temporal order, but rather permit inspection of individual point to
point temporal relations. Time-line diagrams have several weaknesses, at least for
the purposes of illustrating reasoning with RRELs. As all temporal relations are
illustrated with respect to a reference point, it is dificult (without additional dia-
grams that use other reference points) to appreciate temporal relations other than
those that involve the reference point. This is especially true when the upper and
lower bounds do not share the same sign.? Also, to understand how TUP makes
its temporal deductions, it is important to visualise the connectivity between the
RRELs. This is particularly useful in following how TUP clusters the temporal data
base.

For the reasons above, except for example 1, I have illustrated temporal relations

1As in “preceded” or “will precede.”

3j.e. a point occurs before or after the reference point.
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exclusively with the directed graph format. However, to the degree it is possible,
I have attempted to visually convey the ordering information using the directed
graph format, by having earlier points above, or to the left of, later time points.

2.1.2 Examples

The description of TUP’s reasoning mechanisms will be a lot clearer and better
motivated if we first look at several RREL examples.

Example 1

(RREL ((NAME IRRITABILITY)(TYPE BEGIN-IN VAL
gfxmz ANGREXIA) (ﬂl?‘é EID-I?'}IRVAL;? )
2 DAYS) (3 DAYS))

Example 1 corresponds to the assertion that the beginning of irritability precedes
the end of anorexia by two to three days.

Example 2

(RREL (?!ME SLEEP-TERRORS) (TYPE BEGIN-INTERVAL))
5 NAME AVAKE) (TYPE END-INTERVAL)) '
-3 HOURS) (-1 HOURS))

: Example 2 corresponds to: the onset of sleep terrors occurs one to three hours
after the end of awakeness.

Example 3

NAME ASTHMA-2 fm.mu—muvu))

(RREL gium: ASTEMA-1) (TYPE END-INTERVAL))
+EPSILON) (+INFINITY))




20

Emnmam} TS *[mm»]

Legend

E Time point

Upper : Bound

Lower Bound

=" Relation Polarity

Figure 2.1: Time-Line and Graph Form of Temporal Dia.gram
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-1 HOURS
Lammnons }‘ S ToURS | P |AWAKE>
whieh is synonymous with:
3 HOURS
<SLEEP TERRORS ;
[ )* 1 HOURS AWAKE>

Figure 2.2: Mlustration of assertion of example 2.

(ASTHMA- 1>jJ ' t:o > LQSTHMA-Q

Figure 2.3: Illustratioh of assertion of example 3.

21
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This assertion has a lower bound €, a quantity that TUP takes to be smaller
than any numerical value the computer can represent. Temporal Teasoning with
such values is described in section 2.2.2. The assertion of example 3 corresponds
to: the attack of asthma episode number two can occur any time after® asthma
episode number one. Note that although the upper bound of the RREL is +00, in
any complete expert system that would use TUP, this bound would be constrained
to the maximum life expectancy of the individual. In THRIPHT’s knowledge bases,
many event intervals are asserted to occur during the interval of LIFE. Since LIFE
(really the RREL that relates the beginning and end of the interval) has an upper
bound of longevity generously set at 120 years and 237 days [52], most temporal
relations of pathophysiological events become finite after constraint propagation
(described in section 2.2.2). ’

Example 4

(RREL (gREFSYB CALENDAR)
REFSYSFORN "8 p.a., Sunday, April 27th, 1986")
(TYPE POINT)) .
g (NAME mrrun.xrvg (TYPE BEGIN-INTERVAL))
-1 HOURS) (+1 HOURS))

Example 4 introduces the temporal “yardstick”. Although any number of such
yardsticks can be defined, at the moment TUP only includes definitions of the calen-
dar, ages, developmental stages, and life-landmarks. Within TUP these yardsticks
ueimplementoduminkmhthatknowmu;hcboutthdrmrefmcem
tem (the temporal yardstick) tobcabktoaummbawmpoinu belonging
to the same reference system—discussion of details is deferred until section 2.6.

system or REFSYS in TUPese). Exmpk4mfh«dmbcintcpretedu: the onset
of irritability occurs between 7 and 9 p-m. on April 27th, 1986.

3From i:nmidhtoly after, to infinitely far in the future.
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Figure 2.4: Tllustration of assertion of example 4.

Example 5

(RREL iélﬂm ASTHMA-PRONE) (TYPE END-INTERVAL)
(REFETS DEVELOPERT) CPYPE. FoliT))
(O YEARS) (O YEARS)
CONTEXT-1)

(RREL. i NAME ASTHMA-PRONE) (TYPE -INTERVAL)
REFSYSFORN "END-ADOLESCENCE"
' REF ( POINT))

8Y8
e e
CONTEXT-2)

An extremely simple use of the context mechanism is illustrated by example 5.
Two alternate assertions are given to describe the relation between the end of adoles-
cence and the end of the asthma-prone interval. In the first assertion, in CONTEXT-1,
the asthma-prone period ends with adolescence; in the second (CONTEXT-2) it ends
any time after the end of adolescence.. Whereas in example 5, the context slot is
bound to an isolated atomic symbol, it is used by THRIPHT to bind full-fledged,
structured hypotheses.
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Although the role of asserting temporal position with respect to the present
will not become apparent until the section dealing with temporal reasoning, ex-
ample 6 presents a preliminary introduction. The RelationToPresent assertional
form (form 2) is translated to the two RRELs shown. The first RREL establishes the
relation between the current instance of the present (represented by a point whose
event name is a unique ¥OW) and the onset of asthma. The second RREL asserts the
relation between this latest instance of the present and the current time obtained
from the host computer. The latter point is treated identically to other points on
the calendar reference system. Example 6 then roughly corresponds to: asthma
began twelve to thirteen months ago.

Form 32

(RelationToPresent
<point> <lower bound> <upper bound> <context>)

Example 6

(RelationToPresent
(NAME ASTHMA) (TYPE BEGIN-INTERVAL))
+12 MONTHS) (+13 MONTHS))

translates to:

RREL NAHB GENSYM NOW)) (TYPE POINT))
( gémm Am( . ) (TYPE gEGIl-IITEBVAL)
~13 MONTHS) (-12 MONTES))

(RREL ((REFSYS CALENDAR)
DA POINT
IO cr oy
(¢] SECONDS) (0 SECONDB))
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13'%@
<ASTHMA ' »[ NOwoo1
/ 12 MOEE!
0 SECONDS
0 SECONDS
'- ..... LR B N R X XY 1- T W WY W W ;
N N
N "8 pm. June 2, 1986" N
] [
; CALENDAR |

Figure 2.5: Illustration of assertion of example 6.

On many occasions, one may wish to directly assert temporal relations between
intervals without explicitly specifying the position of the onset and end of each inter-
val. Just such a functionality is provided by the interval-based temporal reasoners,
developed by Allen [1] and Vilain [61], that employ thirteen different interval rela-
tions. These thirteen relations can be conveniently used in TUP (form 3) as shown
in example 7.

Form 3

(Il(l > <int 1l two>
<i§§:rr¥:i ro!atiov."‘ wo
<context>)

Example 7

(INTREL ((NAME IRRITABILITY)) ((NAME ‘AIOR.EXIA)) OVERLAPS)

translates to:
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(RREL ((NAME IRRITABILITY) (TYPE BEGIN-INTERVAL))
((NAME ANOREXIA) (TYPE BEGIN-INTERVAL))
(+EPSILON) (+INFINITY))

(RREL (éxmz IRRITABILITY) (TYPE END-INTERVAL))
((NAME ANOREXIA) (TYPE END-INTERVAL))
(+EPSILON) (+INFINITY))

(RREL ( élm IRRITABILITY) (TYPE END-INTERVAL))
((NAME ANOREXIA) (TYPE BEGIN-INTERVAL))
(-INFINITY) (-EPSILON))

+00
&RRITABILITY v <ANOREXIA
+00 - +00 I
+0 -00 +0

Sy Sy

Figure 2.6: Illustration of assertion of example 7.

Note that with the INTREL assertion, TUP automatically asserts the
additional default temporal relations between the beginning and end
of each interval (using ASSERT-INTERVAL as in form 4).

Form 4

(ASSERT-INTERVAL <interval specification> <context>)

translates to:
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(RREL ((<point specification>) (TYPE BEGIN-INTERVAL))
((<point specification>) (TYPE END-INTERVAL))

(O SECONDS (+IRFINITY)
<context>)

The examples above show a variety of temporal assertions that are represented
internally in a single uniform manner. The method by which this internal represen-
tation performs temporal reasoning is discussed in the following section.

2.2 Generating Temporal Inferences

Every time additional temporal information is acquired, new relations may be gen-
erated or any of the temporal relations, currently represented in the data base,
modified. In this section, I describe how these inferences are computed.

2.2.1 Range Addition

If an RREL is asserted that shares a point with another RREL, TUP attempts range
addition to calculate the bounds on a third RREL—that between the two unshared
points. Range addition is simply the caiculation of the sum of the two lower bounds
and the sum of the two upper bounds. The rules for range addition for all values
including oo and ¢ are given in table A.2 in appendix A.

Let us take, for instance, the assertions of example 8, in which the assertion is
made that the onset of irritability precedes the onset of anorexia by two to three
days and that the duration of anorexia is three to four days. The lower and upper
bounds on the third relation, (diagrammed in Figure 2.7), as calculated by range
addition, are five days and seven days respectively.

Example 8

NAME ANOREXIA) (TYPE BEGIN-INTERVAL))
2 DAYS) (3 DAYS))

(RREL (ilﬂﬁ AIOREIIA; smx BEGIN-INTERVAL))
g NAME ANCREXIA) (TYPE END-INTERVAL))
3 DAYS) (4 DAYS))

(RREL §§IAHE IRRITABILITY) (TYPE mn-xgmm.))
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2.2.2 Constraint Propagation

If an RREL ry, such that { "% j, is asserted between two points s, j which are already
- related by 1% § TUP determines if ry constrains r1. An RREL is constrained if the
values of its upper and lower bounds are brought closer together, be it by increas-
ing the lower bound, decreasing the upper bound or both. A state of maximum
constraint is achieved when the values of the upper and lower bounds are identical.
If the lower bound is greater than the upper bound, the temporal data base is in
internal contradiction (is inconsistent). :

To continue with the example, if it is subsequently asserted that the delay from
the onset of irritability to the end of anorexia is exactly five days (as in example 9),
then the RREL originally computed can be modified—or constrained. Here, the
bounds on the new assertion (example 9) are narrower than those of the RREL that
was obtained through the range-addition of the RRELs of example 8. And so, the
RREL is constrained (see Figure 2.8).

Example 9

(RREL ?MHE IRRITABILITY) (TYPE BEGIN-INTERVAL))
NAME ANOREXIA) (TYPE END-INTERVAL))

6 DAYS) (5 DAYS))

Every time an RREL is constrained, range addition is attempted with each of
the RREL’s neighbors (RRELs with one time point in common). This range addition
may either constrain a previously asserted RREL, create a new one if no prior one
exists, or do nothing if the range addition does not constrain extant bounds. In
this example, the first neighbor that might be chosen is the first RREL of example 8.
This results in a range addition of (-3 days, -2 days) and (5 days, 5 days) for a
result of (+2 days, +3 days). Fig. 2.9 shows that this result constrains the upper
boundofthekmbetwemthcbeginningmdmefWatothrudayl. As
this process of constraint and range addition is recursively repeated every time an
RREL is constrained (whereby constraint propagation), this latest constraint causes
yet another range addition: (-3 days, -3 days) and (5 days, 5 days) with a result of
(2 days, 2 days) that constrains the corresponding RREL as illustrated in Fig. 2.10.

Although TUP attempts the remaining range additions, there obviously cannot
be any additional constraint propagation as all three RRELs are maximally con-
strained. As Vilain and Kauts [59] have shown, such a constraint propagation
scheme has order n® time complexity. In outline, constraint propagation causes
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<ANOREXIA

3 DAYS 4MYSJ
2DAYS 3 DAYS

— (o)

Figure 2.8: Initial Constraint.

=)
3 DAYSv/ﬁ\

2DAYS

Emnrman.rry 5 DAYS ANOREXIA> ]
5 DAYS

3 DAYS
3 DAYS

Figure 2.9: First propagation of constraint.
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Emmmm«m@ J

+00
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Figure 2.11: Propagation of the “OVERLAPS” Assertions.
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+68 HOURS

+00
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’ +8 HOURS

Figure 2.12: Constraining the “OVERLAPS” assertion.
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2.2.4 Contradiction Handling

If, during the process of constraint propagation, a contradiction is detected, the
contradiction handler is invoked. The contradiction handler’s basic strategy is to
offer a list of externally asserted RRELs for withdrawal and to continue to do so until
no more contradictions are detected.
Withdnwdohaulctionimolvumthmmrdydcloﬁnguinﬂom. TUP
has to examine all other RRELs for which the externally withdrawn® RREL (that we

by TUP (with consequent constraint propagation).
This process of dependency-directed backtracking is computationally expensive,
andhthereforoonlyintendodfocminimnsppliatiominvolvin;onlyafew

dimmh,thcmﬁutmchnhmiiuuduitmihnvuﬂhypothmtobe
Mmmdwmmmummm.
Omdthmwmh,ynmw,kthmmtﬁcuhction
of the inconsistent RREL to be withdrawn. Ommthodhtotttempttowithduw
thoeepmisu,ofthaoinmutudmtndkthn,thamhutmppoﬂodbyotha
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atitis, or infections in general. It is precisely to provide this external or “real-world”
knowledge that THRIPHT is equipped with temporal templates for each hypothesis
(described in section 3.4).

Linear Programming and Contradiction Handling

Linear programming has been considered as an alternative to constraint propaga-
tion [34] to perform temporal deduction. As noted by Valdée-Péres [57], full linear
programming presents some difficulties. Oncofthoohthepmblmddoﬁning
whichuhofmtiommincontrtdieﬁcn.mmthhbytncin(buk
thcdependenciuthatludtotheeoutndicﬁon;ithnptwthowthhcm
be accomplished using the Simplex algorithm. Other drawbacks of the full linear
programming techniques include what Valdés-Péres terms the “lack of implemen-
tational congeniality.” That is, if we represent events using some particular
representation, then the use of Simplex requires some properties of these events
toberepruentedinsaetofwhoﬂydiﬂumdmmtm;htqnﬁn;them
mpmcnhtiomcmbestthov«yhutdiﬁcnh.mdhdﬂohwhdpmmm
thutmlu-thmobviomtotkeknowhdam. Also, the complexity and
unintuitive nature of the operations of the Simplex algorithm does not permit an
expertly:temWhichuouthonhoﬁthmtorndﬂymthmaphn;tionofiu
deductive process. This contrasts with the deductions made through constraint
pmpuuhn,whmabmmwmmmdmmpwﬁdu;
reasonable explanation of how the bounds were computed.

2.2.5 Tools for Studying Constraint Propagation

DuringTUP’sdui;n,IdwdopodwmetoohtofouwthoWofcomtnint
propagationuponthahmponluhtiomthudyeatmdinthkmwhdabm. I
havembuqnmtlyioundth.ctoohtobeuufnlinmidin‘mordknwhdge
engineering (see chapter 4). '

Loop Formation

A loop in TUP is constituted of a set of n ezternally asserted RRELs joining n time
points to form a closed graph as illustrated in Figure 2.13. The simplest loop is
that with three RRELs, but of course it can involve any number of RRELs, The
interest of loop formation is that it is only when loops are formed that RRELs are
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constrained® and therefore that the externally asserted RRELs are modified. If this is
not immediately apparent, consider the simplest case—two RRELs, as in example 8.
Theonlyckcmtminwhkhcthkd,dkthct,mdbwnnwmam
constraint propagation is if it joins the two points (BEGIN IRRITABILITY) and
(END ANOREXIA) to form a loop. This third RREL, which closes the loop, provides
mdmmmhmmpumud‘mmmdmummm
points. .

hthegmudcue,whanmchrndbmnncb-uabopofmym,
itpmvidsudmmcompm»thhthcmd-dmtheothumu
that are members of the loop. Tknlinthe,lhnphl‘tcm,thedomreoftheloop
with the third RREL can constrain the two previously asserted RRELs. Constraint
propagation will also spread throughout larger loops and can propagate to the
members of intersecting loops. v

In the current implementation, TUP highlights, on generated graph diagrams,
.wmm.mmmwmabopbymmw
edgemﬂm,mdpcﬁhh«hdimth«“hhwﬂpmbm
muthumi'htchubop-mdtmmmmddmbm.lhw
foundthhpnﬁcuhrlyhdpfulinmdﬂyh‘mmﬁmddhmhypothm.

The Constraint Index

The constraint index (CI) is a measure of the constraint of an RREL. It is calculated
bydividin(thodhtmb-tmthumadhmrbonndsdannnbyths
sum of the absolute value of the same bounds. :

o lub =1y
|l + 18]

For instance, the first RREL of example 8 has a constraint index of (3 — 2) days
divided by (3 + 2) days or 0.2. Bythefotmnh,thammrdnedmunh,‘
the lower its constraint index. .
ThCI_hcaden;meheamm have bounds separated by
mim&mmmwmammmmmmmm
this way the RREL that reiates events years apart is rated as more constrained than
onenhtin;mhmﬁutputmifth&i&mbdmthcupwmdhwa
bounds of both is an identical aumber of days.

Ccr

5mmnumummmm.mmmymm.
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if loop is elosed

——6—% An RREL that could close the loop

=% Additional RREL's generated by TUP
upon closure of the loop
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Figure 2.13: Loop Formation
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TUP can calculate the cumulative sum of the CI's for specified groups of points
(form 5). This is known as the group constraint index (or global constraint index
when it includes the whole temporal data base).

Form §

(CI <point 1ist>)

The CI is useful for the knowledge engineer, because it enables quick identifi-
cation of those parts of the temporal knowledge base that are poorly constrained.
With the graphical display of loops, it provides an efficient tool for building highly
constrained knowledge bases. Also, it can be used for the performance clustering
heuristic, described in section 2.5.4.

2.3 RREL Retrieval

I, instead of values between positive and negative infinity, the bounds of an RREL
are given as TUP variables as in form 6, TUP attempts to retrieve the values for those
bounds instead of asserting them and binds the retrieved values to the variables.
If only one of the bounds is an unbound TUP variable, TUP first asserts the RREL
replacing the variable bound with infinity (positive if upper bound and negative if
lower bound), performs the retrieval operation, and then binds the retrieved value
of that bound to the variable. ’

Form 6

(RREL <point 1> <point 2> ?<LB-var> ?<UB-var> <context>)

In a temporal knowledge base with exhaustive constraint propagation, this re-
trieval computation simply returns the one RREL linking the two points specified.
As described below (section 2.4), the retrieval process becomes somewhat more
involved with clustering.

TUP also provides retrieval functions for temporal relations built on the RREL.
Forinatmce,ifanunboundTUPurhthoflninmvdtypchspeciﬂedin
an Ilm,mmthmubotmth‘minmmdutmthe interval
relation that is consistent with the RREL relationships. If, as is often the case, the
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RRELs are insufficiently constrained, TUP returns a disjunction of interval relations
that are consistent with that state of constraint. Conversions from range relations
to interval rclat%onl can be found in table A.3. ‘

2.4 Restricting Constraint Propagation

Tempordnmnhg,ndmibodhthomm.iunifarmmdmd;hb
forward. Unfortunately, computation of constraint propagation becomes burden-
mmhtypkﬂmdkdappﬁeﬂhmwhmmhmm&mtﬂuhmdndsof
events. With the first attempts at developing applications that use constraint-
propagating temporal reasoners, more attention has been paid to the tractability
issue. Ithbmwwmtmw&hluppmdmtoﬂu
atumpthuhhnbrud&dmwmmvmdmhum
temporal inference. Valdés-Péres [57) and Vilain and Kauts {69} have examined this
trdwﬁmdhnm,wwmwpcmithﬁnmewithm
n’timacomphxitywhihminmniudobdcmy.’ -

Unfortunately, even n* complexity is much too high. To process, in real-time,
mcdsimﬂtmhym,whiawmwamh,m;mch
shallower performance curve. Thimpmdm&mumh
Mhhmm‘mkummmﬂm%w@rywm—
putational activity.

Other than this pragmatic objection to unrestricted constraint propagation,
thmmmuﬂmuomtobo&nthtmmtpmmﬁmhnotm
essary. -

Withmu&ktdmtrdntpmtim,nﬂhmmdmhﬂommmdto'

obtain maximum constraint. Nonetheless, experience with TUP has shown that
in practice, only a small fraction of temporal relations in the data base need be
wwmmm(mmwmhwm). Perhaps
non-coincidentally, this obssrvation dovetails with our intuition that we do not use
mmﬂ«mw.WMhmothMﬁomm
émtwmthq.vmm”uhbobmwtby'mﬁnmmu
described in chapter 5. | |
Matumpmdrmmmnmfmd‘dh&mdmw to allow tempo-
rdhfmahhp«hmdunhﬁefmm(mathc_m«dm
base) that are small enough to prevent the computational burden from becoming
onerous. In those temporal inference engines that use constraint propagation, the

TRy S PR
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usual approach is to select a cluster of events and then precompute (through con-
straint propagation) the relations between them. Thus, to overcome the complexity
of his interval-based constraint propagation algorithm, Allen [1] uses the reference
interval to cluster intervals in a during hierarchy. Constraint propagation is limited
to reference intervals such that relations between intervals in different reference in-
tervals must be obtained by means of a search procedure. Allen notes that “If one
is careful about structuring the reference hierarchy, this [local constraint propaga-
tion and the search procedure] can be done with little loss of information from the
original complete propagation scheme.”

Similarly, to manage the steep growth in execution time of the DEVISER I plan-
ner, Vere (58] employs a form of temporal clustering. DEVISER I associates a
temporal scope with each goal activity. This allows the planner to exploit the goal
hioruchybyuhctive!yntriwin.mﬁvithinthotemporﬂmpoofthezod
activity. One of the advantages of Vare's solution is that it does not require the
knowledge engineer to perform the difficult and laborious task of temporal cluster-
ing.

Unlike Allen’s and Vere’s temporal reascners, those of Mittal [41] and Kahn [25]
both have heterogeneous representations and cluster schemes. Mittal’s temporal
databmmintﬁmthrunutodtypudt«nponlormh;tion: event clusters
(events clustered around a selected time), episodes (event clusters organised around
key events) and episode clusters (clusters of recurrent episodes). All three of these
wmmh&pcfwmamhﬂﬁmwcmbympin;mu
according to some particular criteria, the retrieval mechanism can quickly focus
on a small subset of the total data base. Kahn’s [25] temporal reasoner has three
parallel representations: before-after chains, the date-line and the position of events
relative to key events. The third representation clusters those events for which the
key event has shared importance. -

The heterogensous internal representations suffer from fundamental difficulties
inmtricnl,nmlythcpmbhmindocidin‘whichnmmiomtouumd,in
which order to use them to obtain the most precise temporal information.® In their
implunmtlthm,mchdatabuummﬂhmrkﬁatom&kcntﬁﬂddeciﬁom,
for example employing those representations or representation combinations that
are most frequently successful. : “

In the sections that follow, I describe how TUP implements clusters and then

Se.g. ieh‘mmmm&m'wmmammwmmmmwm
mmmhhfwm;donthnmﬁiuthdﬂoﬁummpondtoapnﬂcnhrquq.
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how theaé clusters can be automatically generated.

2.4.1 Impiémentation of Clustering: The Reference Set

In the point specification in an RREL assertion, one of the qualifiers available is
the REFSET that specifies reference set membership. Events can belong to more
than one reference set, and therefore a reference set qualifier can specify a list of
memberships as in exarnple 11.7

Example 11
(RREL ((NAME DYSPNEA) (TYPE BEGIN-~INTERVAL)
REFSET (RHEUMATIC-HEART-DISRASE MITRAL-STENOSIS)))
((NANR mtgm {r;u BEG )-xlmm.)
(-49 YRARB) (-47 Tlm

REFSET (OSTEOPOROSIS)))
( W);'WA&-QIM”) (REFSYS DEVELOPMENT)

(RREL ( gmu OSTEOPENIA) (TYPE BEGIN-INTERVAL)
TYPE POl
(-6 YEARS) (O YEARS))

Definstions:

o Osteopenia — decreased bone density. ,

¢ Rheumatic fever — an acute disease that Jollows infsction with
specific types of the streptococcal bacterium sometimes leading
to cardiac snvolvement.

® Rheumatsic heart disease — heart disease caused by rheumatsc
Jever. '

¢ Dyspnea—+ shortness of breath. One of the many etiologies for
dyspnea is Aeart disease. :

Given two RRELs r, and r; such that 5 s and j -+ k, reference sets modify
constraint propegation by only calculating the range addition ofi—+5and j -k
if the intersection of the reference set membership of points 1,k is non-null. This

’Thmumpwdwioummmmduuibomhnhdividudwwm“dnot
a population hypothesis.
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effectively 1imits constraint propagation to single reference sets unless there is a
significant degree of overlap between reference sets. Even then, as shown in Fig-
ure 2.14, propagation can only spread from one reference set to another if an RREL
within the overlapping area is constrained. Note that points within reference sets
are exhaustively interconnected by RRELs. '

ﬁcgond

Cj Point event

[ Rt |

! | Reference seot

| Py |

[
I L

(e —————

""" .

—t-f» New econstraint

RREL whieh ean be
sffeeted by new constraint

w

wmengy BREL whieh eannot be

affested by new aonstnih;

Figure 2.14: Effect of Reference Set Conﬂ;nution upon Constraint Propagation.

Once the temporal data base is clustered into reference sets, the relation between
twopoinhcmnobnmboﬁmplyobtﬁmdhyn&hﬁuthmmwdkxﬂy
links the two. hMWPmmtmsnﬁmdthMﬂnt'mhmh. In
m,mm&umwhmwmmmmm«m«iﬁd
mtpmhmmtmhahdﬂuh&qwm.mwh
guided by a cost evaluator that mw&hm&mion (i.e. which RREL

The A® search [19] could be implemented if, in addition to cost of the path
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to the goal point.® - Another, unimplemented, method for increasing the efficiency
of the search would be to make it bidirectional—starting searches from both points
and meeting in between [20].

When the search explores a reference set, it only requires one node expansion
because of the exhaustive interconnections within reference sets. Also, by definition,
it never takes moreth;nthetravmdofonellutomovefmmoneuferencent
to another. Therefore, in the worst case, the maximum depth of the search is twice
the number of reference sets.

2.4.2 Costs of Clustering

Clustering the temporal data base does incur some costs in terms of the quality of
temporal information retrieved. These costs are minimised by judicious selection
of the reference sets. Discussion of the criteria for the selection of reference set
membership is deferred to section 2.4.4.

As RRELs in separate reference sets do not affect® their respective state of con-
, :tra.int,anmr.whouywithinardemmomhnblonmmtcedtobemax-—
imally constrained. In practice, if the criteria for the selection of reference set
membership are followed closely, assertions of RRELs within a reference set will con-
tribute most, if not all the constraints within the reference set, and consequently
little is lost by ignoring temporal relations outside the reference set. Even so, if
theRRELutﬁuothMﬂcimﬂymtrﬁndbythomorup«tm
tem, a best-first search can be initiated!® that will use information throughout the
temporal data base, rather than just within the reference set. ’

Fortheumermomthatmnﬁmumcomtuintmnolonmbemmd
formucontainodwithinalingleu&rmnt,nogwmuecmbemndefor
data base-wide temporal consistency. However, since constraint propagation within
reference sets does ensure local consistency, many inconsistencies will be detected.

In the unlikely event that an undetected inter-reference set inconsistency occurs,
there is no easy solution short of eliminating the reference sets and permitting
unrestricted constraint propagation. Even in this rare eventuality, I think this
inconsistency will not be of major consequence to the performance of the host

'Ammpihdemueﬁvitynapdmmwnﬂhlndfwﬁhpm.
°Excoptoccuiond1yinthumolamhp9h¢n!mmdinmdabm.

‘°Rnaﬂ&uthnudhnhnukﬂypufomdﬂmwrdahd&dhdmminu
with non-intersecting reference set membership.
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expert system. Using the most recent example, if one of the RRELs within the
rhcumukhun_dhomnfmcemmﬁobcimmmmtwiththemmthe
osteoporosis reference set, this probably would not impede diagnosis of either of
the two conditions as long as the reference sets were internally consistent (which is
guaranteed by constraint propagation).

2.4.3 Computational Savings

thtthenmthecompuhtimduﬂnathﬁmmmtfmmthemof'refeb
ence sets? With two hundred point events in a hypothesis, unrestricted constraint
propagation would create approximately twenty thousand RRELs. The same two
hundrodpoinuckmdintommmdhnpﬁnumhmummer-
ate approximately one thousand RRELs. That is, the number of RRELs grows linearly
with thénumbuofmﬁnﬂurthmﬁthﬂumino{ﬂumbcdwents.

Thclpmminpmmhhlthutbwhpinthctimnmuindforpmp-
3gating all the constraints since the computation time for constraint propagation
increases with the cube of the number of events. With reference sets of uniform size
the time for constraint propagation grows linearly with the number of events.!!

The impact of these savings can be appreciated by considering the performance
of TUP with a hundred point events. Without reference sets, the space capacity of
the machine'? was excesded after more than one hour of computation whereas with
unrdmuh,dtupdnhcuh,thtimofwcomtrﬁntmtionwuﬁ
seconds. ‘ ~

2.4.4 Design of a Temporal Clustering Heurlstic
The overriding motivation in the design of a clustering heuristic was that it re-
fiect the goal that led to the creation of clusters in the first place: computational
tractability. In the context of constraint-propagation-based reasoners this means
that relations that are retrieved often should be precomputed whereas infrequently
n&kvoduhthnnmmdmudwmm This clustering
wmammmw&mmwmwwm
location. Although temporal proximity or contiguity may generate clusters with
"ofmm-mimb.nmmxmdmmumuym»m,mm _
12A XEROX 1108 running INTERLISP D.
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the desired properties, there are many domain applications where this will not be
the case. '

With most clustering schemes, if the knowledge engineer is not careful, too many
of the relations retrieved will require the relatively expensive search procedure.
In the case of Allen’s reasoner, since relations between intervals within the same
reference interval are computed locally, there may exist inference paths that include
interval relations outside the reference interval that would infer & more constrained
relation. Similarly, inconsistencies that would be detected by the original constraint
propagation algorithm might be overlocked. The knowledge engineer must therefore
be careful not to omit from a reference interval those intervals and relations that
might increase the constraint of the relations contained. Deciding a priori which
oftherelatiomwﬂlbcntricvodﬁoqmtlyh,u&hnm,admcﬂttuk.
It requiruthuttheknowhdpmginocundmdmduﬁcipmmuhofthc
dynamics of the performance program. In a medical expert system this involves
knowing which temporal relations might be pivotal in differentiating hypotheses.

Take for mphthocmofunixty—m—oldmwhohum‘iud;bbod
transfusion and has jaundice. An incidental finding of osteopenia is noted on the
basis of an abdominal X-ray taken during the work-up. A medical expert or ex-
pertuyttemlhouldcomiduthopa:ibﬂityd:bbod-benovirdﬁminfnﬁon
mdindiﬂmthtin.thhhypothuh&omothcmofjmuﬁu,thctempord
rehtionbotwmthatumﬁnionmdtheometdjunéiuwiHbemhmomim-

Oneoftheflmdmtdpmbhmﬂnmmchlintcnw&the‘eombi-
natorial explosion.” A large knowledge base provides an exponentially
expanding set of possible reasoning chains for finding desired informa-
tion. Wc‘bdienthutba-olutiontothhpmblmnumbcfmmdby
daﬁn.withitdhneﬂytbmngh“uplicit_m,mmmdﬁmvof
information. mwmmmm,mcmwm
a set of facilities for controlling the way in which memory structures
mstored,loth:tthmwﬂlbetcmdmcmw*or
“relevance” and the information accessed by procedures for search and
reasoning operating under processing resource limitations.
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Even if such correspondence is not always a conscious concern of the design-
ers of knowledge representations, the demands of computational tractability will
frequently push development in that direction, Otherwise, the combinatorial explo-
sion, mentioned above, will grossly impair the performance of the applications that
use the representation. ' J

The parallel between salience and the accessibility of information in knowledge
structures can be exploited by temporal reasoners to create clusters or cluster hi-
erarchies that parallel those of the atemporal structures. The Salience Clustering
Heuristic (SCH) does just that.

To obtain the expected improvement in performance with SCH, the knowledge
structures must fulfill the criteria listed below. These are illustrated in the example
in Section 2.4.1.

e Parallel salience. There must be correspondence between atemporal and
temporal salience. That is, in the Particular application being considered,
there must be some explicitly represented atemporal organising principle that
groups together the events linked by important (frequently retrieved) temporal
relations. Although in most planner, object-oriented, and process representa-
tions such correspondence exists, this is not necessarily the case.

and implementation of temporal inference, the machine it is imphmanted on,
md‘thcmnximumtimformdinm.thstilacuphbktothemr
of the performance program.

* Disjointness. If there is too much overlap between clusters, and constraint
propagation frequently spreads through the areas of overlap, then the effective
cluster size will be significantly increased. SOH therefore works best when the
clusters are mostly disjoint.

2.6 Automatic Generation of Reference Sets

hierarchy used in representing each hypothesis (Figure 2.15, page 47). The imple-
mentation details are deferred to chapter 3, page 82. Here, I discuss whether the
causal aggregation hierarchy is an tdequtombttxmfo: 8CH by examining the
applicability criteria itemized above, but first, a few definitions are in order.
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Causal links, as used here, are skeletal versions of those used in the ABEL pro-
gram. That il,acamdﬁnkisarehtionbetw.entwomtlmchth;t the onset of
the causally antecedent event is simultaneous with, or before the onset of the causal
consequent and the likelihood of the causal consequent occurring is increased if the
causal antecedent occurs.}® Although a truly usable implementation of a diagnostic
medical expert mtemmldroqumamepmmwmdcmldw
sociation, I have found this definition sufficient to demonstrate the role of temporal
reasoning in causal-association-based systems.

Acauulmgtehtmmmuyoftheducﬁpﬁonofudiumcoumatamon
detailed level. Mhuxn,thcmcredetﬁkdkvdkrwtodbyamtworkof
events, which themselves may be causal aggregates, interconnected by causal links.

Parallel salience: E&chcamdﬁnk.byiuwnm,humwchtodutof
mmumnmu,mwbmmmammwon,whmmw
neous with the onset of the cause. Formdcompnhﬁandpmimonymd
epistemic sufficiency, only the relevant causal links are explicitly represented. In

aggregation—encapsulates networks of causal links within an abetracted descrip-
tion these aggregated links must have some mutual relevance. The parallel between
therdemaeofcmdﬁnhmdtmmdnhﬁmmmwhmp«dcluﬂm
based ummmmmpmwwwmm.

An example: as diagrammed in Figure 2.15, Inoculation and Jaundice will fall
within the reference set Prodrome/Acute-Hepatitis. The temporal relationship
betweenthetwoilimporhntformivin;ttﬂudhcnophdhpaﬁﬁlnsinuit
permitsawholehootofothorhypothuutobedhmiund(orathutnnhdlov~
in the differential diagnosis). Inthccauof&p;thntwi&ahhtmoftrmsfmion
(the putative inoculation) followed by prodromal signs and symptoms (e.g., malaise,
chills mdfm),ifthcddqhtmhmmandjmdhkbmwdzyﬂ
and 7 months (nrmmcormpondin;tothevirdh;m’ckd) the hypothesis
of blood-borne hepatitis B gains weight. If the prodromal symptoms follow the
trm-fusionbycwpkddm.ubbod—typemhmtchhmndxmulihly.

In contrast, the temporal relation between the inoculation and the onset of
recovery (which do not share reference sets) is considerably less useful for diagnostic

13i.e. plconsequent] < plconsequent|antecedent]
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purposes because it is so variable (and can extend to a lifespan if the patient develops
chronic active hepatitis). This illustrates another property of paraliel salience: that
tempordnhtiéniwlthinclmtoumuu&llymcou&dnodthmthouqu
clusters. Why this is so is unclear: perhaps more effort is invested in obtaining and
uurtin;mompmheuthnatuofthotcmpordrehﬁmahipcth&tmchmterhtic
of a disease and on which diagnosis might hinge. Alternatively, events that are
closely related to a particular causal mechanism might have less variable timing with
re-pecttooneotherthnnwithrapocttomh-thumonlyindiucﬂytehhdto
thatmechmhm.“Inmcao,th'ubmduluitmth&tmtdthocomtuint
in the computation of an RREL can be obtained locally within a cluster. This helps
mmmmawmwmmmmmw.

Cluster Size: The number of events that are inciuded within a reference set
depud:npmtbnumbcdhvohdthumﬂwhi«mhythnscn
uses. Withmbbmhhdmdkdhypothn.,mkmdwhuﬁveto
fifteen elements. Inthccnmtimpkmhﬁcndmthhhstﬂnnpwbound
to achieve anything approaching real-time performance. Consequently, THRIPHT
dhncuscntoutheronlythcimmodhtechbouﬁonofucmdmtowithin
a reference set. '

Disjointness: Within a particular hypothesis, only one or two events are shared
by causal aggregations. The effective cluster sise is therefore approximately the
umeniuuthonfmantmcmb«hip.

Itlumsthmthatcmhwithth‘mimdiatccmdmtﬁonlhm
thecﬁmionofukvmamformbmhipwithhthmnfmnt.
Note that temporally distant events (as in our earlier example of rheumatic fever
and mitral stenosis) myshuethmmmw_udwm
share reference sets. Aho,thacompmtmdacmdmhmnot
necessarily DURING the aggregate. Fwiﬂtumthimmmtouﬂnp&ﬁti-
Binfection’pmiltsintothommryp«iod. )

2.5.1 Using Other Knowledge Representations

Most ifnotdlkmhdp:tmcmrcmbuiltwuhmmdtoproc&inxre-
mmeﬁmitathumdthuhdincﬁytothcsdhﬂ«oﬂhamﬁﬁ-withintheknowb
edge structures.This includes the whole spectrum of knowledge representations:
‘causal aggregation hierarchies [45,50], structured object representations [6,48,40]

14i.e. In which there are several intermediary mechanioms.
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goal structures of planners (58], qualitative system descriptions [17,29,13] and the
more recent hybrid knowledge representations such as KRYPTON (7] and KL-TWO
[60]. When, as in the previous example from THRIPHT, temporal salience follows
atemporal relevance, SCH can be brought to bear. I outline below some of the
promising candidates to which SCH can be applied.

2.6.2 Qualitative Reasoning

In qualitative simulations [17,30,13] the number of events, and associated temporal
relations, grows rapidly with the number of processes modeled, especially if there
is significant interaction between these processes. Williams'’s {64] approach to mak-
ing temporal queries computationally tractable is to generate justification histories.
These histories maintain the dependencies between the quantity values at differ-
ent times. Temporal reasoning can therefore be safely restricted to those events
that share membership in a justification history. Nevertheless, in large simulations
such as models of human physiology, the extent of interaction between processes
will create justification histories that again contain too many events for reasonable
performance in temporal reasoning. '

SCH, however, can exploit the effort already invested to “chunk® process de-
scriptions a la Qualitative Process Theory [17] by using the parameter histories (17,
page 28| associated with the Individuals in a process description (Figure 2.16)
to determine reference set membership. By definition, the Individuals (and as-
sociated parameters) in a process description (s,d and path in the example) have
greater shared relevance!® than they have with other individuals in other process
descriptions.

What about SCH’s requirement for parallel temporal and atemporal salience?
Clearly, this depends on the application so let us take a typical medical application
of qualitative simulation: explanation of the causal mechanism of pathophysiological
phenomaena [29).

An adequate explanation of the causal behavior of a system must include a
partial order, if not quantitative chronology, of the events in the behavior. It is es-
pecially important, if the explanation is to be consistent, that the timing of events
which are tightly coupled (closely related to a shared mechanism) be as precise
and consistent as possible. It is less important to ensure precision and consistency

15In describing a particular mechanism.
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process: fluid-flow

Individu:l: : contained-liquid

d a contained-liquid

path a fluid-path, Fluid-Connection(s,d,path)
Preconditions:

aligned(path)
QuantityConditions:

A[Pressure(s)] > A[Pressure(d)]

R.ohtiontzt flow-rate be a quantity.
flow-rate PROPORTIONAL-TO A(Pressure(s)] - A[Pressure(d)]
Infl :
“.mg shonnt-ot (d; . A Eflow-ntol )
I-(Amount-of (s [flow-rate])

i A fluid path is aligned only if either it has no valves
i OT every valve is open :

Figure 2.16: Process Description of Fluid Fiow.

between events that are less tightly coupled or related to completely separate mech-
anisms. Forinst.nce,thuehtmwdforpmhianinducﬁbingtheﬁmingof
- decreased oncotic pressure!® and subsequent increase in transudation!” than for the
timingofdmnodmcoticpmmmdthaoudofabwprouindkt.“ Precision
in the timing of decreased oncotic pressure and the tremor events of Parkinson’s
dhemhemh-impmtuthdrmﬁmmmdhhnﬂy,ifatdl,
related. In this last case, timing information would not contribute to the under-
standing of the dynamics of either mechanism.
Oblmethatwemtohanmprechtanpordinformtion (RRELs with a
lower constraint index) about tightly coupled events than about loosely coupled or
unmlatedm&hinthccueofcmd—mhﬁmm,thhhﬁhlydueto

“mm*wmmm,mcmmﬂhmmhm,mﬂpby
constituents of 2 medinm such as blood or interstitial fuid. ‘
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the greater effort invested in obtaining and ssserting more precise estimates of the
temporal relationships of those events which are tightly coupled to, and therefore
chlrmticdly associated with the behavior of a mechanism. Or, each additional
intermediate mechanism, between two events, adds an increment to the variability
of the temporal relation between those events.

proceudueﬁpﬁonandlnmpthcmin;m:unthtthdrumporduhﬁom
mpmwmwwmwmmmhindiﬂm
ent processes are obtained by search. Thoss processes that interact, and therefore
.mmm,mwmmm As in
mtmmdm.mmmwmﬁumawn
apply.

2.5.3 Planners

rpxmhnmpw«mmmmmwmdu

tering effective. Thth,mdthm-mmwithinaplm
mmmmmmmwmmvm'.
clustering scheme works. Application of 80E to a planner goal hierarchy simply
in%lvudechﬁn;a;odtobcudumutd_thqubmdmumbmmu.

‘Thedmhd&cnhhuhmmbyrthdm&om. That is, SCH

is applied recursively until the number of planned events in sach subtree is within
an acceptable range. o

2.5.4 Frame-based and Hybrid Representation Languages

mesuchnm[G]mdn-on[t]hanﬂuwthdupmimbpwﬁda
many taxonomic distinctions with which to drive SCH. Whether this taxonomical
.mmnm,umm;mmmﬁammthmwm
the criteria for SO are met. This must be detarmined by the knowledge engineer.

Take KRL'’s perspectives: from one perspective an individual can be viewed as
a traveler and from another as a customer. By definition, the components of a
perspective share a common view or relevance. Temporal salience may follow that
imposed by a perspective, for example: the timing of events in the traveler perspec-
tive (e.g. geographical movements) have greater mutual salience than they have
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with customer perspective events (e.g. book purchases). If the reference sets gen-
~ erated bypmpc;ﬁvu mtoohrathnycmbcmbdivid.duingothorhxonomic
structures of the language such as the Set0f set membership specification.

KL-ONE and its derivatives attempt to distinguish between the descriptive, ter-
minological component of a representation and the assertional component. KRYP-
TON implemenhthcfmutthandthehtt«utthBu. The TBox is
usedtobuﬂdducriptionlofthemld, “the formal equivalent of noun phrases such
as ‘a person with at least three children’ * [7, page 418] from which the logical con-
sequences (luchumboumptioniuddhjointnu)dmhumdointhe ABox
can be retrieved. The TBox provides a rich terminology with which to describe
the roles that concepts fill and the manner in which concepts are specialised. This
terminology provldumydimuiemwithwiichmmp concepts with shared
salience. For instance, concepts which fill the same role '

Unlike process descriptions and causal-link-based hypotheses, these last repre-
unhtiommmnchmmdmddomﬁnhdﬁp«dnt. The parallel between
the ttmpmdchmmmdthclwm&thwuhﬁomhdo-
main dependent and may not always hold. Therefore, a knowledge engineer cannot
borrow knowledge structures from other applications and hope to effectively use
SCH without first verifying that the parallel holds in the new application.

Performance Driven Clustering

All the above cases use domain-dependent knowledge of the salient decomposition
of the domain knowledge to drive the clusteriag of the temaporal data-base. Could
this clustering be done automatically and yet wholly internally to TUP without
knowledge of the domain? ' ‘

Atthebqinningofthodilcwiononclut«in;thctemporddat»bue,lu- o

urtedthﬁacﬁh;admhonthobuhof&pmbhmp«dcﬂt«ionwp«i&ﬂy
temporulprcximny—?wunnhdpfuluitdidnotuptmmwﬁonofmtudul&
vance of the member events of the cluster. However, in the course of my work in this
area, it has became apparent that TUP has access to several clues to the domain-
dependent salient decomposition even while restricting iteelf to introspection upon
its own operations. First, the frequency of retrieval and assertion of certain RRELs
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relative to others in the data-base provides strong guidelines for the correct!® refer-
ence set configuration. Second, the pattern of distribution of the constraint index
would also point to the correct reference set decomposition; those connected? por-
tions of the data-base possessing a sigriificantly lower CI should be assigned to the
same reference set.

A version of TUP, modified to perform temporal clustering in the manner de-
scribed above (performance-driven clustering), would start with a collection of as-
sertions upon which no constraint propagation had been performed. All retrievals

longer. Upon reaching a threshold of poor performance, the performance-driven-
clustering version of TUP would bring to bear several heuristics for clustering the
data-base into reference sets. Once the reference sets were defined, constraint prop-
agation would be initiated within each refarence set. The boundaries of these ref-
munhmuldbemvdu;todbythhcuﬂsﬁauuddiﬁonﬂd&t&m@u-
cumulated and more queries made. Anthnconﬂcnntionofthmrefm-gt-
approached the natural decomposition of the knowledge in the application domain,
the reference set configuration would become increasingly stable. ‘

The heuristics that would be employed would have to be precisely tuned so that
the criteria for reference set membership were neither too stringent nor too lax.
The high-level strategies would, however, be:

e If a group of connected, externally asserted RRELs have an individual assertion
rateztimuhi;harthanothulmltowhichtheymconnoctod, then make
areferencemoutdthemcmbmdthhmp. '

e If a group of connected, externally asserted RRELs have an individual retrieval
rateytimuhighuthmothummwhichthoymconnectod, then make
arefmcentoutofthemembmofthhmup. :

e i a group of connected, externally asserted RRELs have an individual con-
ltnintindexztimuluthmothnlm‘towhichtheymconnocted,then
mnba.nfmontoutofthembu-ofthkmup.

“Rocaﬂthatlllhwithhnfmmmmehchupctom&nhtwnfmmut
nmmm«muhwahm,mmmmmmmm.mu
set. .

Points connected by externally asserted RRELs.
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° Ifaproportionnofthereferenceletahavemombmhipsgreater than m
events,mpdifythethruholdaoftheﬁntthruhenrhtic:tomakerefmce
set membership more stringent.

° Ifa.proportions'oftherefmceuuhmmembmhipclu-thmjeventl,
modifythethruholdaoftheﬁntthmhcurhﬁutom:hmfmceutmm-
bership more lax.

I find this scheme of perfommce-dﬁven-clm quite intriguing, because it
cmmamwmyﬂmmwwmiwwmt :
those temporal relations that connect events that are closely related are those that

2.6 Referenée Systems and Reference Sets

The earlier description of the commonly used temporal yardsticks (reference sys-
tems) -uchuthecdondu,wupurpoufnnyhﬂinemhupudingthedhcuuion
of constraint propagation and the the role of reference sets. ] omitted the fact that
when themhi-qpmdmhrmmmw.nhﬁombm
mbmdammmdntmcmmuhmﬁnm-
terlinkingofﬂlmﬂmbmofthilnfmeom This constraint propagation is
rutﬁctedtotherdmmhmbythccmd;rﬁmomwconwm
onlymembu-ofthcrdmmtm. Thhmmilcxaudbythcmini-.
expertwhichappend-touchpointmtrduvnccntwhoummhthatof
the reference system as in example 12.

Example 13

(RREL ((REFSYS CALEND _
(imsmou .'Al?.” May 20th, 1086%)
(gm’m ; ) ’

(mmm -1:‘ .m., May 20th. 1986%)
REPSET CALEND |
(2 HOURS) (2 BOUIS;)-




2.6. REFERENCE SYSTEMS AND REFERENCE SETS 55

These mini-experts have knowledge of the temporal distance between points
in a particular reference system and are implemented as black-boxes that only
provide TUP with the distance between two points, specified in canonical form.
The internal operation of these black-boxes is quite varied, the CALENDAR mini-
expert uses a simple formula to obtain temporal distance between points whereas the
DEVELOPMENTAL mini-expert has its private temporal context with range relations
from which it obtains this distance information. '

Early in TUP’s development, one of the problems that arose was the inability to
use reference system information from within (non-reference system) reference sets
without having recourse to a search. In Figure 2.17 (a) the RREL linking points a
a.ndbilluucomtrainedthmthol&!l.thatconldbeobtﬁnedifnlu.rchwhich
includedtherofmmteminformntion(dongthopatha—»dl—vdz-—ob) was
performed. Ncmtholu-,aincemtricvdoflnllnbctwmtwopointevenuin
the same reference set is done directly and without search, the reference system
information is not employed.

In general, one would like to be able to always use reference system information
to constrain RRELs within referance sets because these reference systems are ubig-
uitous, and particularly because the constraint index of these reference systems is
usually very low. The CALENDAR reference system, for instance, has a total con-
straint index of zero as all relations within that system are maximally constrained.

The solution adopted involves adding points of a reference system to the ref-
erenuntofthmémhtowhichthqmrohhdhym;lmiom (Fig-
ure 2.17 (b)). By dint of constraint propagation, the RREL between a and b is then
appropriately constrained by the calendar information. Note that because of the
restrictions on constraint propagation imposed by reference sets, range addition is
not attempted between RRELs exclusively in the X reference set and those exclu-
sively in the CALENDAR’s reference set. Therefore the only way that constraint could
propmtefronitheXufmccnttothemu’lrderencentwouldbeifm
RREL within the region of reference set intersection were to be constrained.

As reference systems have a low CI, the direction of constraint propagation is
usually from the reference system to the local reference set. Only rarely does it occur
that RRELs within & reference set constrain relations in a reference system. When it
does, as might happen for instance, if a reference set were to contain an assertion of
early DEATH then one would want all reference sets that contained events bounded
by DEATH to be appropriately constrained. This in fact is what would happen under
the rules of constraint propagation as modified for reference sets.




——® RREL inferred by TUP
== Externally asserted RREL

Figure 2.17: Use of Reference System Information.
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Note that the solution adopted remains true to the leitmotif of reference sets—
that only closely related event points be included in the same reference sets. In this
cm,dnlythmpointaintherefmcemumthatmextemmymemdtobe
related to points in a reference set are included in that reference set.

2.6.1 The PRESENT Reference Set

Assertions of the relationships of events with respect to the present are typically
found throughout the temporal data-base, involving events of several different ref-
erence sets. Aho,nmo-tinstmcaofthcprsiunmmenudbymemofthe
RelationToPresent assertion, most MOV events will be directly linked to a time
and date. Consequently, just as reference systems are & source of tight constraint,
80 are references to the present. Thnlbu,themiolutionldophdforrefuence

referoncemtm,thaumeimtuao(lﬁhmsdcnmbcoﬁherdmnceset
of the point specified in the RelationToPresent assertion. Also, by the mechanism
described in the previous section, the reference set information of this NOW point
is appended onto the reference set membership of the CALENDAR point that repre-
sents the current time and date . Theﬂndmulthillmtuhdinmmple 13, the
complete version of example 6.

Example 13

' m‘%‘ﬁ?&“mm"‘“?t (TYPE BEGIN mgvu.)
' (RESPIRATORY-DISTRESS)))
(+12 MONTHS) (+13 MONTNS))

translates to:

(RREL ((NAME (G!:l(tm “"",{,é,mf ngng% )
- iﬁgrr ‘(n&v%rmgim ;’9")
(-13 MONTHS) (-12 MONTHS))

(RREL ((REFSYS CALENDAR)
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(REFSYSFORN (DATE)) (TYPE POINT)

REFSET (CALENDAR PRESENT RESPIRATORY-DISTRESS)))
(B Tuassstion)) Tt Babty IR 21o™
(O SECONDS) (0 SECONDS))

2.7 Predicates and Retrieval Functions

Up to this point, I have described much of TUP’s functionality, without touching
upon the practical aspects of using TUP in a medical expert system. Although the
Mcmheuudtou.utmdntrievedltmponlinﬁwmaﬁon,thediuctmof
the RREL form in most applications is at the best cumbersome. For this reason,
TUP’s implementation includes a broad variety of predicates for testing different
kinds of temporal relationships and a few specialised retrieval functions.

- 2.7.1 Predicates

The nature of the RREL makes for two kinds of tests of temporal relations. One
kind determines whether the specified conditions could posssbly be true while the
otherkindtouwhcthcth.ownditiommmieﬂytm.hrthUPpudk;te,
thereconuquentlyil:cotmpondiultrkt"mdauhudmion. Take the
* WITHIN-P predicate, it tests whether two time points fall within s specified distance -
of one another as in form 7. In the strict version (8-WITHIN-P), the predicate
returns “true” only if both the upper and lower bounds of the RREL between the
two time points are less than or equal to the specified distance. The relaxed version
(WITBII-P),willretnrn“tru"uhngnmdthtmboun&hh-thmorequd
to the specified distance. Subsequent constraint propagation may further constrain
the RREL such that the WITHIN-P predicate might return “false.” By definition,
as S-WITHIN-P is the strict version of the predicate, it never changes the value it
retmhm"tm'hw,mmhwmh&owm&cmtrﬁmd.
In practice, the relaxed predicate versions are the pragmatic choice for knowledge
anzinminghsppﬁutiondomdmwhmmmhwbdahmlywmtnimd.
Aﬂtheimplmtdﬂ?pndk&tumdmibcdinmd&& :

Form 7
(WITHIN-P <point 1> <point 2> <distance> <context>)

7

31Donoudbyu'8'pnixtothpndkm’slm.
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2.7.2 Event Retrieval

TUP implements event retrieval (as opposed to RREL retrieval) with the GETEVENT
function which has the form:

Form 8

(GETEVENT <point specification> <filter> <context>)

where the filter is a boolean combination of TUP predicates. If the point speci-
fications (e.g. reference set membership) match a point (or points), and the filter
returns “true”, then the point(s) matched are returned by the function. This per-
mits the retrieval not onlydevcnuoflpmicuhttypcornm,butdlowitha
specific temporal relationship with respect to other events. »

FINDBETWEEN and FINDPOSITION

There are some applications in which one is interested in the event(s) that occur |
during an interval® and the ordinal position of an event in a set of events. The
FINDBETWEEN and FINDPOSITION functions (m form 9) provide this capability.

Form 9

(FINDBETWEEN <point 1> <point 2> <scope> <context>)

(FINDPOSITION <point> <point set> <context>)

The FINDBETWEEN function obtains the intersection of all the events returned
by GETEVENT that are after the first point, with all the events before the second
point. There is a strict and relaxed version of this function, the only difference
being whether strict or relaxed BEFORE-P and AFTER-P predicates are employed;
the relaxed version of FINDBETWEEN tends, of course, to return a greater number of
events.
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- When someone asks, “What has happened today?" your answer will depend on

what categorygfmntc.yonbdiﬂethaqu-tiomrhu&rﬂngto. To a doctor you
might enumerate the various symptoms you have experianced, while to a business
amciateyoumightcnmhthatrmﬁouofﬂndw. The scope parameter
of the FINDBETWEEN functionpermitlthelpociﬁuﬁmdulhtofmamto
which the function should be applied. In additien to delimiting the categories that
FINDBETWEEN will be applied to, this scoping reduces the expense of a very expensive
computation. Of course, if neceasary the scope can be specified to include the whole
temporal knowledge-base. ‘

FINDPOSITION returns the ordinal position of a time point in a set of time points.
Itdoamhlhplywcmtmmenumbcdmhthmth“mmﬂlx-?”
the specified point. Thmhmmodfunopin'uthomimpﬁdtlyonlyincludu
the points that are members of the point set. I have found however, that in most
realistic, large applications, the point set is too large to be directly specified, but
insteadicnndwi_ththc!’llsmﬁmctioauinmhu.“ Therefore, in
practice, the FINDPOSITION function incurs approximastely 50% more computational
expense than FINDBETWERN. As discussed in chapter 5, this phenomenon has its
parallel in human cognition.

| Example 14

(FINDPOSITION
(GETEVENT g(HME FEVER) (TYPE BEGIN-INTERVAL))
8-AFTER-BY-P

BERIR-THRRRVAL))

Althoughthnfunctiommindudverymsivenhthutoother TUP re-
Mm,itkmw,ltwhthdomhofmdkddim«k,
that they are infrequently needed.

33The strict version S-FINDPOSITION that uses S-BEPORE-P is aleo implemented.

"Nmmmdmmwmmmsuunnummamrmm
W.MMMMM&MWM. .
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2.8 DPersistence

Any event in THRIPHT has a persistence that is bounded by the interval in TUP to
which it is associated. Oftenthmhlomeinithlknowhdgeofthcexthtofthiﬂ
persistence (e.g. we know a priors that cardiac angina without ischemia does not
last several hours) that is an intrinsic property of the event. Also, the persistence of
an event is bound by the persistence of other events (e.g. the duration of diabetes
mellitus is limited to an individual's lifespan). This is represented in TUP by having
the end of one interval tied (with an RREL) to another. The mutual restriction
of persistence that this interdependence represents is taken care of by constraint
propagation. For instance, every time the lifespan duration is shortened, so is the
persistence of diabetes mellitus.

There are, however, many events whose persistence remains completely un-
known. mmmm-mmmptmmthhmdthualotofpwplewould
make: M&epmhmm&bhﬁauywwmtﬁfuﬂhchowkdn_h
gained tbputthehtﬁmk,pmmedmhmmtorthopmhteaeedmother
event to which it is tied. mepk,tham&thehwmumpmenu»

than infinite time, the infinite persistence of Earth’s existence would be constrained
accordingly.

2.9 Unresolved Issues

TUP hnboenduicnedtoexprmhmponlhmhdmumdlyupoaiblewhﬂe
maintaining a simple underlying temporal representation. Even so, TUP’s perfor-
mance falls short in the representation of certain kinds of temporal information,
specifically: recurrent events, probabilistic distribution of temporal bounds and
parametrisation of bounds.
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2.9.1 Reasoning With Temporal Uni:ertainty

Several temporal reasoning systems, capable of hypothetical reasoning through the
use of contexts or some form of backtracking (or both) are billed as endowed with
the ability to reason with temporal uncertainty. In some sense this claim is correct,
but only in a restricted sense—as will be explained shortly.

. Let us see what kind of reasoning about temporal uncertainty is permitted by
context and backtracking mechanisms. If the temporal representation is used in
an assertional mode, a backtracking mechanism permits the temporal reasoner to
correct prior assumptions as additional, possibly unexpected, information is ob-
~ tained. In this sense, the temporal reasoner is handling uncertainty as it responds
to events whose occurrence cannot be fully anticipated. If the temporal representa-
tion is used in a descriptive or terminological manner, alternate, distinct temporal
hypotheses can be described as well as the logical (temporal) conclusions that derive
from specific temporal relationships. Here again, the temporal reasoner can be de-
scribed as reasoning about temporal uncertainty, because it handles the uncertainty
over the “real” timing of events by representing several different possible temporal
configurations.

THRIPHT exhibits both the assertional and terminological methods of dealing

with uncertainty in its use of TUP’s reasoning mechanism and representation. In the

data-gathering (first) phase of history-driven-diagnosis, inconsistencies detected by

- TUP cause the withdrawal of one or more RRELs and the subsequent recomputation of

the consequent temporal relations. The terminological representation of uncertainty

is illustrated by THRIPHT’s alternate causal/temporal hypotheses generated in the
elaboration phase. '

Encoding Probabilistic Information

Both of the above methodologies for representing temporal uncertainty are too weak
to express more detailed temporal knowledge. In particular they do not allow an
expert system to make use of probability estimates of temporal relations. In this
section, I sketch some of the challenges of providing such a capability.

Let us take two RRELs used in previous examples, and suppose that we could
assign a prior probability of p; to the temporal relationship of the first RREL and p1 to
the second RREL (see example 15). What would be the probability of the third RREL
linking onset of anorexia and end of irritability? To begin with, the question itself
is flawed, because the semantics of RRELs are such that the RREL bounds between
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two point events are not determined probabilistically, but are the fixed limits for
that temporal relation in a specific TUP context. Any other interpretation renders
the results of the range addition operation meaningless.

Example 15

(RREL 5 ?IANE' IRRITABILITY) (TYPE BEGIN-INTERVAL))
NAME ANOREXIA) (TYPE BEGIN-INTERVAL))
(2 DAYS) (8 DAYS) (Prior: P1))

(RREL élm uomn; iTYP! BEGIN-INTERVAL))
NAME ANOREXIA) (TYPE END-INTERVAL))
72 HOURS) (96 HOURS) (Prior: P2))

We can, however, redefine the semantics of the RREL s0 that in our example,
the interpretation of the first RREL becomes: *There is a probability p, that the
temporal distance between the onset of irritability and the onset of anorexia lies
in the range of two to three days.” The operation equivalent to range addition
should then either calculate the bounds of the third RREL at a pre-set probability
P3 or calculate the probability p3 for a particular pair of bounds. Either of these
two operations really requires not just a single probability estimate, but in fact
the probability distribution of the temporal distance for each pair of event points.
Since the probability distribution of a calculated RREL depends on the probability
distributions of the two RRELs used for the calculation, this capability would require
that TUP be capable of performing the squivalent of range addition on any pair of
arbitrary probability distributions.

Let us go a step further, and imagine that the probability distributions, over the
full range of temporal distances, were represented for each RREL. Just as in the case
of the range addition calculation, there would be several combinations of RRELs that
could be used to calculate a particular probability distribution. The problem would
then arise of how to resolve the differences between the probability distributions
calculated from different RREL combinations.

Although this is a difficult problem, in the absence of a solution, the manner in
whkhhmmdmdndwithtmpordmtywﬂlnmdn, at best, ad
hoc and subject to inconsistent interpretations. In this respect, the recent work in
mathematical reasoning with partially specified systems of equations®® appears to
be a promising line of research. If we could provide the reasoner with the general

2% As exemplified by Sacks’ [53] Qualitative Mathematical Reasoner.
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form of the distribution (e.g- normal distribution) as well as a few values along this
curve (e.g. 75% of individuals have symptom z within five days of symptom y),
this might sufficiently constrain the set of consistent probability distributions to the
point that useful temporal calculations could be made with them.Note, however,
that in medicine at least, temporal information of quality sufficient to construct
a temporal distribution is scarce,?® and therefore probabilistic temporal reasoning
would be infrequently useful.

2.9.2 Recurring Events

Due to the significant difficulties in providing a general facility for reasoning about
recurrent events, few temporal reasoners have tackled this problem. Describing
these will be simplified by first defining a recurrence as an event that occurs more
than once in a temporal context. A collection of recurrences constitute a recurrent
pattern. ; _

In one cut at the problem of representing recurrences, all recurrences are enu-
merated (asserted), as is the interval of the recurrent pattern of which they are
members (as is done by Mittal [41]). As a result, the recurrences appear to the
temporal reasoner no differently than other, non-recurring events. The interval of
the recurrent pattern similarly appears as just another interval with temporal rela-
tions arranged so that each recurrence is during that interval. It is hardly feasible,
however, to enumerate highly repetitive recurrent patterns with large numbers of
recurrences (e.g. the cardiac rhythm).

Kandrashina’s [26] “T-Model,” partially implemented in the VOSTOK system,
follows another approach to the representation of recurrent events. In this approach,
several different types of recurrent patterns (“chains” in the T-model representation)
are defined, and a set of generic relations between these patterns is specified. As in
Figure 2.18(a), the “chains” of the P waves and QRS complexes are synchronized in
a particular relationship (ALTERNATION in T-model terminology) with respect to one
other during the course of the normal recurring pattern of cardiac electrochemical
activity.

Where this last approach performs poorly is in specifying occasional modifi-
cations in the temporal relations of the recurrent pattern. Take for example, an

3®Notable exceptions include the survival curves for various diseases and compilations such as the
'Denver Developmental Screening Test [18] which charts the percentile of patients that manifest a
particular sign of development at different ages. .
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Inereased P-R Imterval

Figure 2.18: Patterns of P Waves and QRS Complexu in ALTERNATION.

electronic recording of thousands of cardiac cycles, in which one (Figure 2.18(b))
Or more recurrences have prolonged P-R intervals. It is difficult to use a geaeric
Tecurrence representation, of the T-model type, to represent this information and
in particular to make such temporal deductions as:

® The temporal relations between the events on opposite sides of the perturbed
recurrence. This requires combining the generic information of the recurrent
pattern and that of the local variations of that pattern.

o The total duration of the pattern.

Obviously, a constraint propagation mechanism could make all these inferences,
but only if all recurrences were enumerated—hardly an elegant solution and gener-
ally not feasible.

What is required is a dichotomous temporal reasoning system. One part would
represent, by explicit enumeration, those temporal relations that differ from the re-
current pattern. The other side of the system would represent the generic recurrent
patterns. A mapping would have to be maintained, linking the recurrent patterns
to the enumerated events. One of the major difficulties in the design of such a
system would be to maintain the mapping and spotting inconsistencies between the
two halves of the dichotomous representation. ‘

THRIPHT and TUP together implement a poor man’s version of the above scheme.
TUP maintains the temporal relations of the enumerated portions of the recurrent
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patterns. THRIPHT maintains recurrent patterns as abstracted events?” with ad hoe
specification of the maximum number of references and the bounds on the interval
containing the entire recurrent pattern. Clearly, this is not satisfactory, and the
implementation of the system, described above, is one of the more pressing items
on the agenda for further research in temporal reasoning.

2.9.3 Parameterized Bounds

Ina patient history, there rarely is any need, or sufficient medical knowledge, for the
use of parameterized bounds. However, when the diagnostic domain is one of the
more thoroughly investigated physiologies, such as acid-base homeostasis, there is
sufficiently detailed medical knowledge to take advantage of parameterised bounds
of the kind illustrated in form 10. As shown, instead of explicit numerical values,
the bounds are represented as functions of vectors of quantities.

Form 10

(RREL <point one> <point two> f£(Q1) g£(Q2))

The implementation of parameterised bounds would require that every time the
value of a quantity changed, all RRELs whose bounds depended upon that quan-
tity would have to be updated. If the constraint of these RRELs were to increase,
constraint propagation would proceed as previously described. If the change in the
quantity caused a decrease in constraint in any RRELs, TUP would behave as if it
were withdrawing these RRELs.? N

The fact that TUP does not represent RRELs as probability distributions cre-
ates some difficulty in using parameterized bounds. Take for instance, the use of
parameterized bounds to describe such functional depandencies as the expected pe-
riodofsurvivdofmindividudupondtommolndhﬁon,uitmiel
with the cumulative exposure and the nature of this radistion. Unfortunately, be-
cause the temporal estimates that arise from parametsrised bounds are usually of a

"’Whichthonbocomotlummo“hmm.

“nunmmmwmm“amwdupum
nmdthll&wmmmhﬁbmm. ‘
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probabilistic nature,

?® temporal inference errors would be generated, as previously
discussed.

?°In the case of the radiation exposure, there is a probability distribution of survival for each
exposure level.
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3. Application of TUP to Medical
Diagnosis

THRIPHT is a medical expert system prototype, developed in order to investigate
the kinds of temporal reasoning required for the task of medical diagnosis. Early
in its design, I made the decision to avoid a relatively simple graft of TUP onto a
“vanilla” rule-based system. This would have involved adding TUP predicates to
those already available for the construction of rules, and permitting the assertion
of TUP temporal relationships in the data base as in example 16.) As the limited
range of knowledge representation and the limited control structure that such a
system provides would have been inadequate to support the scope of the multi-
stage diagnostic task outlined in the introductory chapter, I have instead chosen
to build a prototype expert system using several of the “second generation” AIM
technologies. These include: causal aggregation hierarchies (e.g. ABEL [46] and
CADUCEUS [50]), knowledge structures for reasoning about hypothesis evocation
distinct from those employed to perform causal reasoning within a hypothesis (e.g.
CADUCEUS’ constrictor and causal hierarchies), and the concurrent construction of
several alternate patient models rather than building and dismissing hypotheses one
after another. This system—THRIPHT—is skeletal, incomplete and far more brittle
than the systems whose concepts it borrows. It has the merit, however, of bringing
together in one system the features that are necessary for the investigation of the
temporal issues in medical diagnosis.?

Example 16

IF (BEFORE-NOW-P
( ?MNE JAUNDICE)
TYPE BEGIN-INTERVAL)))

A
(BEFORE-NOW-P

1Before the medically knowledgeable reader protests, I emphasise that this example is meant to

-ﬂlmtnhtheunofmpndiutuudmiominlmkndmddmthnm criteria for
hepatitis.

?Its implementation also had the merit of not exceeding the available (my own) man-power.

68
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(gumz IV-DRUG-ABUSE)
o TYPE BEGIN-INTERVAL)))
S-BEFORE-P ((NAME IV-DRUG-ABUSE)
5 e,
TYPE BEGIN-INTERVAL))

(

St
fms In -zlmvug ;
(+EPSILON) (+INPINITY

Whereas the previous chapter dealt principally with temporal representation
and isolated examples of temporal reasoning in the medical domain, in this chap-
ter the interaction between the temporal Peasoning system (TUP) and a medical
expert system (THRIPHT) nndthorohdth's’inhﬁcﬁoninthcmiomphuuof
diagnosis is emphasised. Forthhpmmmatoth;lchm(chboratedin
chapter 1) for decomposing the task of history-driven diagnosis. I repeat that this
is a pragmatic but still rather arbitrary division of laber in the diagnostic process.
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found to have a CI much higher than average, THRIPHT would phrase a question to
attempt to obtain more constrained information. Similarly, THRIPHT would check
selected derived RREL’s by asking the user if the derived information corresponded
to her understanding of the temporal distribution of events.®> THRIPHT would also
initiate a “canned” set of questions for significant findings; for instance if melena*
was reported, this would cause THRIPHT to query the user about related events
such as pallor, loss of weight or anemia. As described earlier, THRIPHT has been
designed as if it were to operate in the background of an automated medical record
‘system using the information gathered to check if any important or likely diagnostic
hypotheses had been omitted. Therefore, the current version of THRIPHT is purely
passive in its data-gathering phase.

All assertions that are made to THRIPHT in this data-gathering phase are as-
serted as RREL’s in the REALITY context—the default when no context is specified.
Constraint propagation is performed upon the assertion of each RREL. This per-
‘mits the frequent temporal inconsistencies in the history to be detected early in
the diagnostic process before any significant effort is wasted upon hypotheses based
upon erroneous data. As this data-collection occurs prior to the generation of any
hypotheses there isn’t any applicable domain knowledge to guide the clustering of
the temporal data base into reference sets. During this phase, reference sets could
only be generated arbitrarily and with a higher risk of missing important inconsis-
tencies. For this reason, all RREL's are asserted within the same reference set to
ensure global consistency. As this phase usually involves no more than 20-30 point
~ events,® exhaustive range addition is not too computationally demanding.

Whether implicitly (through the tense of a verb) or explicitly, most temporal
assertions obtained in the patient history contain a reference to the temporal po-
sition of the specified event(s) with respect to the present. To represent this, the
RelationToPresent assertion is used with virtually every datum gathered in this
first phase. For instance, the phrase “the onset of fever began two days before the
rash” not only indicates the relative position of the fever and rash but also the fact
that the onset of the fever occurred prior to the present. Example 17 provides the

‘°For instance if the patient asserted that the fever happened two to three days before the rash
mdthoruhfourdmbcfmthjmndke,tluwiontco!ldbouhdihhoboliondtluttlnfcm
preceded the jaundice by six to seven days.

“Stool stained by blood pigments.

SExperienced physicians will generate a small group of working hypotheses [27] early in the taking
of a patient history.
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equivalent assertions in TUPese.

Example 17

TYPE BEGIN-INTERVAL))

(RREL ((NAME FEVER) (TYPE BEGIN-INTERVAL))
- ((NAME RASH)
2 DAYS) (2 DAYS))

(RELATIONTOPRESENT ((NAME FEVER) (TYPE BEGIN-INTERVAL))
+EPSILON) (+INFINITY))

The consequence of the ubiquitous reference to the present is that all events
in the history become solidly anchored with respect to the present and indirectly
(by means of the expansion of the RelationToPresent assertion—see example 6
on page 24) to the calendar reference system. As the calendar reference system
has a very low overall constraint index, these frequent references to the present are
helpful in constraining the temporal relations of the patient history. -

3.2 Hypothesis Evocation

There usually are many hypotheses that include findings that correspond to those
in the patient history and yet which a human expert would only briefly consider,
if at all. One reason for this is that for a large class of hypotheses, their temporal
patterns are wildly at variance with the chronology of the events in the patient
history. Therefore, to correctly trigger hypotheses for further consideration, the
expert system must be sensitive to the temporal configuration of events in the
patient history. Unsatisfactory results will ensue if just the presence or absence of
events is used to evoke a hypothesis. This is clearly illustrated by the three examples
of mistaken diagnosis of transfusion-borne acute hepatitis B in the introductory
chapter. '

Temporal Errors In Human Expertise

Human beings who ignore temporal course are subject to the same errors and inef-
ficiencies to which temporally unsophisticated expert systems are prone. One such
error will have occurred to anyone who has taken several patient histories. A pa-
tient will mention several symptoms, say a prior episode of juundice and malaise,
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and is then asked routine questions to refine the diagnosis—in this case whether
the patient has received blood transfusions. An affirmative answer will occasionally
incorrectly lead the interviewer to believe that she is on the right track only to
discover that the event happened at a time other than one relevant to the hypoth-
esis (e.g. the transfusion occurred after the jaundice). That is, the hypotheses the
interviewer considers may lead her to expectations that, without sufficient temporal
cues, will be incorrectly matched to findings reported by the patient. The converse
phenomenon will also occur: the patient omits a symptom because it is outside
the temporal window the patient considers to be relevant. A classical case of this
is the patient who has been diagnosed as having had a myocardial infarction or
end-stage emphysema and is asked if he smokes. Often the patient will respond in
the negative, and it only becomes apparent, later in the interview, that the patient
started to abstain a month Previously, after a fifty-year, two-pack-a-day history of
smoking.

The Usual Approach

- When a medical expert system is developed, the system’s inability to recognize a

wide variety of temporal patterns of disease leads the knowledge engineer to assume,
often implicitly, one or both of the following two “solutions”.

The first solution is to assume that the user will go some distance in arriving
at a diagnosis and therefore only “feed” the expert system those events that are
pertinent to the present illness. In a complete patient history that includes multiple
visits® such assumptions can lead to erroneous conclusions. For example, MYCIN
tests for a bacteroides infection with the following rule [12]): :

It (1) the infection is primary-bacteremia, and
(2) the site of culture is one of the sterilesites, and
) the suspected portal of entry of the organism is the
gastrointestinal tract,

then there is suggestive evidence (.7) that the identity of the
organism is bacteroides.

Regardless of when the primary bacteremia occurs it can bind to the correspond-
ing slot in the rule. Therefore, even if the primary-bacteremia happened months
before the current culture was obtained, MYCIN would come to the same conclusion

®Afterall, one of the (oakofAIMilwmdmmtkuopmthhewhohlifeﬁmeof
a patient and that take into account events of clinical importance throughout.
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as if the bacteremia had happened just a few hours before the culture. Also, if the
patient had multiple episodes of primary bacteremia, each of the bacteremia events
could be matched to the antecedent part of the rule. The user is therefore expected
to assert bacteremia only if the episode was recent enough to be relevant to the
present illness. In doing so, the user has to engage in diagnostic activity because
temporal proximity does not necessarily imply relevance to the present iliness.” For
instance, an episode of acute rheumatic fever that causes valvular disease 30 years
later should be reported to the expert system even if it is not temporally proximate
to the present illness. If we intend to develop AIM systems that can work with naive
users we cannot shift it any of the responsibility for recognizing relevant findings
from the expert system. : ‘

An alternate solution, and probably the one most commonly employed, is to
permit the program to trigger freely upon the whole patient history and let the
expert system discover® at a later phase that the facts do not quite fit. For instance,
if the post-transfusion hepatitis B hypothesis was triggered by the jaundice that had
occurred in infancy and and a recent transfusion during casesarian section, the fact
that the serologies (for the various hepatitis B antigens and antibodies) were all
negative would most likely cause the hepatitis hypothesis to be ranked low, if at
all, in the differential diagnosis. This method, however, involves the exploration
of many solutions (and requests for information) that are irrelevant at a glance to
clinicians familiar with the disease chronology. Often, even if all the atemporal
information is available and is used, the expert system will be unable to make
distinctions for which temporal representation is necessary. It is apparent, then,
that providing expert systems with the capability to represent and reason about
the temporal course of disease permits a significant pruning of the diagnostic search
space—even at the hypothesis triggering phase. '

Consequently, if a large-scale diagnostic program is endowed with the ability to

7Thhaitkhmdmcmmwmdaathm “backward-chains® from the hy-
pothuubthdahudthcdmthtimhcofthm&euhaﬂkiﬁywbquiu
the user. There are several fiaws with this approach: (1) the user or data base must provide the
assertions. (2) in this form of backward-chaining, MYCIN would exhaustively ask questions of the
timing of eveats in each hypothesis considered. Tlhhw-bkif;w&mh'nmistobo
tmmm.mwmwmmkmwmmmnm
to be initisted from too many hypotheses. (S)iﬂhukiaudinsforwud-chdniumode,my
original claim, that the user has to take aa active role in generating the differential diagnosis, holds.

$On purely atemporal grounds.
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support sophisticated temporal reasoning, its diagnostic style shows a greater degree
of focus; that is, a more relevant set and smaller number of diagnostic hypotheses
are considered.

‘How Much is Gained?

Let us put aside, for the moment, the reduction in the number of questions that a
more focused diagnostic style would bring to ask the following question: To what ex-
tent does the use of temporally sophisticated hypothesis evocation lead to improved
expert system performance? ,

One way I could show that the computational savings are substantial would be
to pit THRIPHT against an expert system without the capability for temporal rea-
soning. Both systems would be presented with a set of run-of-the-mill cases that
aphysicimmightminthecoumofamk’lprmkc. The time that each ex-
pert system would require to reach a final diagnosis on this typical case-load would
provide statistical evidence of the relative performance of the two systems. This
method has not been tried because THRIPHT lacks a broad knowledge base and,
as mentioned before, the ranking (fifth) phase of diagnosis is only partially imple-
mented. Nonetheless, the scope of the reduction in computation can be conveyed
by considering the three following sets of high-prevalence findings.

1. Take the findings of a non-specific rash and bee-sting. Very many patient
histories will contain both of these events. There are many causes of a rash
but only a small percentage of these will be caused by a bee-sting. However,
ifamedicdexpmlyatemisnnabktochackwhcthutheruhfollowodthe
bee-sting by a few minutes, it will have to give further consideration to the
hypothesis of an allergic reaction secondary to a bee-sting in most, if not all,

histories which contain both findings.

2. Many women will lactate during the course of their lives. The vast majority
will do so towards the end of their pregnancy and during nursing. A physician
will not consider pathological causes of lactation, such as thyroid disease or
a pituitary adenoma, if the lactation occurs during these periods when it is
expected.” However, a temporally incompetent expert system will have to

9Unless the diseases have progressed to the point where they are dmiedly manifest in ways other
than lactation. '
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further investigate all these cases thereby using additional computational and
clinical resources.

3. Many patients who are administered antihypertensive drugs will have rebound
rises in their blood pressure if they are weaned too quickly from their medica-
tion. This will occur when the therapy is either terminated or a different drug
is selected. The new medication might be given in insufficient dosage or lacks
efficacy for that patient. As there are many other causes for increased blood
Pressure, unless the change in medication Precedes the rise in blood pressure
by a specified period, it is a waste of computational and clinical resources to
devote more effort to a hypothesis based upon changes in antihypertensive
medication.

In general, many findings which are commeon in the general population are also
drug side-effects. Each drug has a characteristic delay between its administra-
tion and the effects/side-effects. If an expert system is able to represent this
delay and then match it against the timing in the patient history!® then the
hypotheses of drug-induced effects need only be considered in a small fraction
of the prevalent cases of the findings.

These examples illustrate how historical items lose their specificity if they are
stripped of the description of their place in a characteristic chronology. At least
in medicine, precedence information alone is insufficient to adequately characterize
such chronologies and the quantitative timing information imparted by RRELs is
required.

Early Solutions

Developers of early AIM programs were cognisant of the need for some sort of tem-
poral representation for triggering hypotheses. The Present lliness Program (P1P)
[48] for instance was modified [55] so that features of hypothesis frames such as
causal and associational links could have a temporal qualifier. To this end, the
time-line was divided into five periods: PAST, RECENT-PAST, NOW, NEAR-FUTURE and
FUTURE. This enabled PIP to represent disease chronologies such as the development
of chronic glomerulonephritis (CGN) in the FUTURE from acute glomerulonephri-
tis (AGN) NOW. PIP could then automatically infer when features characteristic of

10And, if ﬁocunry, derive the necessary timing information from prior temporal assertions in the
patient history. '
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a hypothesis could be expected with respect to the present. Consequently, PIP
would not ask the user questions about features occurring during CGN if AGN was
hypothesized to occur NOW.

This ad hoc solution has limitations: a large number of disease states have to
be created,!, calculations of relative temporal position lead to loss of temporal
precision,'? and quantitative temporal information, as opposed to simple ordering
information, cannot be represented or reasoned with in this manner. Other ap-
‘proaches have employed the precedence relations between causal antecedents and

consequents. but, with branches in the causal chains, many inter-event temporal
relations are indeterminate.

THRIPHT’s approach

THRIPHT triggers take full advantage of TUP's richness of temporal expression. A
THRIPHT trigger can consist of any boolean combination of predicates, temporal or
atemporal. Hypotheses are triggered only if characteristic collections of signs and
symptoms are present and only if they are in a temporal configuration compatible
with the hypothesised disease. Example 18 illustrates part of the trigger for the
Hepatitis B hypothesis. This example roughly corresponds to “consider acute hep- -
atitis B secondary to intravenous drug abuse if (in addition to the other criteria
not shown) jaundice has been manifested, intravenous drug abuse did not end be-
fore the previous seven months, andthcomotofdmabmprmdodth.onnt of
jaundice by at least two months.”’® Observe that all predicates (by default) test
the REALITY context. Also, the trigger in example 18 has been written with the
relaxed versionoftheTUPprediahuontomahthokigum”mitive (and
less specific).

Those TUP queries that employ the RelationToPresent retrieval form (see sec-
tion A.1.4) generate, as side-effects, additional assertions. So these will not clutter
up the patient history, a query context is created!* for these side-effect assertions.

*'Especially if temporal distinctions, finer than the five paciods provided, are to be made.

12,8 KacWthimbmhmm-m'mmtwthAGN
hypothuis,ndHAGNimhkmhppmdintbm-rﬂt,?reonldnocd“miu
if X would occur NOV¥ or in the NEAR-FUTURE. :

13The two and seven moaths refer to the minimam and maximum incubation times, respectively,
of the virus.

14THRIPHT simply adds the context specification to the new points.

o B RIS S B R N L e e e T B e 2 e N
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The query-context -sha.res with the REALITY context the assertions of the patient his-
tory. After the queries are completed the side-effects can be eliminated by garbage-
collecting the contents of the query context. '

Example 18

(AND
(BEFORE-NOW-BY-P
(NAME JAUNDICE) (TYPE BEGIN-INTERVAL))
*EPSILON) (+INFINITY))
(BEFORE-NOW-BY-p
NANE IV-DRUG-ABUSE) (TYPE END-INTERVAL))
~INFINITY) (+7 MONTHS))

(BEFORE-BY-P
DRUG-ABUSE) (TYPE BEGIN-INTERVAL))
NAME JAUNDICE) (TYPE BEGIN-INTERVAL))
+2 MONTHB) (+INFINITY)))

Unstructured collections of triggers will tend to cause far too many hypothesis
triggers to be tested and then too many of these to be successfully activated. Several
schemes have been elaborated, the most successful of which has been to create
disease classification hierarchies so that only the relevant disease categories are
even considered for triggering. The scheme adopted for THRIPHT is a variant of the
one used in MDX [10] in which there is a community of specsalist programs organized
in hierarchical fashion. In the MDX system, each specialist attempts to establish
or refine a diagnosis. THRIPHT instead uses the hierarchy to shrink the number of
hypothesis triggered and then considered for further diagnostic activity.

In general, each node in the hierarchy represents a category of pathophysiological
pathways (diseases) which should be consi if certain conditions (the trigger) are
satisfied. Each node really has three associated triggers: RULE-OUT, NECESSARY and
SUFFICIENT. If the conditions of the RULE-OUT trigger are satisfied, the hypothesis
is excluded from further consideration. In the current implementation, triggers
are categorical links between findings and hypotheses so that satisfaction of either
of the NECESSARY and SUFFICIENT triggers causes the active consideration of the
hypotheses with which they are associated.

Evaluation of triggers proceeds from the broadest categories to the more specific.
Every time the trigger conditions of a node (pathophysiological hypothesis) in the
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Figure 3.1: Part of the Tangled Hierarchy of Triggers.
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tangled hiérarchy are satisfied, all the triggers of the specialized instances!® of that
node are evaluated to ascertain whether one or more of these narrower hypotheses
should be considered. This is repeated recursively until the most specialised nodes
have been triggered. Once this is achieved, only the pathophysiological hypothe-
ses at the most specialized triggered nodes are processed in the next—hypothesis
elaboration—phase. :

Regarding the sample tangled hierarchy in figure 3.1, note that THRIPHT does
not compel the user to enter the jaundice as ADULT-JAUNDICE or INFANT-JAUNDICE
as many systems do.!® Rather than forcing the generation of many compound terms,
THRIPHT enables the knowledge enginesr to employ TUP predicates to test for the
temporal relation of findings (e.g. jaundice to age). These temporal relations may
have besn directly asserted in the medical record or indirectly obtained from other
temporal relations by means of TUP’s inference mechanism.

3.3 Elaboration

Hypotheses that are triggered in the evocation phase are in fact collections of patho-
physiological pathways (see figure 2.15, page 47). What brings together these patho-
physiological pathways depends upon the classification principle used in the trigger
hierarchy. It may be that these pathways share clinical manifestations, share etiol-
ogy and/or share pathophysiological mechanisms. The purpose of this, the elabo-
ration phase, and the phases that follow, is to manipulate these pathophysiological
subhypotheses so that they may be distinguished from one another. The partic-
ular role of the elaboration phase is to separate each of these subhypotheses, as
diagrammed in figure 3.3. ’

Some of these subhypotheses are compatible with one another. In the hepatitis
B hypothesis there are subhypotheses with jaundice and with an immune response,
each of which can occur by themselves or together. Other courses, such as immediate
convalesceance after the acute phase of hepatitis, and chronic active hepatitis are
by definition mutually exclusive. During the elaboration phase, the compatible
pathways (subhypotheses) are grouped together in classes of compatible hypotheses
whereas mutually exclusive subhypotheses are segregated into competing classes of

182.b. Daughter nodes trigger subsets of the diseases their parent(s) triggers. The daughter nodes
are therefore linked to their pareat(s) by AKO links.

1%In those cases when at least some ad hoc attempt is made to include temporal information.
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hypotheses.

3.3.1 Deﬁning Mutually Exclusive Courses

The exercise of representing the course of disease as an entity that progressively
chmguovertimemakaitvuyclarM&wdbmmttulymutuuﬂymluive.
A program that does not represent disease chronology might represent matabolic
acidosis and metabolic alkalosis as mutually exclusive pathophysiological disease
states. However, a patient can have both, uhthcmodthop‘tkntmﬂuiufrom
aspirin intoxication, because the mutually exclusive events are not cotemporal. One
of the criteria for the mutual exclusivity of hypotheses is therefore the cotemporality
of mutually exclusive events. Dean’s [14] temporal reasoner is designed towards
detecting just such cotemporality. In practice however, determining cotemporality
of events in independent hypotheses is difficult. One problem is that each hypothesis
hutobeanchoredwithrupocttoanhuodpoiatmthm,lmhuthcpruont,wh:ch
the hypotheses are not until instantiated as patient models. Therefore it is a priors
almost!” impossible to rule-out the co-existence of two disesses, in one patient, just
because the two diseases contain mutually exclusive events. The only information
th;tmcmobtdnapﬁoﬁhth&tmdhu.migktmlymyrudyminthe
same patient. Obviously this does not have the same strength as asserting logical
contradiction.

Evenwhontwohypothuummchorodwithmpocttotheprmt,itisnot
easy to determine if logically contradictory events are cotemporal unless the events
are tightly constrained. Otherwise, especially if the contradictory events are of brief
duration, the temporal information may be insufficiently constrained to determine
whether the two events are strictly cotemporal.

Evennfitmbedctcminodﬂutmtndktosymhmcohmponl there
rmmthepmbkmdkuph(thmpmdm&udmdemdmt
reasoning. Inthcmdcm,itwﬂlnotwktoc&p}ypamtthemtment
assertion to “clip® the duration of the earlier, opposing assertion. What is needed
uadomm-dcpmdmtmofwduaﬁngthard&tinhﬁdm,mﬁhﬁhoodof
the conflicting eventa.

The heuristic solution implemented in THRIPHET is one that is not utiltutory
in the general case. Thuh thonmtpdntkatthknwhdnmﬁnwknm

"mmmmhmhmwmummmwumdm
um%mdmmmﬂwm




active state and the chronic carrier state. Althou‘hithconedubkthttinusingle

lifetime, a patient might have both (but at different times), it might be a waste of

wmpumimdmtbcowdu&hmmy.
Amonprlnciphdoduﬁonmldbetomtheueombinsﬁomofhypothuu

and Pauker [56]).

3.3.2 Generating Contexts
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manifestation of a causal antecedent many occasionally follow the manifestation
of a causal consequent and so prior assertions are not automatically made about
temporal relationships between manifestations.

Constraints Set by the Knowledge Engineer

THRIPHT permits the knowledge engineer to bind any number of temporal con-
straints to each event and between any two events in a hypothesis. These constraints
can be any assertional form known to TUP. Upon elaboration of a hypothesis, all
these temporal constraints are asserted so long as they constrain events within the
same compatible hypothesis class. THRIPHT appends the hypothesis class object to
each temporal assertion made so that the hypothesis class becomes the temporal
context of these assertions. As a result, each hypothesis class becomes paired with a
temporal context. This pairing demonstrates the separation between the temporal
and atemporal parts of each pathophysiological sub-hypothesis.

3.3.3 Generating Reference Sets

During the generation of temporal contexts, THRIPHT provides the information
that TUP uses to organise the events into reference sets. In the implementation,
the REFSET specification is appended to each point specified in each RREL prior to
assertion in a hypothesis context. The constraint propagation that follows is then
restricted to these reference sets. '

As discussed earlier, the causal aggregation hierarchy is used to determine refer-
ence set membership. First, the value of the XANE descriptor in a temporal assertion
is used to obtain the corresponding (event) node in the THRIPHT causal network.
Allthatiathenrequiredtoobt&intherdmmidentiﬁutionistoﬂndthe
node’s immediate causal aggregation. If the node belongs to more than one causal
aggregation, the corresponding time points will have multiple reference set mem-
berships.

3.4 Instantiation

The hypotheses elaborated from the composite hypotheses (that were triggered by
the patient findings) are not patient specific. Rather they represent shared char-
acteristics of patient populations with the hypothesized disease courses. It is only
when these hypotheses are modified with the information that was obtained from
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the patient (history) that the hypotheses become patient-specific. A hypothesis
modified with such patient information becomes a patient (specific) model.

3.4.1 Consequences of Constraining a Hypothesis Context

Inthecrutionofl.ptthntmodd,Tma‘l‘lddlthoml.’lglthuedinthepaﬁent
hhtorjtothmofthehnponleonh:hpﬁudtomhhypothah(hypothuh
context). TUF responds as usual to these additions (assertions) by propagating
the constraints through each of thess contexts. The global constraint index of a
hmm-hmmmummmmmummmnmhip
botwoon,cmhinthomimthhtquﬂ!hmmyfumoncoutuinedthm
mecommdmmhmhmmm.

mwdwmdmmmmmmm
Wﬁmmwmmwmmt. All that is re-
quirodhthatthmbcuhutmmhinthpahathmythztnmumemt
to the present or to the calendar.!®

To illustrate, take but one RREL from the Hepatitis B chronic-active hypothesis as
mmpklﬂ.ﬁthmhathhmwmwbnofmphw,upon
instantiation the patient model will include the information that the inoculation
occurrodfourmhqoandthemudlympmwtolmdmhtu(thnm
wﬂldodncetobonpprmim;hlythmhm-mmmthofutm).

Example 19

(RREL ((NAME INOCULATION) (TYPE BEGIN-INTERVAL
gim Wnc; ém m-xmn;g

50 DAYS) (180 DAYS)

CHRONIC-ACTIVE)

Example 20

(Rohtion‘fo?rtunt’ 2 ilm Igoc(:t‘:urmu; (TYPE BEGIN-INTERVAL))

“mwmmummammmbymmummm.m
(mmmx.z)nmwmdm\ummmmwmm.
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One important consequence of the constraint prbpmtioh during instantiation

context (example 19). TUP’s constraint propagation mechanism would discover this
inconsistency upon assertion of the inconsistent RREL. This illustrates yet again
that providing medical expert systems with a sophisticated temporal utility can
greatly reduce the problem space that hutobonuchtd—inthhcmbyimmo—

(RelationToPresent
((NAME

TIC)

TYPE BEGIN-INTERVAL))
(2 DATSZ (3 DAYS)
REALITY

Multiple Findings, Muitiple Event Instances

Theproceuofdbcndin(hmpoﬁﬂyinconlhtqtptﬁmtmdehmualongmyto
wlvingthopm}hmd‘bbdimmiﬁpkinnmdﬁadiapkmptﬁmt history

datamuyahocontﬁnrcpahofoneormcpﬁod.dﬁnr. A medical expert
sy-temnotequippodwithuhnmdmhuhm:pcﬂmtmoddfor
mhofthepoaﬁbhwmbiuﬁamofbindinpdﬂndhpﬁmthpatimthhtory
to events in the disease hypotheses. By employing a temporal reasoner such as
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TUP, discrépancies between the patient history and the hypothesis context® are all
detected by the consistency check in the constraint propagation process. THRIPHT is
therefore able to discard all those binding configurations that are a priori temporally
untenable.

3.6 Ranking Patient Models

els that makes them distinct from others—differentiation—and obtaining patient
information to exploit the distinguishing features. THRIPHT's use of temporal in-
formation in this phase, because it accentuates the differences between patient mod-
els, causes a more rapid convergence to a “correct” differential diagnosis. It also
qualitatively changes the diagnostic style of the expert system, as described in the
following sections. ' o

Unlike the four other phases described in this chapter, this phase has not been
fully implemented—the main issues involved in such an effort lie outside the scope
of the present research effort.

3.5.1 Evaluating Hypotheses

Toevnluateautofhypothuaiatomignapmialordertothe'manbenofthia:et
according to the degree of belief in the extent to which each hypothesis accurately
reflects reality—in this case the patient’s state of health. In the absence of temporal
reuoning,modipdcxpctmhmlfocmonmringkypothaubaudontheﬁndinp
that match events in the hypotheses and those unaccounted for in the hypotheses.
TUP, in addition, enables an evaluation of temporal consistency of each hypothesis
with the patient data every time the cﬁlu&tion-diﬂ'mthtion—inform&tion loop is
performed.

e the range relation is devoid of probabilistic information, the global
conltnintindcxofmhhypothoilconhxtcmmbcthomedbyarmkscor-
ing function. That one patient model should have a more constrained hypothesis
context than another does not necessarily signify a better fit of patient data to hy-

”hmm,duuionorpodﬁonvwithWtothmt.
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pothesized pathophysiology. Therefore, other than the consistency check, temporal
information, as it is represented in TUP provides little help in calculating a rank
of a hypothesis. Note this does not prevent ranking the hypothesis on atemporal
features, as other AIM programs have done.

Information Gathering

Temporal “common sense” in information gathering is important. A medical expert
system does not inspire confidence when it requests information obtainable only in
the distant future. Nordouitmnhmuformchulmtorepuhdlycheck
for theprmofmuﬁtth;t(toahnmm)hdcﬂnitdyinthcput. THRIPHT
has the potential to avoid this sort of blunder because the hypothesis contexts
of the patient models are almost always anchored to the present. Consequently,
whenlomcdatumhtobeobtdmdtodhtincnhhompatimtmodolfomunother,
THRIPHT can determine whether the information about the corresponding event is
intheput,str&ddlathepmentorhinthcfntm By judicious use of a few
heuristics, this knowledge can cause THRIPHT to exhibit temporal “common sense”
in its information seeking behavior. For example:

* Do not consider (not just defer) seeking information about events more distant
than m seconds in the future.

o Defer ucking information about events more distant than n but closer than
m seconds in the future.

¢ If an event has a temporal relation to the present that has a lower bound that
Places the event in the past and an upper bound that places it in the future,
be persistent about seeking information about this event.

* Do not aggressively and repetitively seek information about past events that
are reported to be unknown.

In diagnosing a jaundiced neonate, THRIPHT could then ask if the serum bilirubin
had fallen but would not ask if the patient’s liver had yet attained adult function.

3.5.2 Differentiating Between Patient Models

The differences found between patient models drives the diagnostic process in this
phase. These differences determine which patient data would be most effective in
further separating the scores of the patient models in the differential diagnosis.
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TUP’s temporal representation enables THRIPHT to distinguish between hypothe-
ses that differ in the order of events. For instance, the (traumatic) limb amputation
that leads to infection and the infection that leads to (therapeutic) limb amputa-~
tion. Distinctions made between hypotheses that show the same ordering of events
but with quantitatively different temporal distribution are also frequently useful.
In neonatal jaundice, if the neonate has breast milk jaundsice, the serum bilirubin
(pigment responsible for jasundice) concentration rises progressively from the fourth
day of life and reaches a maximum by 15 days of life. Jaundice due to maternal-
infant Rh incompatibility is clinically manifest in the first day of life. Physsologic
jaundiammmtheﬂntdqofﬂhbutmdtwkhinamkofbirth (in the full
term infant). Temporal representations such as TUP's can capture these differences
mcnnkdmmmdupmlyttmmchumcmlocatethm,thmby
improving diagnostic acuity.

3.6 Annotated Example

In the preceding discussion, I have described the mechanisms of operation of the
individual pieces of the diagnostic engine. In contrast, the example below is meant
toprovideafodforhowthuomioupitcuﬁtWintheprocmofdiqn_ocing
a patient.

This annotated transcript describes user entries and THRIPHT's response. Since,
duringthecoumdmmh,lmlyd&dmttomhuponthciuuuofhm-
poral expression in natural language, THRIPET lacks a “user-friendly” interface.
Thmkn,thmmdaiulhvcdmd&o'dwogﬁthmm, corre-
sponds to Lisp-forms intelligible to TUP and THRIPET. Where appropriate, I show
theformundmddhammofthcltmﬁmmﬁadbyrmm.

Theenmphkuﬂctiﬁoucpil«hhwm:pnﬁmt’shhbryhukenats
a.m., July 5th 1068. Itmfmmthopati-nthilhrymmdomdinamswiftype
styk,mm’uminboldtyp-mhu&wmbinmﬁu.

Beginning of the date-gathering phase
0. The patient was 45 years old on July 1st. 1986.
E'qm'vakhﬂy:
(RREL ((REFSYSFORM ‘ ‘45 YEARS OLD'’)
REFSYS Au;
TYPE POINT))
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((REFSYSFORM *‘‘00:01 a.m., July 1st, 1086°')

(REFSYS CALENDAR)
(TYPE -POINT))
(0 SECONDS) (O SECONDS))

This assertion permits TUP to respond to queries about the patient’s age now, or
at any other time, and with respect to any other event.

1. The patient received a blood transfusion 9 to 12 weeks ago
Equtvalently:

(RelationToPresent (gma BLOOD-TRANSFUSION)
TYPE BfGIl-IImVAL))
(® WEEKS) (12 WEEKS))

The ezpansion of RelationToPresent :s given on page 2{. The (DATE) form in
- the ezpansion would evaluate to the current date and time: *8 a.m., July 5th 1986*

2. Onset of jaundice occurred 8 to 9 weeks after the transfusion.
Egqusvalently:

(RREL ((NAME BLOOD-TRANSFUSION)
TYPE BEGCIN-INTERVAL))
((NAME JAUNDICE)
TYPE BEGIN-INTERVAL))
(8 WEEKS) (9 WEEXS))
3. The onset of jaundice was first manifest in the morning, between 8 and 10 o'clock
on June 5th, 1986 '

Equsvalently:

(RREL ((REFSYSFORM "8 a.m., June 5th, 1586")
REFSYS CALENDAR))
TYPE POINT))
¢ 'i"vn 'mznx%m. )
(0 SECONDB) (2 ms);

Redundant data are proferred.

4. Inconsistent temporal information: statements 1., 2., and 3. are
inconsistent. Please withdraw one or more of the statements before
proceeding.
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TUP detects that the bounds are inconssistent. Statements 1. and 2. ﬁ)ould have the
jaundsia occurring as early as June 7th, and as recently as the present (July 5th,
1986). This is inconsistent with statement 3.

5.Statement 3. is incorrect. the onset of jsundice was first manifest at 8 o'clock, in
the morning, on June 28th, 1986

The RREL of statement 3. is withdrawn and the new RREL &s asserted with the
result shown in Figure 9.8.3

With this assertion the data-gathering phase ends, and the Rypothesis evocation
phase begins. A paraphrase of THRIPHT s reasoning is only given when a condition
of a trigger is satisfied.

6. As the onset of jaundice has occurred, THRIPHT is considering
jaundice-associated syndromes.

The topmost node in the THRIPHT ’s trigger Aierarchy, shoun on page 78, has a
SUFFICIENT condition that is satisfied by the patient data:
(BEFORE-NOW-P |

( ilm JAUNDICE)
TYPE BEGII-‘IITIRVAL) ))

This condstion brings up for consideration the nezt most general nodes whose
triggers assume that the patient history includes the onset of an episode of
Jaundice. This represents the effect of my decision that the isolated assertion of
jaundice in the future (i.e. speculation) will not cause active consideration of
Jaundice-associated syndromes.

7. As thoapotthopathnthmmtlnnonoywmmnri- /
considering adult jaundice and has ruled out infant jaundice.

The adult jaundice trigger has o SUFFICIENT eondition that is satisfied:

( (RREL ((REFSYSFORM "1 year old")
REFSYS AGE.
g'rm POINT))
((NAME DUMMY-POINT)
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Figure 3.2: The Patient History
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(TYPE POINT))
(O_SECONDS) (O SECONDS))
(S-BEFORE-NOW-P
((REFSYSPORN "1 year old")

528!‘878 AGE}
TYPE POINT))))

The first assertion is made to intern the 1 year old point so that TUP may then
perform the constraint propagation that will link that age to the calendar. Recall
that the assertions generated during THRIPHT queries are in the query contezt and
can easly be flushed. \

The infant jaundice trigger has a RULE-OUT condition that 5s sdentscal to that of
the SUFFICIENT condition of adult Jaundics save for the substitution of
S-AFTER-NOVW for 8-BEFORE-NOV.

8. As the transfusion preceded the jaundice, THRIPHT is considering
PARENTERALLY-BORNE VIRAL HEPATITIS. As time between the onset of _
jaundice and transfusion is greater than two weeks, THRIPHT is ruling

- out BLOOD-TYPE-INCOMPATIBILITY. | | o
The trigger for viral hepatitis caused by parenteral®® inoculation with the virus has,
as a sufficient condition, a check that the transfusion precedes jaundice. Although
instances have besn reported, Aepatitis A infections infrequently occur as a result of
parenteral inoculation; the fecal-oral routs is more common. Nonetheless, just as I
have omitted many Aypotheses that should be considered, I have included hepatitis
A for demonstration.

The blood-type incompatibility trigger has the following RULE-QUT condition:

(BEFORE-BY-P
{ihe Rismmton, (o merr )
2 VEEXS) (+INFINITY) '

Note that the above condition does not test the relation to the present since this
has been done by the JAUNDICE-ASSOCIATED SYNDROMES trigger.

9. As the transfusion preceded the jaundice by more than two weeks
and less than 120 days, THRIPHT is considering NON-A. NON-B HEPATITIS.
As the transfusion preceded the jaundice by more than 50 days and less
than 180 days, THRIPHT is considering BEPATITIS TYPE B. As the

”Bymmdh&uhmh,mdlyhmuhrcthtnmuinjuﬁm.
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transfusion preceded the jaundice by more than 45 days, THRIPHT has
ruled-out HEPATITIS A. '

The three triggers have sufficient and rule-out conditions that test for the

respective delays between the onset of jaundice and the transfusion. Observe that it

~ 18 only the hypothesis of parenterally inoculated Aepatitis A that has been ruled out,
not all etiologies of hepatitis A. If this example were to be complete, I would show

~how another hepatitis A hypothesis (with a differant inoculation mechanism) was
triggered through another path down the trigger hicrarchy. '

As the hepatitis B and non-A,non-B hepatitis triggers are terminal nodes in the
trigger hierarchy, the hypotheses associated with these triggers are evoked and the
elaboration phase begins.?®

10. HEPATITIS TYPE B hu been elaborated into three mutually exclusive
subhypotheses. NON-A, NON-B HEPATITIS has been elaborated into three
mutually exclusive subhypotheses.

As illustrated in figure £.15 (page 47), the hepatitis B hypothesis has three
mutually contradictory courses. The first course H; goes from acute disease to
resolution In the second course Hy the acute episods is followed by a period of
smoldering disease—chronic active. The third pathophysiological pathway Hy
includes clinical resolution with the maintenance of a chronse carrier state. In

~ Jact, there are more than three alternate courses™ but these are not modeled.
Elaboration creates a separats class (as discussed on page 80) for each mutually
ezclusive hypothesis. The result is shown in Figure LX) ‘ :

To those readers who are wondering whether the entidody (anti-HBs) to the
hepatitis B surface antigen (HBsAg) should not bs mads mutually exclusive to the
chronic active or chronic persistent courses, I point out that thare are cases where
the antibody hAas been detected in these chronic courses but only when the HBsAg
antigen has not been detected [{3). THRIPHT's knowledge base reflccts this by
asserting that the end of the period of detectable HBsAg precedes the beginning of
the period of detestable anii-HBs.

”Agah,fadm&gﬁoam,lhmwmwlumuwm,m
in the absence of additional data. A physician would, in this case, seriously consider the hypotheses
of chemical hepatitis. 4

e g. Thchmicacﬁnnaum,inmm,mtomwachmniccuﬁ«nm
and there also is a chronic persistent state.
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| NON-A, NON-B HEPATTTIS |

NS

<4—p Mutual exelusion

—pgp Causal link

3 Causal elaboration
(from aggregate to

eomponents)

Figure 3.4: Triggered hypothesis for non-A, non-B hepatitﬁ
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11. NON-A, NON-B VIRAL HEPATITIS has been elaborated into three
mutually exclusive subhypotheses.

The non-A, non-B hepatitis hypothesis has a similar causal structure to hepatitis B
(Figure 8.4). At this level of detail, the only difference is that there are no antigens
or antibodies. None are modeled as the presumed agent has not been tdentified.

12. Now beginning instantiation of all subhypotheses...

For each of the mutually ezclusive subMypotheses, THRIPHT creates a temporal
contezt. The RRELs are linked to event descriptions™and therefore RRELs attached
to mutually ezclusive events are asserted in different contexts. For H,, the RRELs
associated with the events of the subhypothesis are listed in appendiz B.

Each point in each RREL is then given one or more reference set memberships
which it shares with all events that share the same causal aggregate(s). THRIPHT
then sends the RRELs to TUP to be asserted and thesr constraints propagated. The
result, for H, is shown in Figure 3.5. Observe how SCH has taken the “chunking”®
pattern of the causal aggregation hierarchy of the H, hypothesis and translated it
into reference sets. Clearly, the prodrome/acute-hepatitis reference set is the
largest with five intervals (10 points). The immune response and viral replication
reference sets would be of comparable size if I had modeled the many antigens and
antibodies that are synthesized during an infection.

Subsequently, temporal assertions of the patient history are added to each context
and propagated. Note that since the events of the patient history are anchored with
respect to the present, the events of the instantiated hypotheses become anchored as
well. For instance, if the patient fits into H; population of patients with hepatitis
B, the end of jaundice can be ezpected from two weeks before to § weeks after the
present (the time when the history was taken).

This process is ezecuted for all subhypotheses.
13. Now beginning hypothesis ranking...

The implementation of the last diagnostic phase is incomplete. Nevertheless,
given the instantiated hypotheses in this example, I will take the opportunity
to demonstrate that even when atemporal differences between hypotheses can be
found, they are often insufficient.

35 As implemented, RRELs are added to a hypothesis by using & mouse to “button” an event in a
paphicdd'uphydthuudmphudthuaddiu;mMioatothctempordauq-tionslot
of that event node in the graph. .
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To determine whether the present iliness was non-A, non-B hepatitis or hepati-
tis B it would be help THRIPHT to find out if and when HBsAG and/or anti-HBs
had been detected. To an expert system, without TUP's capabilities at hand, cor-
rectly puin(thequuthnmdthuwwwwuldbcm difficult.
Suppose both antigen and antibody had been detected. Whether this represented
a bout ofhcy.ﬂtthrbrtothomH&h.ertbnmoluthndthspment
ﬂhmmlddnpndohthctim’m;ﬁthmttothpmtdthmmh. The
HBsAg would have to be detected between one to two months after the transfusion »
and the anti-HBs would have to be detected after the HBsAg.

‘So,mwhazaﬁndinghcpodﬁchmdhau,thatemponldimnmionmay
be needed to interpret the finding's absence or presence. :




4. Temporal Knowledge Base
Engineering

The capability for temporal reasoning significantly improves an expert system’s
performance: the number of hypotheses considered decreases dramatically (see
page 74), diagnostic style becomes more human-like, and greater finesse is achieved
in distinguishing between hypotheses. The cost of such an improvement is a much

experience in using THRIPHT. To illustrate some of the techniques used, 1 examine
(in section 4.4) an excerpt from a medical text and proceed to identify the temporal
information it contains.

4.1 Implicit “'Common Senae”

It happens, not infrequently, that a neophyte knowledge engineer will set out to
represent a body of expertise, expecting that the domain knowledge will be found
inmmedocumcntumdbythcdomﬁnoxputormdtotnindomﬁnexperts.
What she soon discovers, especially if the application is broad and realistic, is that
ahrgefrutionoftheknwhdm_nudodtomhthwmumomuhtethe
expert’s behaﬁmhnottobofoundhlmydocnmt. Nor will it be elaborated by
the expert at least during the first few attempts at debriefing, or protocol analysis.

4.1.1 “Common Sense” Temporal Knowledge

One of the reasons for this phenomenon is that there is a lot of “expert’s knowledge,
- that is routinely needed for survival in the world, so commonplace that we are rarely
conscious of our use of it. That an object should continue to exist even when it is not
perceptible to our senses, that there is a distinction between internal (intrapsychic)
events and events external to the individual are not inhereatly obvious concepts to

98
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an expert system or to a new-born child. To fail to acquire such knowledge of the
world is to fundamentally handicap performance. Due to its almost universal use,
such expertise is known as “common sense.” Ahrubodyoftemporalknowledge
is mmmonmudhthccfmcdiﬁcuhhwmdfmm.

In medicine, in addition to the common sense knowledge that most people share,

surprise, then, if an expert system solely built from the information in a medical
Mmbodlmuﬁﬂhdmhhtm*lwfomm. This is also true
ofthe‘tcmponleompomtdmsdicdhmhdm. »

In a compendium of the infectious diseases, the duration of the incubation pe-
riod and the duration of the prodrome might be documented with the smpliest
mdmmdmwmmtdthmmlp«hdpmtheonmdthe
disease prodrome. Similarly, in a discussion of the possible clinical courses of my-
mudmmtmtuqmmmwwmmpmw.
and hypoxemia may be omitted. . o

Thopmh“udvolumofthhimpucit information means that for ev-
erytempordnhtiouhlpohhhod&mthdmiaup«tordomdndocumtv
tion, the knowledge engineer has to consider what additional temporal relationships
might be taken for granted and how such information is to be obtained.

4.2 Adherence to TUP Semantics

Inchapterz,lcphiaodhwnrictadhumtomnm;ntiawunecmuyif
TUP’s inferences were to be at all meaningful. I discuss here a few of the circum-
stances in which a knowledge engineer might be led into distorting these semantics.

4.2.1 RREL Bounds

Gmtucomtuimofthotahponlcontutinamdkalknowkdubmpermiu
momuuudiﬁcmﬁ;ﬁonbmhypothou.hthcmtmﬁonofakmwhdge
base, iththmmﬂyd-ktbhhrm'mwithbmdathumu
constrained as possible. It is important however, not t0-do 0 in contravention of
the RREL bound semantics. For instance, one can find in a medical text book that:
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Treatment [of Haemophislus ducreys infection] with tetracyclines or sul-
fonamides often results in healing in 2 weeks [24, page 215).

The temptation is to construct an RREL as in example 22 with an upper bound
of two weeks. Recall however that RREL bounds are the limits on the separation
between events within a hypothesis. If the bounds of temporal relations that are
“often” observed are asserted in TUP, all consequent temporal inferences no longer
have the expected meaning. It then becomes impossible to know what to make of
an inconsistency or in fact any temporal inference.

Eimmple 22

(RREL ((NAME ANTIBIOTIC-TREATMENT (TYPE BEGIN-INTERVAL))
g fnm ING) ('(‘YP? m-r)lmvu.»
+EPSILON) (+2 WEEKS))

Even if probabilistic information could be encoded in RRELs it is not clear how
this notion of “often” would be encoded. Instead, the knowledge engineer must
determinewhatthnutumevdwmforuchofthebonndl,inthilcmthemx-
imumdelaybetw«nometoftrmmcutmdclinkalcm. If these extreme values
cannot be obtained, and no safe estimate can be made, the knowledge engineer may
have to be satisfed with just encoding the precedence information (a lower bound
of +EPSILON and an upper bound of +INFINITY). This precedence information alone
will go a long way in helping to distinguish hypotheses. Also, as explained in chap-

be considerably constrained after veomtuint propagation. As a result, instantiated
hypotheses—patient models—do not contain assertions that the patiu;t will heal in
infinite time.!

‘Thhmi(htbomusuonly&omamhututdmpmpoctiw.
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Setting bounds of a temporal relation is equivalent to asserting that no sub-
population of individuals can be identified within the larger population about which
more precise (or constrained) assertions could be made. If, however, such distinct
subpopulations are identified or at least known to exist, then the bounds particular
to each sub-population can be asserted in RRELs in alternate contexts. For example,
the delay between the onset of clinical hepatitis and the inoculation with virus,
might be some function of the host’s immune system activity, nutritional status
and numerous other constitutional factors. Until medical science discovers what
this function is, or identifies populations of patient with different incubation times,
all that can be said of the delay is that it is bounded by 50 to 180 days. The state
of knowledge is different for the duration of detectable serum Hepatitis B Surface
Antigen (HBsAg). Here, several distinct populations are known to exist and have
been identified. In the population of Patients whose disease fully resolves, HBsAg
disappears approximately within a year of viral exposure. In those unfortunate
enough to develop chronic-active hepatitis, the HBsAg levels may persist for several
years. Itiltppropritteinthhcmtomctmmt'orthoduntionofmkg_in
each population, each in its respective context.? ~ )

Subpopulations of Temporal Percentiles

Contexts permit a limited representation of the a priors probabilities of bounds on
RRELs. They are of some use in those few occasions when systematic population-
wide studies have been made of the temporal progression of events in life and disease.
The Denver Developmental Screening Test (DDST) [18] is one such study. _

TheDDSThduimodtoprwidnth'podimkimvithautoﬂmdmnhthat
will permit the evaluation of the developmental progress of the child. The DDST
provides, for each behavior, the time by which 25%, 50%, 75% and 90% of the
population will have a reached the stage at which the behavior can be observed.
This information could be represented in THRIPHT by having a separate context for
each distinct percentile. Thmwouldthenbe;hypothuhforchﬂdrmfalﬁngin
the first quartile, second quartile, third quartile and so on. If a child was found to
begin to say “mama” or “dada” after 81 months, the percentile knowledge would
enable THRIPHT to determine that for that particular test of language, the child
was in the slowest quartile.

’Ifthicilnotchu,eouidcthuomsd'utilctub-populuionhidutiﬁod,it'u;mhypothuin
utoitukmdthcdmuqnhnihmpdhntnoddndmehhdhmpcdmm.
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4.3 Volume of Relevant Information

After just a brief experience with temporal knowledge engineering, it becomes clear
that for every event/state in the atemporal knowledge base, there are very many
temporal relations that have to be encoded. One of the reasons for this is that the
global constraint index of a THRIPHT hypothesis has to be quite low to simulate the
temporal precision with which human beings distinguish between differing disease
chronologies. Usually, individual RRELs (before constraint propagation) have rela-
tively high constraint indm-,lothntinpruﬂeeth.mtonhhnalowglobal
constraint mduhbtmm«dmhbm“chmtmdtheothermh
in the hypothuulothatthouisamdlmcofloopcmbnmdeonuquent
constraint propagation.? '

Although intuition is often sufficient to determine whether the event positions in
a disease chronology have been sufficiently constrained, in practice the knowledge
mﬁnmmybemhkdbycommmmhwhdﬂ‘tﬁmhotmuhﬁom
that would significantly reduce the global constraint index. I have found in the
developmtofthemknowhdpbuathatkitbuftommum
interactive tool to determine if an adequate number of sufficiently constrained tem-
poral relations have been entered. TUP can demonstrate loop creation, measure
the global constraint index and verify whether the assertions have produced the

expected ordering of events in the hypothesis. o

4.4 Example

Theexamplelhavochuentommm-omofth-tchniqwintomponlknowk
edge acquhitionhubmtakmmbtﬁmfmmawiédymdtctbookofmdicine
[22). It hpmdmdmﬂpthndthcmmofpinu—askin
infection with a chronic course. The only modification of the textbook material is
themofbdd-faa,itdkio&mdundcﬁniutoid&tﬂy&iﬁnmttyp«ofhm-
poral information. Underlining highlights events, italics denote temporal cues and
boldface indicates alternate contexts. ‘ v

The incubation period in experimental pinta is 7 to 21 days. In man,

the initial manifestation is a small papule deweloping by extension or
3Mhthmdmwmmumhimmmm
te.g. Shmquhfwm“&avkuhcubm%thm.
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by QWMW into a scaly maculopapular lesion,
There is regional lymphadenopathy. A generalised erythrosquamous
rash develops three to nine months after infection and can be of the
“wandering” type... One to three years after the instial lesion, sizable
dyschromic macules develop. These late lasions dcvdopfromucond_&g
pintides orindependently, and pass from glate blue through violet to
hmmdwmeﬁmwphmdmwgmm.

This is the clinical course of the population of individuals suffering from pinta.
This corresponds to THRIPHT’s composite hypotheses. Since only instantiated
hypotheses—patient models—contain events that actually happen to a specific in-
dividual, only a patient model can contain temporal relations with respect to the
Present.® Consequently, in the above excerpt, there are no references to the present.

At first, the natural language equivalents to the events and temporal relations of
TUP might be surprising. In TUP’s representation, an event is any interval or point
in time that is identifiable or distinguished in some way from contiguous temporal
points or intervals. hthhmuwwmhnmuchtn
event as the incubation period. Sometimes the references to events are elliptical; in
the example, the color glate blue is an ellipsis for “the period during which there
are slate blue skin lesions.” Care has to be taken to ensure that paraphrases of an
event (e.g. late legions and sisable _dyschromic macules) be either translated into
the same canonical event in TUP or that the paraphrased events be made temporally
equivalent.® The temporal cues are also not those one usually associates with the
specification of temporal position; nonetheless, instial, final as well as the verbs pass
and develops communicate much of the temporal information in the example.

It'uappmntthuthcauthorofﬂututqwtodtbmhumadelome (reason-
able) assumptions about the medical knowledge of the reader. The assumptions,
however, leave gaps in the temporal knowledge base that the unwary knowledge
engineer may miss or have difficulty with. For instance there is in the example the
statement that “There is regional lymphadenopathy.” To locate this event’s tempo-
ral position in the knowledge base requires additional (assumed) knowledge—that

“Evuwthi-hmdlythcm, it is not strictly true. A population hypothesis could
dﬂhthmmac&kdmdmﬂawdm(c.g. the high incidence of
Pukhonhummlﬂlamhﬁofhiwa.) and TUP would compute the position of all
events in the hypothesis with respect to the preseat. ’

%i.e., If the events are intervals, RRELs are asserted that make the onset and end of the paraphrases
simultaneous.
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lymphadenopathy will follow onset of infection. More than general medical knowl-
edge is needed to further constrain the temporal pasition of the lymphadenopathy,
but perhaps further constraint is unnecessary for the diagnostic task.”

4.5 Finding Reference Sets

can be made for the other aggregates.

If the domain-dependent organising principle that TUP uses to generate reference
sets, reflects a natural decomposition, then the reference sets will have the property
- of usually containing the more frequently retrieved temporal relations between the
closely interrelated events of that domain. -

In this example, the more constrained relations tend to occur between events
sharing the same reference set. In fact, in the example, events that share reference
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Presumably, the purpose of a medical text is to sufficiently inform the clinician so
that he will have at least the minimum information required to make a diagnosis. In
this light, the fact that most temporal relations in the example are of the qualitative
ordering variety tells us that even relatively unconstrained temporal relations are
sufficient for much of the diagnostic task. Only those few relations that are critical
in differentiating one disease from other are given numerical bounds. Note that
most of the temporal qualifiers in this example only specify the ordering of the
onset of intervals, rather than the relative position of interval endings. This may
be because the latter ordering provides less diagnostic information.? '

4.6 Growth in the Number of Contexts

The bold-faced items in the example mark branches into alternate subhypotheses
and associated temporal contexts. At every such branch, the number of possible
contexts doubles. In the example, there are three branch points and, therefore,
eight contexts are required to represent the temporal relations of all the possible
pathophysiological progressions. | *

Large hypotheses, such as I have developed for diseases like hepatitis B, will
obviously generate a very large number of contexts. For this reason, if real-time
performance is expected of the expert system, then the more likely subhypotheses
(and associated temporal contexts) would have to be heuristically selected.

4.7 Summary

The purposes for which this chapter was written include guidance and forewarning
in negotiating some of the difficulties of temporally sophisticated knowledge engi-
neering. I end the chapter by emphasising the forewarning, The example I have
used here is one small part of the available knowledge of a relatively uncomplicated
disease course. Full-ﬂodgodhypothuu,lmhumnquiredtodimoudheuuon
the order of the hepatitides or ischemic heart disease, are major endeavors requiring
at least double the effort of their atemporal versions. This effort arises not in the

up.

°Mo-tprobablybocnuthod‘ruionudth“ouudiudthnﬁouiiw&muchmm
vnriabb,udth“mk-cpociﬁc, than their onset.
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entry of such knowledge but in identifying and acquiring the knowledge. The payoff,
of course, is quantitatively and qualitatively improved diagnostic performance.



e

9. Time In Human Cognition

Well into completing my work on TUP and THRIPHT, I became curious as to what
was known about the cognitive mechanisms that human beings might employ for
temporal reasoning. My interest was quite specific: I wished to see to what extent
the fundamental computational limitations of temporal reasoning that I had been
faced with in TUP’s development (e.g. the explosion of the number of possible
termporal deductions) and the solutions I had found, (e.g. reference sets) had their
analogies in the human cognitive process. This is not to say that I had a literal-
minded expectation of an electrochemical equivalent of the RREL subject to waves of
constraint propagation spreading through neuronal networks. I was instead looking
for the manifestations of the generic problems associated with temporal reasoning.

There has been a significant effort made in cognitive science in the area of
temporal reasoning and representation. Much of it is contested even within:the
discipline. For instance, in attempting to define the attributes of information that

degrees of success and amounts of supporting experimental evidence. Among these:
the amount of memory storage space occupied by an interval of time [44], the effort
required to retrieve the event (5] or the intrinsic order of the events represented [39].

5.1 Extent of Temporal Computation

To obtain the temporal position of one event relative to another, all event relations
that are stored can potentially serve to derive this information. Only a few of
these relations will provide the most precise estimate of temporal position or one
sufficiently precise to be useful. To find these few useful temporal relations, a large
computational investment has to be made. This investment can be made when the
temporal data is first accumulated (as in constraint propagation), upon retrieval
(as in search) or both (as implemented in TUP). Erickson [15] postulates that
in the process of responding to a temporal query, there are distinct subprocesses:
retrieving information from memory, coding order information and comparing the
retrieved order information with that in the query. Blankenship [3] argues that
“encoding information in long-term memory does not automatically incorporate
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information about when the storage’ took place.” Order judgments may have to
be inferred using various context-dependent sequence rules. Michon and Jackson
[39] point out that there are several cues associated with events that permit the
retrieval of order such as causal antecodent/consequent relationships.

Regardless of when and how this computational investment occurs, it grows
rapidly with the amount of temporal information (number of events) stored. The
critical quantity of information beyond which the computational burden becomes
unacceptable depends on the reasoning mechanisms, the representation of temporal
information and the performance expected. I feel safe in hypothesising that this
critical quantity is less than the total amount of temporal information stored in
the human memory. Thath,itwonldboatnmdymrprhiuifthctemponl
infomationrmxdin;uﬂmhatondinthebninmuudtodetermiuthe
relative position of two particular events. ;

A survey of the cognitive science literature reveals strong evidence that sup-
ports the notion of local temporal reasoning contained within “chunked” groups
of events. One line of evidence involves the relatively recent work on cognitive
streaming. When the human information processor has to simultaneously handle
moverwhelmingamountoﬁnformation,thcinformﬁenhnpﬁtintomdinfop
mation patierns—cognitive streams. Attention is rapidly switched between streams
to maintain an illusion of “real-time” continuity. Bregman [9] in his seminal work
on .uﬁmmmmwmmwm-ww
curs in the auditory process. Among the factors that determine to which of the
streams auditory events are added, Bregman describes similarity of spectral com-
position. Moreover, he finds significant differences in the strength and accuracy of
the perception of ordering of auditory events in different streams as compared to
events in the same stream. That is, the accuracy of the perception of ordering is
more accurate between events that are more closely related. ‘

Michon and Jackson [30] have further investigated cognitive streams and the
recall of temporal ordering information as it is affected by event (word) catego-
rization. In their experiments an attempt was made to induce cognitive stream-
ing by presenting the subjects with large numbers of events in a relatively short
period. Of particular interest, the experimental evidence seems to demonstrate
that the separation of events into cognitive streams does in fact happen, but only
if the events are closely related (what Michon and Jackson refer to as meansng-

IOfmmebythuthm. In Blankenship’s experiments, the events
were jigsaw pussle tasks. '
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fulness) which in these experiments, signifies shared word category membership.
Significantly, between-category ordering judgments are correct less frequently than
within-category ordering judgments. In a similar vein, Blankenship’s [3, page 40|
experiments show that pair order judgments are much more accurate, and arrived
at much faster, if the event pairs have a “context.”?

Although I cannot go any further than noting the analogy, it is at the very
least intriguing that TUP’s solution for managing the temporal relations between
large number of events is to group events together in reference sets. Temporal

relations between events in different reference sots are not guaranteed to be consis-
tent mdmmmmmwmmmmomy
accrued ifthcmcmbmofrdmnhlhmmmmngfmureorulience—
meaningfulness or “context.” '

Oneofthermomtoboc;uﬁdinpmhingthomdoumyfnrtherthml
havedrudyhthztthehm‘pafmeinhmmﬂmin;mybejmta ‘
epiphenomonofthcmommerdo&chd“chmking'ochndinthemcmdry
storage process.’ For example, Patterson, Maltser and Mandler [47] have shown
thatﬁormhhmpmotim.(m:)mbmitminthcm“chunk”
than between items in different chuaks. Tluwthol’th‘duntioninbetwa_en-_
group IRTs dopcnd-nponthomhmchu‘ummdmdhmoucontrovmial.
Pollio, Richards and Lucas [49] and Patterson et al. [47] for instance have devel-
opodapmbubﬂhﬁcuuchmoddtomth%owuponmtwmh
of between-group IRTs with output position, whereas McCauley and Kellas [35]
observe a linear growth. lthbmdthmpunﬂ-hbmthcperformmce
mumammmwmudwam@ummtm
itkdiﬁcﬂthhdmtheﬂchdthhmmmdmmmhmhm.

’hMy’lMMM:Mmj@wpunhmmhh‘wm ,
thcnbjoau'm”‘udm[&ﬁomdw; The “nona-context” pussle was
mbytbonbjoﬁnlyouwuatﬁu.

’Emn,lcumhtpohmwm’n'dw of temporal relationships into reference
mhlbojuts!‘lldhdthmmw'w&thdm-ppﬂuﬁon,
hhmmﬂ-uwhm,-mmdmmaawnpdm.
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5.2 Constraint from Background Temporal Infor-
mation

When THRIPHT instantiates a hypothesis so that it becomes a patient model, the
temporal relations in the patient history may constrain those of the pathophysiolog-
ical hypothesis and vice versa. This process represents a mapping of certain events
in the pathophysiological hypothesis to reported events in the patient history. If
the mapping is a correct one, then the temporal information from these two sources
may make reciprocal contributions to the knowledge of ordering/position of events
from each source. If a patient reports malaise and fever after a blood transfusion
(without stating how much earlier the transfusion occurred), if non-A, non-B hep-
atitis is one of the hypotheses considered, then the period* between malaise and
transfusion can be bounded between forty-five and sixty days. Most generally, if
TUP is given twodiﬁmtumporduﬁofm‘u,mdthmafewemu&omone
set are temporally associated to events in the other set, very often the relations of
both sets of RREL’s will be constrained if they are asserted in the same context.

A pnnllelphanomonmvhmb«nohaﬂ‘dinhmmmbjoctuby Guenter
and Linton [21]. Subjects were shown sequences of unrelated pictures and then asked
to recall the temporal location of these pictures. If a recorded short story that bore
no relation to the pictures was provided simultaneously with the projection of the
pictures, temporal performance was improved. Guenter and Linton view the story
as having provided temporal tags for the pictures. My view, which is consistent
with Guenter and Linton’s interpretation, is that the set of story phrases had more
constrained® temporal relationships to one another than the pictures had between
each other. Consequently, the story line could constrain the temporal relationships
of the pictures, analogous to the manner in which the findings obtained from a
patient with hepatitis, constrains the temporal relations of the hepatitis hypothesis.

5.3 Relative Performance of Retrieval Tasks

Of all the temporal retrieval operations that TUP can perform, the one that requires
the least computational resources is the determination of the position of one point

4Only within that hypothesis.

5Sincethophru.mrdﬂodtoomuoﬁhcnputofamlimunﬁhthepictmtlnt
were unrelated to one another.
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in time relative to another. If the two points are in the same reference set, all that is
required is a direct retrieval of the one RREL that links the two points. If the points
are in different reference sets, a search is performed. The qualitative® equivalent of
the operation is known in the cognitive science literature as an order judgment.

Thedetermin;tionofwhichntofemtloccurbetweentwotimepointsi-
performed by the TUP FINDBETWEEN function; the cognitive science equivalent is a
lag judgment. This function is considerably more expensive (for TUP) than range
relation retrieval as it involves determining the position of each of the events with
respect to the two time points.

An event’s ordinal position in a set of events can be obtained using TUP’s
FINDPOSITION—also known as a position judgment. It has about one and a half of
the cost of a PINDBETWEEN computation, as described in sectjon 2.7.2.

This ranking of computational effort is neither inevitable nor necessary. If events
Were represented by specifying, for each event, a list of those events that occurred
before it and those that occurred after it, then position judgment would require the
least effort (just counting how many events preceded a particular point in time).
Order would be next in computational expense—the point with the shorter “before”
list would be the earlier point. Lag would be most expensive (intersaction of the
“after” list of the earlier point with the “before” list of the later point).

Inthedovclopmcntofmthcchokcdtmponlnmwmhipfortheprimuy
underlying representation, was determined by what I perceived to be the kind of
temporal information available (in the medical literature) and by the kind that was
most important and most frequently used in making temporal distinctions between
(medical) hypotheses. :

Experimental evidence points to the similarity in the ordering of difficulty of
these tasks in human beings to that in TUP. The work of Jackson and Michon [23],
for instance, shows ordering judgments to be less difficult than position and lag
judgments. Lag judgments also appear to require less time than position judgments.

Although teleological arguments are not very helpful in supporting hypotheses,
the coherence they provide is nonetheless satisfying. In this spirit, one could hypoth-
esize that mma«mwmbw,mmmpmm
would select those cognitive mechanisms that produce the best performance for the
kind of temporal reasoning that man most frequently performs. It might be then
that recognising the ordering of event pairs is much more frequently necessary than

°Qulihtiv‘vonlyth’attha~dchgbntnothmpaﬂdbtmkmnund.
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are lag judgments in going about the business of survival.

5.4 Summary

Artificial intelligence and cognitive science are sister disciplines. Although the
methodology and some of the goals may differ, there is a shared interest in the
mechanisms of cognition. However it is only in a limited number of areas, such
as vision, that the common interest has produced some synergistic interactions
with interesting results. My own brief survey of the literature of cognitive science
suggests that temporal reasoning is another area that may be ripe for the multidis-
ciplinary approach. In this chapter I touched upon analogies in the performance of
TUP and human beings. How this analogy in performance bears on similarities in
representation or reasoning mechanisms is not at all apparent, but suggests further
investigations to be pursued in this area. |




e RS L B T e SRR R AT L T e L e SR 4 e e S

6. Conclusion

6.1 The Problem

Very early in my study of automated diagnostic systems and in particular medical
expert systems, it became rather obvious that a crucial component of the diag-
nostic armamentarium—disease chronology—was not accessible using the available
knowledge-engineering tools. As diseasas are not static collections of signs, symp-
toms and pathophysiological states, but dynamic processes with specific temporal
Patterns, such a deficiency appeared to be a fundamental obstacle to achieving
human-like style and human-like performance. :

Without access to temporal information about the patient and temporal knowl-
edge of disease, expert systems consider hypotheses that account for the findings
but notintheputicuhrorduorhnpotﬂmﬂmulonoburvod. From the per-
spective of the human expert such an expert system asks questions that have no
apparent bearing on the patient’s condition. This reflects that, in the absence
of temporal information, many hypotheses are pursued that would be otherwise
quickly dismissed by a human expert, or temporally sophisticated expert system.
Evenifthentmporddhcmpmiuhtvmthcp‘thntdtumdtheexpm-yu-
tem’lhypothoamtudlybumwmhtopmitthcmludonofthe
incorrect hypotheses, too many questions are asked and too much computational
resources are expended in doing so. ‘

have their own cost—discomfort, morbidity, mortality and financial. Also, an expert
systemth;tuhtoommymﬂom.mtdwhichmaymmnnrehtedtothe
patient’s problem will be unacceptable to the health-care provider because of the
ummmmmmmmmmmmmmmmﬂ
a lack of confidence in the diagnostic conclusions. Temporal knowledge by no means
eliminates all superfluous questions, but it does prune a large proportion of these.

Lack of temporal representation also implies a lack of a principled distinction
between past, present and future. For the diagnostic program, this again leads to the
generation of obviously unanswerable questions, for instance regarding the distant
future. It also excludes the possibility of a temporally quantified prognosis. For the
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medical expert system which plans therapeutic interventions, lack of knowledge of
the position of events with respect to the present will lead to absurdities such as
making plans to modify the past. ' ‘

The crux of expert system technology is the explicit representation of all the
knowledge that a human expert uses to perform. It is not surprising that in the
absence of an explicit representation of an aspect of human reasoning as ubiquitous
as temporal reasoning, the expert system shouild fail to consistently model expert
performance. This failure is not restricted to diagnostic and planning performance,
but extends to justification, explanation and outcome representation.

6.2 The Plan

In the current literature of knowledge-based systems, there is an almost ritualistic
paying of obeisance to the merit of temporal representation or the problems that
arise in its absence. In most cases, this is the extent of the concern with the
issue. Frequently, an ad Aoc solution will be described that works for a particular
application for most of the test cases. On the other end of the spectrum, a number of
coherent and principled temporal logics have been devised that usually provide little
guidance or assurance about the use of such systems in implementing the necessary
functionality (in AI systems that deal with real-world situations). The design and
implementation of TUP and THRIPHT was aimed at providing and demonstrating
this functionality without sacrificing generality.

While I developed the tools that would enable expert systems to perform tem-
poral reasoning, three major issues became apparent. The first is the task of sup-
porting the heterogeneity of temporal expression nesded for real-world applications.
My intent wutodosowithalmallnumbcroftemponl primitives, manipulated by
a few temporal operators. Parsimony and simplicity in the underlying representa-
tion was emphasized because of the need for a well-understood, uniform method to
determinethecombinﬁionofhmporﬂmutimth&tprodnudthcmmtpmhe
estimate of temporal location. The same simplicity would also permit temporal
consistency to be readily determined. : '

The second issue or problem manifested itself in TUP’s initial trials. It was
apparent that the number of temporal deductions made in realistic applications
- made temporal reasoning pragmatically infeasible. The obvious solution was to
divide the temporal knowledge base into smaller, manageable pieces. The real
challenge lay in devising a method for temporal clustering what would minimize
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the loss of precision and consistency in the relations retrieved without requiring a
large investment of effort on the part of the knowledge engineer.

: Thelutofthethmhuumdinithﬂy-thwchdhndngone,wutheinte-
grationofhmpordmingintotmdialmm. It had to be determined
wmmummwau&wmmmmm performed in an
expert system. Omdthethmu&h&mhm:ymkmtnmmﬁﬂ

knowledge. Thus, in rule-based systems, the operations of the inference engine are
encodadindepmdmtly‘mdmdhthﬁ&anthmmw. For the same
m,itmmt%‘mmmldhutohind@mdmtmd
autonomous from other expert system operations. Such autonomy necessitated the
triage of the generic knowledge types in an expert system into two categories: atem-
poral and temporal.? A skeletal second generation expert system—THRIPET—had
kauwmmhMuwmdmmr :
couldhmtm&WMMJMmMmm ‘

6.3 The Outcome

Once the attempt was made, it was surprising just how clear a distinction there
mmmmmandtthdubmofcpm :
systems. This temporal-stemporal dichotomy was 80 sharp that it was possible to
wuhmthW(w)deWithmhnempord
domain hypothesis represented. This distinction illuminates some of the previous ef-
forts in knowledge-based systems. For exampls, in Risger and Grinberg’s {51] causal
identified. Mmdthnhtbumww‘bymmduwion-
ship,whichconldboo(tvotypu(mlhot«eenﬁm). One causal relation was
defined as follows: ’ ' :

ActionA,ortmdencchmu&hS,ermuchmnSCtoexist,
providing gating conditions 81,...,8n are in effect. For the continuous
fm,%%’lmmhmmhmmcmvor

'Whea it does n0t, unexpected interactions and type errors eventually are manifested,
=m«mmmmmmmmmmmwu
(see section 6.4).
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statechange... For the one shot form, A or T is required only momen-
tarily.

Ignoring the gating conditions® THRIPHT could model a continuous causal link
with a vanilla THRIPHT causal-link and the following constraints:

(RREL ((NAME A; (TYPE BEGIH-IHTERVAL;)
((NAME 8) (TYPE BEGIN-INTERVAL)
(+EPSILON) (+INFINITY))

ek Lk 8 (e BB INTEVARS
O SECONDS) O SECONDS))

Similarly, a one shot causal link would be modeled with these temporal constraints:*

(RREL g glAME A; (TYPE BEGII-IITESVAL;)
NANE 8) (TYPE BEGIN-INTERVAL)
(+EPSILON) (+INFINITY))

(RREL ((NAME A; smx END-INTERVAL))
((NAME A) (TYPE BEGIN-INTERVAL))
(0 SECONDS) O SECONDS))

The separation of the temporal representation from the causal representation
makes it feasible for THRIPHT to represent the full (infinite) range of possible tem-
poral configurations between cause and effect instead of restricting these to two
ccategories. Moreover, TUP frees the causal reasoner from the details of managing
temporal information by automatically performing those temporal inferences that
derive from any combination of cause-effect temporal rehtiomhipa.

Those aspects of expert system reasoning that were found to be purely temporal
and domain-independent were gathered into a package of utilities—TUP. TUP builds
its representation on top of two object primitives, the point event and the range
relation. Intervals, points, qualitative and quantitative temporal relations, position
with respect to the present, common temporal yardsticks, persistence and alternate
temporal configurations are all supported by the TUP primitives. The simplicity of
the underlying representation makes it easy to determine the precision and consis-
tency of temporal information in the knowledge-base. It also enables TUP to readily

’Thmcouldboudd.dtoﬂtl?lr'luudlhh, but in any case their presence is not relevant
to the present discussion. ‘

‘In the second RREL, describing the duration of the action A, the seroes in the bounds could be
replaced by +¢ depending on the interpretation one wished to impose.
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retrieve the combination of temporal relations that is most precise in calculating
the temporal location of an event (with respect to another event).

TUP’s clustering scheme—reference sets—was arrived at somewhat serendipi-
tously. Examination of a sample temporal knowledge base revealed that clustering
that followed the performance criterion® would parallel the clustering of the atem-
poral portion of the domain knowledge base. In retrospect, the parallel between the
atemporal and temporal decomposition of the knowledge base is not surprising. As
explained in chapter 2, both types of clustering are driven by the need to establish »
correspondence between “salience” or “relevance” and the structure of the knowl-
edge base 50 as to permit efficient access to the knowledge. THRIPHT illustrates how
the atemporal decomposition of the domain knowledge—causal aggregation—can be
used to automatically guide the temporal decomposition. It has since become clear
that the causal aggregation hierarchy is just one of the knowledge structures that
are available to guide temporal clustering. As previously discussed, the structure
of the frame-based systems, plans, the hybrid knowledge representation languages,
and process descriptions can serve the same purpose. .

In addition to increasing the power of an expert system, temporal reasoning
considerably loosens the bonds that less expressive expert systems place on the
knowledge engineer. Temporal knowledge is so ubiquitous that to attempt to fit it
into an ad hoc representation of temporal sequence is frustrating. Although TUP’s
general-purpose temporal representation eliminates this problem, it creates a new
obligation for the knowledge engineer—to go out and extract this same ubiquitous
temporal information.

6.4 Complications

TUP’s design and implementation addresses many of the issues in automated tem-
poral reasoning, with some notable exceptions. Of these the one I feel to be the
most important is the lack of an elegant and general utility for representing recur-
rent events. In the absence of such a utility, I have had to settle for a very limited
capability as described in section 2.9.2. Nonetheless, in the same section, I mention
some promising methods.

TUP’s temporal relation, the range relation is devoid of probabilistic information.
In many domain applications, systematic temporal probabilistic information is not

Si.e. The frequency of retrieval of individual temporal relations.
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available. This is fortunate because implementing the capability to reason with
probabilistic temporal information is a formidable task. The goals of generality and
robustness require, however, that the representation and reasoning mechanisms for
such a capability be eventually implemented.

6.5 The Prognosis

Early in the development of expert systems technology, it was recognized that ex-
plicit representation of domain-specific knowledge enabled the solution of a large
class of problems that were intractable using general purpose problem solvers. From
the initial realisation that*In the knowledge lies the power” there has developed a
corollary axiom (or article of faith): the performance of an expert system is lim-
ited and brittle to the extent to which the knowledge representation compels the
knowledge engineer to distort the semantics of the domain knowledge. That is,
a representation language must mirror the semantics of the type of knowledge it
represents.

This is not only true of the expert system'’s performance, but also of its de-
velopment and debugging. Consequently there has been a broad effort to create a
nosology of the different types of knowledge that an expert uses and therefore that
an expert system should explicitly represent. The study of the different types of
knowledge in an expert system has included: identifying and representing expert
system strategies [11]; explicitly representing the preferences that lead to the goal
structure of a decision-maker [63]; explicitly representing the causal aggregation
hierarchy of hypotheses [50,46], representing the domain principles that justify the
expert performance [54] and explicitly representing spatial relationships [37]. The
work that has led to this thesis has been similarly motivated. I have sought to iden-
tify that part of the knowledge base that involves temporal information and then
gone on to provide an autonomous utility for reasoning about it in a consistent and
principled manner. As temporal knowledge is ubiquitous, and particularly so in a
patient history, the need for such a capability is great. Nevertheless, like the other
types of reasoning just mentioned, temporal reasoning is necessary but not suffi-
cient. My goals will therefore have been well satisfied if the the knowledge gained
here becomes part of the knowledge engineer’s armamentarium for the development
of the next generation of expert systems.
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A. Tables and Summaries

A.1 Predicates and Retrieval Functions

¢ <p1>, <p2> and <point> are point specifications.

¢ <1b>, <ub> are lower and upper bounds respectively.

e <limit>isa oingh bound.

e <filter> is any combination of predicates that returns a boolean value.
® <scope> is a list of reference sets. o

e <point set> is a list of points.

® X and 7Y are TUP variables.

® <int1> and <int2> are interval specifications.

A.1.1 Predicates

o (BEFORE-P <p1> <p2>)
Is <p1> before <p2>?

o (AFTER-P <p1> <p>)
Is <p1> after <p2>?

¢ (BEPORE-BY-P <p1> <p2> <1b> <ub>)
k<p1>bc&r¢<p2>by_thw‘ciﬁdmnt?

o (AFTER-BY-P <p1> <p2> <1b> <ub>)
Is <p1> after <p2> by the specified amount?

o (WITHIN-P <p1> <p2> <limit>)
Is <p1> within the <1imit> distance of <p2>?
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e (BEFORE-NOW-P <p1>)
Is <p1> in the past?

o (AFTER-NOW-P <p1>)
Is <p1> in the future?

e (BEFORE-NOW-BY-P <p1> <1b> <ub>)
Is <p1> in the past in the specified range?

e (AFTER-NOW-BY-P <pi> <1b> <ub>)
Is <p1> in the future in the specified range?

A.1.2 Assertions

e (RREL <p1> <p2> <1b> <ub>)
Assert range relation between <p1> and <p2>.

e (ASSERT-INTERVAL <int1>)
Assert the end points of the interval with bounds of 0,+cc.

e (INTREL <int1> <int2> <interval relation>)
Assert the two intervals with RRELs between the end points of the intervals corre-
sponding to the specified interval relation.

e (RelationToPresent <pi> <1b> <ub>)
Assert the RREL between <p1> and the present.

A.1.3 Point Functions

o (GETEVENT <p1> <filter>)
Obtain the point consistent with the <p1> specification if £11ter is true.

e (FINDBETWEEN <p1> <p2> <scope>)
Obtain the points between <p1> and <p2> that are in scope.

o (FINDPOSITION <point> <point set>)
Obtain the ordinal pesition of point in point set.

A.1.4 Relation Retrieval

e (RREL <p1> <p2> 7X 7Y) '
Return the bounds on the RREL between <p1> and <p2> and also bind the returned
values to the TUP variables.
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e (INTREL <inti> <int2> 7X)
Return a list of interval relations which are consistent with the RRELs between inti
md int2. Also bind the returned list to the TUP variable.

e (RelationToPresent <p1> X 7Y) '
Return the bounds on the RREL between <p1> and the current instance of NOW and
bind the returned value to the TUP variable. Every time this query is evaluated a
new instance of NOW is generated and its relationship to the current time, obtained
from the host computer real-time clock, is asserted. This side-effect is necessary for
an accurate answer.

o (LB-OF <p1> <p2>) -
Return the lower bound on the RREL between <p1> and <p2>.

e (UB-OF <p1> <p2>)
Return the upper bound on the RREL between <p1> and <p2>.
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A.2 Range Addition

The table below illustrates the rules of range addition for all the different values for the two

bounds. /,n and m can be any signed number of seconds. | is distinguished in that it can
be any number other than sero.

First bound | Second bound Range Addition
te —e —¢€ I the two bounds are lower bounds,
¢ if the two bounds are upper bounds, _
+€ -1 i
0 +e€ +€
0 —-€ ~€
+e€ +e€ +€
n m n+m
n +00 +o0
n —00 —00
-00 -0 ~00
+o0 400 +00
+00 —oo —o00 if the two bounds are Iqwer bounds,
+o0 if the two bounds are upper bounds.

Table A.1: Range Addition
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A.3 Interval to Range Relation Conversjon

Intemi Relation | Equivalent RRELS

(INTREL

NAME A (RREL ((NAME A) (TYPE END- INTERVAL))
SRS | T e

|

Ty | e S
ﬁmn): BB -mmn§ (-mxmxgn
Ty | e )
(i CI T e 5

RREL ((NAME A) (TYPE END-INTERVAL))
( S(ID(IE B) (T%Pé RKED-INTERVAL))
+EPSILON) (+INFINITY))

Table A.2: Interval Relation To RREL Conversions
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Interval Relation Equivalent RRELs
(INTREL (RREL ((NAME A) (TYPE BEGIN-INTERVAL))
mn: A ; E(mc B) (TYPE mn-nmvu.))
mm B +EPSILON) (+INFINITY))
CONTAINS
NAME A) (TYPE AL))
s B (Hipi oS - xRy
II!III‘IY) (-mn.nl))
I RREL ((NAME 4) (TYPE BEGIN-INTERVAL))
(§§um13 ¢ (m‘én)(r)mém -:lmv AL))
NAME B +EPBSILON) (+INFINITY))
VERLAPS ~ |
(RREL ((NAME A) (TYPE END-INTERVAL))
NAME B) (TYPE y~INTERVAL) )
Iy T e )
MANE A) (TYPE EMD-INTERVAL))
¢ ( A B (1Ps Bos- D, TNTER)
+EPSILON) (+INFINITY))
INTREL BREL ((NAME A) (TYPE BEGIN-INTERVAL))
¢ é snwm A;; ¢ i(l&g B) (r%n BEGIN-INTERVAL))
NAME B -INFINITY) (- ))
OVERLAPPED-BY)
m-!x. ((NAME A) (TYPE ZND-INTERVAL))
'} TYPE END-INTERVAL))
f-mm')ng (-EPSILON))

(ll?- ((NAME A) (TYPE BEGIN-INTERVAL))
NANE TYPE n-umw. )
fmn.t'n)n(um’n‘gﬂ)) )
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Interval Relation Equivalent RRELs
(1 (RREL ((NAME A) (TYPE BEGIN-INTERVAL))
NAME A (NAME B) (TYPE BEGIN-INTERVAL))
égmgg)ng; fo sxcm§ (0 szcoups))
(RREL ((NAME A) (TYPE END-INTERVAL))
B) (TYPE END-INTERVAL))
f%w:)n(umg’r’m) |
(INTREL (RREL ((NAME A) (TYPE BEGIN-INTERVAL))
NAME A NANE B) (TYPE BEGIN-INTERVAL))
“wm n}; fc() sxem%) (0 szCoNDs))
STARTED-BY) :
RREL ((NAME A) (TYPE END-INTERVAL))
¢ scm(é B (TYPE Eeo- ran Iy
-INFINITY) (-EPSILON))
(1 (RREL ((NAME A) (TYPE END-INTERVAL))
NAME A NAME B) (TYPE maD-
(e 13 S ok T il
FINISHES

NANE B ~BEQIN-INTERVAL))
I Gt

(Bg!!. ((NAME A) (TYPE BREGIN-INTERVAL))
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[| Equivalent RRELs

(INTREL
iéﬁiﬁ% 83
FINISHED-BY)

(INTREL
NAME A

(INTREL
((NAME A

((NANE B

MEETS)

e

((xuu: 1) (TYPE END-INTERVAL))
‘??' l m-n')r? AL))

(RREL ((IM B) (m: BEGIN-INTERVAL))
2( TYPE BEGIN-INTERVAL))
IIFIIITY) (-EPSILON))

((NAME A) (TYPE BEGIN-INTERVAL))
2 NAME B) (TYPE BEGIN-INTERVAL))
SECONDS) )

szCoNDs) (0
(RREL ((NAME B) (TYPE ERD-INTERVAL))
MAME A TYPR -INTERVAL
Ny I s L)

NAME A TYPR ml"mvn))
¢ (« Ao et
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A.4 Range Relation to Interval Relation Conver-

sion
RREL Assertion Consistent
INTRELs
BEFORE OVERLAPS
(RREL ((NAME A) (TYPE BEGIN-INTERVAL
écmcu(: B (1ps BEGIN-TXTERVALY) L MEETS CONTAINS
+EPSILON) (+INFINITY)) FINISHED-BY
STARTS
(PP SO &), CTTRE BRanrermvaL)) .
O SECONDS) (O SECONDS))
_ AFTER _
(RBEL ((NAME A) (TYPE BEGIN-INTERVAL)) OVERLAPPED-BY
é(mm B) (TYPE BEGIN-INTERVAL)) MEETS FINISHES
-INFINITY) (-EPSILON)) DURING
BEFORE OVERLAPS
MEETS
(RREL ((NAME A) (TYPE BEGIN-INTERVAL
Chans B) (r%ré oo-reravaty ) OVERLAPPED-BY
+EPSILON) (+INFINITY)) FINISHES STARTS
PINISRED-BY
STARTED-BY
CONTAINS
CONTAINED-BY

Table A.3: RREL to Interval Relation Conversions
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RREL Assertion Consistent INTRELs
' RQUAL MNET-BY

G T8 e L)
20 SECONDS) (0 SECONDS))

AFTER
TS T )
2-1)[?11'11'7) (-EPSILON))
BEFORE
(RREL ((NAME A) (TYPE END-INTERVAL))
i(lﬂn B) (TYPE BEGIN-INTERVAL))
+EPSILON) (+INFINITY))
EQUAL MEETS
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RREL Assertion Consistent INTRELs
AFTER OVERLAPS
OVERLAPPED-BY
RREL ((NANE A) (TYPX -INTERV.
¢ (lﬂ(é B) (T;Pé mxgpnmvnﬁ” CONTAINS DURING
FINISHES
FINISHED-BY
BTARTS
STARTED-BY
BEFORE OVERLAPS
NEETS DURING
(RREL ((MAME A) (TYPE END-I VAL))
N B) (TYPE END-INTERV STARTS
“BP%LB&“(*IM))
EQUAL FINISHES
: FINISRED-BY
(RREL ((NAME A) (TYPE END-INTERVAL))
(NAME B) (TYPE END-INTERVAL))
50 SECONDS) (0 SZCONDS))
CONTAINS
. OVERLAPPED-BY
(RREL ((NAME A) (TYPE INTERVAL)) NET-BY

STARTED-BY
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B. RRELSs of the Annotated

Example

B.1 RRELs of a Subhy- s ( NAME RECOVERT)

pothesis of Hepati-

tis B

(RREL ((NANE IIUCULATIOH)
gm: EGII-IITII.VAL))

(6 NI u? (1 DAY‘%

”~~

TYPE BEGIN-

(RREL ((NAME Dm-m‘f!c'mcrln’)
§ TNTERVAL))

(
TYPR END-INTERVAL)
(1 MONTHS) (6 MONTES))

(RREL ( gmm HBSAG)
IYPE BEGIN-INTERVAL))
( HBSAG

NAME
(TYPE m—nmw.)g
(1 MONTHS) (7 MONTHS
(RREL (?ﬂlﬂ ANTI-HBS

TYPE llﬂIl-Il'l'llVAL))
(sma -HB8)
TYPE ~INTERVAL))
(+EPSILON) (+INFINITY))
(RREL ((NAME DOEINE- nmm;

ITPE INTERVAL
((NAME -llﬂm%

(OMI& +INFINI ))

(RREL ((NAME VIRAL-REPLICATION)

TYPE BEGIN-INTERVAL))

((NAME VIRAL- CATION)
END-

TYPE
(1 oraRy 8 )

NAME DECR-HEPATIC-FUNCTION)

BRGIN- Inmu.) )

(*W) (*II!‘IIITY))
(RREL ((NAME HEPATITIS B)

TYPE BEGIN-INTERVAL))
((NAME ERPATITIS B)

(m’ln&ﬁ‘ Mnn))

RREL ((NAME JAUNDICE
(‘ (§rm “%-II%BVAL))

(RREL ( é!m HB8AG)

(iEd i
BEGIN-INTERVAL))
(O%) (2 vms)g

(RREL ((MAME INCULATID!)
n—nmvu.))
JAUNDICE

(5?15 ﬁg mmm.))

¢ ¢ TYPR %}3) INTERVAL))
‘ChvPE - TEavAL))
(0 sECoNDS) (0 SECONDS))

(RREL (glﬂl IWA‘II oN)

IN-INTERVAL))

% g‘ T18 B)
-II'I‘IIVAL))
(0 SECONDS) (O SECONDS))
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(RREL ((NAME DEATH) (RAXL
TIPE BRGIN-INTERVAL ANE PRCDROME/ACUTE-BEPATITIS)
( uu& ”” z ITPE KR INTERVAL))
TRPINTTY) GORFIEI) YPE 5E4] AL))
( (+EKPSILON)

(D.B.EI'._ (imu: HBSAG

RREL ((NAME INOCULATI

CRanL ¢ TYPE BEGIN-INTERV IL))
((NAME %—mxchgn
(1 m) (2 m);

(RREL ((NAME m—muxc-mcnm
TP mx:—g}nm.))
(MAME JAUNDY
‘ (+mn.au'§ IR IR nn
(RREL ((NAME VIRAL-REPLICATION
¢ TYPK BEGIN-ENTERVAL))
C(NANE -
(|EPSILON) (+INFINITY

(RREL ((NAME VIRAL-REPLICATION)
TYPR m;mnm.))

¢ % -INTERVAL))
(+EPSILON) (1 DAYS))

i

(mnﬂg ;omm

i EEPATITIS 5)
TYPE BEGIN-INTERV m)
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B.2 Notes on the RRELs

1. HBSAG and ANTI-EBS refer to detectable levels of the hepatitis B surface anti-
gen and antibody respectively.

2. IMMUNE-RESPONSE is an aggregate of the causally-connected set of events that
are part of the immune system’s response to the viral infection. For the
purpose of demonstration, I have not represented any of these component
events except for the ANTI-HBS in either the RRELs or in the atemporal causal
hypothesis.

B.3 Temporal Assertions from the Patient His-

tory

(RelationToPresent (ilﬂll ggg.m.%rml%n))
(0 WEEKS) (12 WERXE))

RREL ((NAME TION
(i S,
TYPE BRGIN- AL))
(8 WEEXS) (O WERKS))
(RREL ((REFBYSFORN °‘45 YEARS gLD’*)
)
((REFSYBFORM ‘‘00:01 A.N., JULY 18T, 1086°'°)
s'm't POINT)) )
(O SECONDS) (O SECONDS))
(RREL (gwm JAUNDICR)
(

TYPE BRGIN-INTERVAL
REFSYSPFORM ‘8:00 A?&.. JUNE 28TH, 1086'°’)

REFEYS C
SEERE e
B.4 Notes on the Assertions of the Patient His-

tory

1. In the disease hypothesis for hepatitis B, the parenteral introduction of the
infectious agent is represented as INOCULATION rather than a blood transfu-
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sion. Although this synonym matching could be done automatically, in the
current implementation I have to provide the substitution.

2. Observe, in Figure 3.2, that the CALENDAR mini-expert calculates the tem-
poral distance between the three date points. TUP’s constraint propagation
algorithm does the rest.




C. Abbreviations

Abbreviation || Definition
RREL

j Range Relation is the TUP primitive for representing the
| temporal distance between two points.

REFSET The Reference Set restricts constraint propagation to those

points that share set membership.

REFSYS Reference Systems are commonly used temporal “yardsticks”

such as the calendar, age, or stages in human development.

SCH The Salience Clustering Heuristic exploits the correspondence
bctwmthculhnuofinfmmthnaadihmibilityin
knowledge structures and the parallel between atemporal and
temporal salience to guide the automatic generation of refer-
ence sets.

TUP | The Temporal Utility Package supports assertions and queries

to a data base of temporal information.

THRIPHT Temporal Hypothesis Reasoning In Patient History Taking: a
diamutkmdkdcpatmtmpmtypobuﬂttodemon-

strate the use of TUP.
Table C.1: Abbreviations
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