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Useful shorthand:





Linear operator (map):

Quadratic form (dot product):



Sum repeated upper/lower indices



 Map between vector spaces

 Inner product

Matrices obscure geometry
https://mathinsight.org/image/linear_transformation_2d_m2_0_0_m2







Upper/lower indices matter





Eigenvectors?
[“Eigenfunctions!”]



Simple “inverse problem”



 Gaussian elimination

▪ O(n3) time to solve Ax=b or to invert

 But: Inversion is unstable and slower!

 Never ever compute A-1 if you can avoid it.





 Never construct 𝑨−𝟏 explicitly
(if you can avoid it)

 Added structure helps
Sparsity, symmetry, positive definiteness, 
bandedness





Induced by the connectivity of 
the triangle mesh.



 Direct (explicit matrix)

▪ Dense: Gaussian elimination/LU, QR for least-squares

▪ Sparse: Reordering (SuiteSparse, Eigen)

 Iterative (apply matrix repeatedly)

▪ Positive definite: Conjugate gradients

▪ Symmetric: MINRES, GMRES

▪ Generic: LSQR



 No need to implement a linear solver

 If a matrix is sparse, your code should 
store it as a sparse matrix!
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Objective (“Energy Function”)



Equality Constraints



Inequality Constraints





Gradient
https://en.wikipedia.org/?title=Gradient



Jacobian
https://en.wikipedia.org/wiki/Jacobian_matrix_and_determinant



Proposition. 𝒅𝒇𝒙𝟎 is a linear operator.



Hessian
http://math.etsu.edu/multicalc/prealpha/Chap2/Chap2-5/10-3a-t3.gif



Critical point

(unconstrained)

Saddle point

Local min

Local max





- Decrease f: −𝛁𝒇
- Violate constraint: ±𝛁𝒈



Want:



Turns constrained optimization into

unconstrained root-finding.





 Lagrange multipliers

 KKT conditions

 Special cases:

▪ Linear problems

▪ Eigenvalue problems



Sometimes your unknowns

are not numbers!

Can we use calculus to optimize anyway?



Analog of derivative at u in ψ direction

Vanishes for all ψ at a critical point!



 Given
▪ 𝑓 0 = 𝑎

▪ 𝑓 1 = 𝑏

▪ 𝑓′ 0 = 𝑐

▪ 𝑓′ 1 = 𝑑

 Compute
▪ “Reasonable” interpolant 𝑓(𝑡)

▪ Smooth, near-linear: 𝑓′′ 𝑡 ≈ 0
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