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Map between two shapes.



What happens if you compose 
these maps?



What do you expect if 
you compose 

around a cycle?



Cycle consistency
[sahy-kuh l kuh n-sis-tuh n-see]:

Composing maps in a cycle 
yields the identity



You should have a good reason if your 
correspondences are inconsistent.



Cycle consistency



Additional data should help!
https://s3.pixers.pics/pixers/700/FO/39/51/09/46/700_FO39510946_cd54b90a83d46f5dbd96440271eadfec.jpg



 Spanning tree
 Inconsistent cycle detection
 Convex optimization

Sampling of methods for 
consistent correspondence.



Simultaneously optimize 
all maps in a collection.



 Input

▪ N shapes

▪ N2 maps (see last lecture)

 Output

▪ Cycle-consistent 
approximation



“Automatic Three-Dimensional Modeling from Reality” (Huber, 2002)

Multi-view registration



NP-hard
“Automatic Three-Dimensional Modeling from Reality” (Huber, 2002)





 Many spanning trees
 Single incorrect match can destroy the maps



“Disambiguating Visual Relations Using Loop Constraints” (Zach et al., CVPR 2010)

Large for inconsistent cycles

xe = 1 for false positive edge
xL = max of xe over loop



Iteratively fix triplets 
and reweight



Exploring Collections of 3D Models using Fuzzy Correspondences (Kim et al., SIGGRAPH 2012)



 Compute Nk x Nk similarity matrix

▪ Same number of samples per surface

▪ Align similar shapes

 Compute spectral embedding

 Use as descriptor:  Display 𝒆− 𝒅𝒊−𝒅𝒋
𝟐



“Joint Shape Segmentation with Linear Programming”
(Huang, Koltun, Guibas; SIGGRAPH Asia 2011)

Global optimization 
to choose among 

many possible 
segmentations



“Joint Shape Segmentation with Linear Programming”
(Huang, Koltun, Guibas; SIGGRAPH Asia 2011; slides provided by authors)

 Extraneous geometric clues

Structural similarity of segmentations

Single shape segmentation
[Chen et al. 09]

Joint shape segmentation
[Huang et al. 11]



“Joint Shape Segmentation with Linear Programming”
(Huang, Koltun, Guibas; SIGGRAPH Asia 2011; slides provided by authors)

Joint shape segmentation
[Huang et al. 11]

Single shape segmentation
[Chen et al. 09]

Structural similarity of segmentations

 Low saliency



“Joint Shape Segmentation with Linear Programming”
(Huang, Koltun, Guibas; SIGGRAPH Asia 2011; slides provided by authors)

Joint shape segmentation
[Huang et al. 11]

(Rigid) invariance of segments

Single shape segmentation
[Chen et al. 09]

 Articulated structures



Initial subsets of randomized segmentations

Initial Segments

Randomized Cuts

“Joint Shape Segmentation with Linear Programming”
(Huang, Koltun, Guibas; SIGGRAPH Asia 2011; slides provided by authors)



 Each point covered by one segment

 Avoid tiny segments

“Joint Shape Segmentation with Linear Programming”
(Huang, Koltun, Guibas; SIGGRAPH Asia 2011; slides provided by authors)



 Defined in terms of mappings

▪ Oriented

▪ Partial

Many-to-one correspondences Partial similarity

“Joint Shape Segmentation with Linear Programming”
(Huang, Koltun, Guibas; SIGGRAPH Asia 2011; slides provided by authors)



 Objective function

nP

i = 1
score( Si ) +

P

( Si ;Sj ) 2 E
consist ency( Si ; Sj )

See paper:  Linear program relaxation



Can you extract 
consistent maps in a 

globally optimal way?



Map as a permutation matrix



What is the inverse of a 
permutation matrix?



Map as a doubly-stochastic matrix

Sums to 1

Sums to 1



 Given n objects
 Each object sampled with m points

“Consistent Shape Maps via Semidefinite Programming” (Huang & Guibas, SGP 2013)





What is the rank of a 
consistent map 

collection matrix?





















Nonconvex!





Linear assignment problem



Can tolerate 𝝀𝟐/𝟒(𝒏 − 𝟏) incorrect 
correspondences from each sample on one shape.

𝝀𝟐 is algebraic connectivity; bounded above by two times maximum degree



Can tolerate 25% incorrect correspondences from 
each sample on one shape.

𝝀𝟐 is algebraic connectivity; bounded above by two times maximum degree



Always recovers / Never recovers





Eigenvector relaxation 
of the same problem



Where do the pairwise 
input maps come from?



Heavy optimization 
problem!



CGF 2017





Slides courtesy the authors
https://junyanz.github.io/CycleGAN/



Paired Unpaired

……⋯



Discriminator

x G(x)

D

Generator

G Real!

Discriminator

x G(x)

D

Generator

G Real too!



Mode collapse



G(x) F(G x )x

F G x − x
1

Large cycle loss
Small cycle loss

[Zhu*, Park*, Isola, and Efros, ICCV 2017]

DY(G x )

Reconstruction
error



G(x) F(G x )x F(y) G(F x )𝑦

F G x − x
1

G F y − 𝑦
1

[Zhu*, Park*, Isola, and Efros, ICCV 2017]

DY(G x )

Reconstruction
error

Reconstruction
error

DG(F x )

See similar formulations [Yi et al. 2017], [Kim et al. 2017]







Cezanne Ukiyo-eMonetInput Van Gogh



Choi et al., CVPR 2018
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