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For “Customer Data and Engagement:”

“Segmenting is the process of putting customers into 
groups based on similarities, and clustering is the 
process of finding similarities in customers so that they 
can be grouped, and therefore segmented.”

http://www2.agilone.com/blog/blog/segmentation-vs-clustering



Divide a geometric domain
into useful pieces.



Images from Wikipedia, Christian Wolf (INSA de Lyon/LIRIS), Vangelis Kalogerakis



What is a good
segmentation?



Application dependent!

 Not an end in itself

 Unsolicited advice:
Be suspicious of general 
methods!

Image from “Randomized Cuts for 3D Mesh Analysis (Golovinskiy and Funkhouser)







A few interesting 
geometric methods.

Geometry can come from:
• Embedding of a dataset
• Structure of a surface mesh
• Metric learning



k-means clustering
https://upload.wikimedia.org/wikipedia/commons/d/d2/K_Means_Example_Step_4.svg



 Assignment step (S):  Voronoi cells

 Update step (𝝁)



http://blog.alexbeutel.com/voronoi/v4.png





k-means++:  The Advantages of Careful Seeting (Arthur and Vassilvitskii 2007); pseudocode adapted from Wikipedia

1. Choose one center uniformly at random.
2. For each data point 𝒙 not yet chosen, compute 𝐷(𝒙), the distance 

between x and the nearest center that has already been chosen.
3. Choose a new center randomly, with probability proportional to 𝐷 𝒙 2.
4. Repeat 1-3 until k centers are chosen.
5. Proceed with k-means clustering.





“Gap statistic”
Informal intuition

“Elbow method:”
Look at percentage of 
variance explained by 
clusters (vague!)



http://cs.nyu.edu/~dsontag/courses/ml12/slides/lecture14.pdf



“Laplace-Beltrami Eigenfunctions for Deformation Invariant
Shape Representation.” 

Rustamov; SGP 2007



Bug … or feature?

“Randomized Cuts for 3D Mesh Analysis.” 
Golovinskiy and Funkhouser; SIGGRAPH Asia 2008



Bug … or feature?

“Randomized Cuts for 3D Mesh Analysis.” 
Golovinskiy and Funkhouser; SIGGRAPH Asia 2008



Never a reason to “leapfrog” mass!



https://www.jasondavies.com/power-diagram/



Approximate by a discrete measure:

Solve for positions of the points 𝑥i.



weights Power diagram regions

Alternating algorithm:

1. Update weights
Stochastic gradient descent

2. Update points
Fixed-point iteration

Claici, Chien, and Solomon. "Stochastic Wasserstein Barycenters." ICML 2018.



De Goes et al. “Blue Noise through Optimal Transport." SIGGRAPH Asia 2012.



 Assignment step

▪ Assign point to its closest cluster center

 Update step

▪ Average all points in a cluster

Doesn’t have to be Euclidean



 Assignment step

▪ Assign point to its closest cluster center

 Update step

▪ Average all points in a cluster

In a metric space



What does it mean to 
average points in a 

metric space?



“Fréchet variance”

Generalizes Euclidean notation of “mean.”







“Fast Computation of Wasserstein Barycenters.”  
Cuturi and Doucet, ICML 2014





“Variational Shape Approximation.”
Cohen-Steiner, Alliez, and Desbrun; SIGGRAPH 2004

Lloyd’s Algorithm

Alternate between

1. Fitting primitive 
parameters

2. Assign points to 
patches



Image from “Medical Image Analysis via Fréchet Means of Diffeomorphisms (Davis 2008)



 Assignment step

▪ Assign point to its closest cluster center

 Update step

▪ Replace cluster center with most central 
data point

When Fréchet means won’t work



Clustering in a shape collection
https://ps.is.tuebingen.mpg.de/research_projects/3d-mesh-registration



Distance between metric spaces X, Y

Best map Worst distortion





Merge from the bottom up
https://upload.wikimedia.org/wikipedia/commons/a/ad/Hierarchical_clustering_simple_diagram.svg



Fit a primitive and measure error

“Hierarchical mesh segmentation based on fitting primitives.” 
Attene, Falcidieno, and Spagnuolo; The Visual Computer 2006



Region growing algorithm

“Segmentation and Shape Extraction of 3D Boundary Meshes.” 
Shamir; EG STAR 2006.



Images from “Redistricting Algorithms” (Becker and Solomon) and 
“Unintentional Gerrymandering: Political Geography and Electoral Bias in Legislatures” (Chen and Rodden, 2013)



“Segmentation and Shape Extraction of 3D Boundary Meshes.” 
Shamir; EG STAR 2006.



“Segmentation and Shape Extraction of 3D Boundary Meshes.” 
Shamir; EG STAR 2006.

via Q. Huang, Stanford CS 468, 2012



No notion of optimality.

No use of 
local relationships.





http://cs.nyu.edu/~dsontag/courses/ml13/slides/lecture16.pdf

 Rough notion of optimality
 Assembles local relationships



“Normalized Cuts and Image Segmentation.” 
Shi and Malik; PAMI 2000







Image courtesy D. Sontag



 Recursive bi-partitioning (Hagen et al. 1991)

▪ Analogy:  Agglomerative clustering

▪ Potentially slow/unstable

 Cluster multiple eigenvectors

▪ Analogy:  k-means after dimension reduction

▪ More popular approach

http://cs.nyu.edu/~dsontag/courses/ml13/slides/lecture16.pdf



Fiedler vector (“algebraic connectivity”)





Nodal domain
[nohd-l doh-meyn]:

A connected region where 
a Laplacian eigenfunction
has constant sign



The k-th Laplacian eigenfunction has 
at most k nodal domains.

https://i.stack.imgur.com/JJIFP.png



Inconsistent!
Image courtesy Q. Huang



Is segmentation a 
purely geometric 

problem?



Shape provides only a clue

http://www.erflow.eu/brain-segmentation-science-case



Use example data to help

“Learning 3D Mesh Segmentation and Labeling.” 
Kalogerakis, Hertzmann, and Singh; SIGGRAPH 2010



Input Mesh Labeled Mesh

Head

Neck

Torso

Leg

Tail

Ear

Unary 
descriptor term

Binary label 
compatibility term



Image from “Dynamic Graph CNN for Learning on Point Clouds” (Wang et al. 2019)



“Joint Shape Segmentation with Linear Programming.” 
Huang, Koltun, and Guibas; SIGGRAPH Asia 2011
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