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1. Introduction?

Programminga parallel computeris hardwork. One so-
lution to this problemis to allow the programmeto write
sequentiaprogramsandthenlet the systemspeculatehat
the programis parallel. At runtime,the systemexecutesa
chunkof the programin parallel. Next, the systemchecks
whetherthe parallelexecutionproduceda resultconsistent
with sequentialsemantics. If the parallel executionwas
correctthe systemmaoveson to the next chunkof the pro-
gramandrepeatghe process.Otherwise the executionis
rolled backto the stateat the beginning of the chunk,and
the chunkis rerunsequentially

VDS (SoftwareUn-Do System)is a memoryspeculation
systemfor Rav microprocessors.The SUDS systemin-
cludeshoth a softwareruntimesystemfor managingspec-
ulative parallelismanda compilerthat finds opportunities
for renaming.Becausehe compilereliminatesmostof the
work of renamingthe softwareruntimesystemis efficient
enoughto achiese parallelspeedups.

SUDS:is designedo run on Raw microprocessors. A Raw
microprocessois asinglechip VLSI architecturemadeup
of aninterconnectedetof tiles. Eachtile containsa sim-
ple RISC-like pipeline,instructionanddatamemoriesand
is interconnectedvith othertiles over a pipelined, point-
to-pointmeshnetwork. The network interfaceis integrated
directlyinto theprocessopipeline,sothatthecompilercan
place communicationinstructionsdirectly into the code.
The software can then transferdatabetweenthe register
files on two neighboringtiles in just 4 cycles(Lee et al.,
1998).

2. Example

Figure 1 shovs an example of a simple loop with non-
trivial dependencesSUDS partitionsRaw’s tiles into two
groups. Someportion of the tiles are designatedworker
nodes the restare designatednemory nodes. SUDS par
allelizesloopshby cyclically distributing theloop iterations
acrosshe worker nodes.We call the setof iterationsrun-
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Figure2. SUDS runs one iteration of the loop on eachworker
node. In this casethe dependencebetweeniterationslimit the
availableparallelism.

ningin parallel,oneiterationperworker node,a chunk.

Figure 2 shows aninitial attemptat parallelizingthe loop
on a machinewith two workers. The figure is annotated
with the dependencethat limit parallelism. The variable
X createsa true-dependence, becausehe valuewritten to
variablex by worker 0 is usedby worker 1. The readof
variableu onworker 0 causesnanti-dependence with the
write of variableu on worker 1. Finally, the readsand
writesto the A array createmay-dependences betweenrthe
iterations. The patternof accesseso the array A depends
onthevaluesin theb andc arrays,andsocannot be de-
termineduntil runtime. Withoutany furthersupportary of
thesethreedependencesould forcethe systento runthis
loop sequentially

Figure 3 shows the loop after two compileroptimizations
have beenperformed. First, the variableu hasbeenre-
namedv onworker1. Thiseliminategheanti-dependence.
Second,on both worker 0 andworker 1, temporaryvari-
ablesss andt , have beenintroduced.This allowsworker0
to createthe new valueof variablex earlierin theiteration,
reducingthelengthof time thatworker 1 will needto wait
for the true-dependenceThe final remainingdependence
is themay-dependencenthe accesseto arrayA.

This remainingmay-dependencis monitoredat runtime.
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Figure3. After renamingthe anti-dependences eliminatedand
thecritical pathlengthof thetrue-dependends shortened.

The systemexecutesthe array accesse@ parallel, even
thoughthis may causethemto executeout of order Each
of thesespeculatie memoryaccesses sentto oneof the
memorynodes. The runtimesystemat the memorynodes
checksthat the accessesare independent. If not, execu-
tion is temporarily halted, the systemstateis restoredto
the mostrecentcheckpointand several iterationsare run
sequentiallyto getpastthe mis-speculatiompoint. Because
the systemis speculatinghatthe codecontainsno memory
dependenceshis techniqueis called memory dependence
speculation (Franklin& Sohi,1996).

3. Design

Eachof thethreedependenceypesdiscussedn the exam-
ple,anti-, true-andmay-dependenceatrehandledby adif-
ferentSUDS subsystem SUDShandlesanti-dependences
by compilerbasedenaming.The SUDSruntimeprovides
supportfor renamedvariablesby allocatinga local stack
on eachworker. SUDS handlestrue-dependencest run-
time by explicitly checkpointinghemandthenforwarding
the datafrom worker to worker throughRaw’s point-to-
point interconnect. The remainingmay-dependenceare
thosethat the compileris unableto analyzefurther They
arehandledat the memorynodesusinga runtimememory
dependencealidation protocol basedon basictimestamp
ordering(Bernstein& Goodman,1980).

SinceSUDScanhandleanti- andtrue- dependencesiore
efficiently than may-dependenceshe goal of the SUDS
compileris to move as mary objectsas possibleinto the
more efficient catgyories. It doesthis using three main
compiler optimizations. Privatization usesdataflav anal-
ysis to identify objectswhoselive rangesdo not extend
outsidethe body of aloop. It alsoidentifiesseveral kinds
of true-dependencemdloop invariantobjects.Additional
supports providedfor renamingnon-scalaobjectsby tak-
ing adwvantageof scopinginformation. Critical path re-
duction improvesprogramparallelismin the faceof true-
dependencesas shavn in Figure 3. We introduceaddi-
tional temporaryvariablesthat will hold the old value of
the objectwhile the new valueis computedandforwarded
to other waiting, workers. Register promotion performs

partial redundang elimination on load and storeinstruc-
tions (Cooper& Lu, 1997),reducingthe numberof may-
dependencesquestsentto thememorynodes.

4, Status

The SUDSsystemhasbeenoperationafor severalmonths.
The systemruns on a cycle accuratebehaioral simula-
tion of a Raw microprocessor Several sparse-matrixand
linked-liststyleapplicationgun onthesystemandachieve
betterthan2x speedupsin the currentversionof the sys-
tem, the programmetells the systemwhich loopsto par

allelize. SUDSwill attemptto parallelizeary loop, even
“do-across’loops,loopswith true-dependencelmopswith

non-trivial exit conditionsand loopswith internal control
flow.

Raw microprocessorprovide a numberof featuresthat
male them attractve targets for a memory dependence
speculatiorsystemlike SUDS.First, the low lateng com-
municationpathbetweertiles is importantfor transferring
true-dependencesat lie alongthe critical path. In addi-
tion, theindependentontrol on eachtile allows eachpro-
cessingelementto be involved in a different part of the
computation.In particular sometiles canbe dedicatedas
worker nodes,running the users application,while other
tiles areallocatedasmemorynodes executingcompletely
differentcodeaspart of the runtime system. Finally, the
mary independentmemoryports available on a Rav ma-
chineallow thebandwidthrequiredfor supportingenamed
private variablesand temporariesn additionto the data
structureghatthe memorynodesrequireto monitor may-
dependences.
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