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The Goal

Modal the evolution of con&ict between culturally distinct 
populations that di$er in their conventions !e.g., cultural, 
legal etc...#

Questions of interest

• How do populations mediate their actions with others 
whose conventions con&ict with their own. 

• How do populations of varying size and preferences 
evolve over time.

• How should an exogenous force intervene to encourage 
or force desired outcome.

Running Example

Driving rules for new country.

• Drive on left or right

New immigrants 

• prefer to drive on the side that is 
common to their home country.

• prefer not to crash with other 
drivers.

Coordination Game

Groups G1 and G2 have 
di$erent preferences structures. 

Distinction between

• preference !convention#

• strategy !what to do given 
agent%s preferences and 
other%s actions#

In this model there are four 
types of populations !e.g., those 
that prefer to drive on the left, 
but drive on the right#

a1 0

0 b1

a2 0

0 b2

G1 !right"side preference#

G2 !left"side preference#



Evolutionary Paradigm

Consider those who prefer to drive on left. 
Their bene't from any action is perceived 
according to their own conventions in game 
G1. 

For an action A at interaction t, their ('tness) 
is

At time t+1, the proportion of those playing 
action A who prefer to drive on the left is 

Assume a population of agents; each agent is playing strategy A or B of
game g1 or Game g2, as described in Table 1.

A B
A a b
B c d

Table 1: Zero-sum game description. The payoff is listed for the row player.
In Game g1 we have b = c = 0, a = 4, d = 7. In Game g2 we have b = c =
0, a = 7, d = 4

Let P t
A(g) be the proportion of A strategy players in game g at time t.

The proportion of B strategy players in game g at time t (denoted PB(g)) is
1 − P t

A(g). Let a(g) denote the payoff a in game g (and similarly for b(g).)
Without loss of generality, those players using game g1 believe that all

other players are also using game g1. (In fact, some of the other players
are using g1 and some are using g2.) Therefore, the expected utility of g

players depend on the ratio of A and B players in both games g1 and g2.
The expected utility for A players in game g1 at time t is

W t
A(g1) = (P t

A(g1) + P t
A(g2)) · a(g1) + (P t

B(g1) + P t
B(g2)) · b(g1)

Similarly, the expected utility WB for B strategy players using Game g1 is

W t
B(g1) = (P t

A(g1) + P t
A(g2)) · c(g1) + (P t

B(g1) + P t
B(g2)) · d(g1)

The equations for game g2 are similar.
Let G be the set of all games. (in our current formalism, this set includes

games 1 and 2). The proportion of A strategy players in time t + 1 in game
g the ratio of the expected utility for A players in g divided by the total
expected utility of all players in all games. Here, we only use the ratio of A

players in game g.

P t+1
A (g) =

W t
A(g) · P t

A(g)
∑

g′∈G W t
A(g′) · P t

A(g′) + W t
B(g′) · (1 − P t

A(g′))

and similarly for P t+1
B .

Please program these dynamics and provide a graph for each game g for
(1) P t+1

A (g) as a function of P t
A(g) (2) P t

A(g) as a function of P t
B(g).
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Replicator dynamics

Some Example of Strategic 
Evolution

intended to directly change the proportion of left- vs. right- drivers, but
indirectly through a change of preference (recall that drivers’ decisions are
also influenced by what they perceive others do).

We are interested in investigating the following questions

1. What strategies dominate o over time for particular initial conditions ?

2. How can governments reason about the tradeoffs between their two op-
tional strategies, given that they may incur costs ?

Let P = (A1,B1,A2,B2) be the probability vector that represents the state
of the entire population. For example, A1 represents the proportion of A players
in Game G1. We evolve the proportion of strategies in each game according to
their fit at each time step, normalized across both games.
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A players
prefer G2

B players
prefer G1

For the games above we get a symetric graph and we get a set of points that
converge to a mixed equilibrium of only A2 s and B1 s. This is consistent with
the game matrices given that they are a reflection of one another and that the
stronger strategies on each game are A2 s and B1 s.

The critical points include two strictly stable points (all B1 s and all A2 s)
one completely unstable point(the rare case where A1 s B2 s are both 0.5)
and the rest saddle points. If the initial conditions plotted before are localized
in this new graph, the behavior is now more easily put in perspective.

Modifying system trajectories

A first observation of the plots above is that some points, those ones on the
stable part of the saddle for instance, will be easily modified to converge to a
different steady state. Second, from the 3-D plot we can also see that for this
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Stable points
all B1s
all A2

Unstable point
mixed A1,B2

two more saddle points

All critical points lie on a plain

Modeling Intervention

Government can choose to

• encourage immigration from di$erent countries. 
!preserving conventions#

• intervene and educate citizens to drive on left" or right"
hand side. !preserving population size#

• Actions may be associated with di$erent costs


