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ABSTRACT
Evolutionary algorithms are often evaluated by measuring and com-
paring their ability to consistently reach objectives chosen a priori
by researchers. Yet recent results from experiments without ex-
plicit a priori objectives, such as in Picbreeder and with the nov-
elty search algorithm, raise the question of whether the very act
of setting an objective is exacting a subtle price. Nature provides
another hint that the reigning objective-based paradigm may be ob-
fuscating evolutionary computation’s true potential; after all, many
of the greatest discoveries of natural evolution, such as flight and
human-level intelligence, were not set as a priori objectives at the
beginning of the search. The dangerous question is whether such
triumphs only result because they were not objectives. To examine
this question, this paper takes the unusual experimental approach
of attempting to re-evolve images that were already once evolved
on Picbreeder. In effect, images that were originally discovered
serendipitously become a priori objectives for a new experiment
with the same algorithm. Therefore, the resulting failure to repro-
duce the very same results cannot be blamed on the evolutionary
algorithm, setting the stage for a contemplation of the price we pay
for evaluating our algorithms only for their ability to achieve pre-
conceived objectives.

Categories and Subject Descriptors:
I.2.6 [Artificial Intelligence]: Learning
General Terms: Algorithms
Keywords: Fitness, deception, non-objective search, stepping stones,
representations, indirect encoding

1. INTRODUCTION
Evolutionary algorithms (EAs) are often tested on benchmarks

to assess their ability to reach a particular objective in the search
space. Popular types of benchmarks include optimization [2], func-
tion approximation [27], and control (such as in neuroevolution [6]).
Reinforcing the field’s focus on objective-targeted optimization,
theoretical analyses often focus on the probability that EAs will
converge to the objective [3, 4, 17]. A fundamental assumption
behind this objective-focused paradigm in evolutionary computa-
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tion (EC) is that the value of EAs lies in their ability to reach ob-
jectives that we set for them a priori. Paired with this assumption
is the idea that when an evolutionary algorithm consistently fails
to reach its intended objective, then it is not suited for the task.
Yet what if this central assumption is wrong? What if consistently
reaching the objective could actually obfuscate a deeper underly-
ing pathology, while consistently failing to reach the objective ul-
timately bears little on the ability of the EA to produce impressive
results in general?

While perhaps paradoxical, these questions highlight a delicate
uncertainty in EC about its relationship to natural evolution, where-
in many remarkable phenotypes were discovered even though none
of them were explicitly expressed as a priori objectives for the pro-
cess. Is it possible that we are judging our algorithms wrongly?

To gain a fresh perspective on this question this paper takes an
unusual experimental approach: The objective of the EA is to re-
evolve images that were already evolved in Picbreeder [21, 22],
an online service on which users collaboratively evolve images
through interactive evolution [26]. Such an experimental approach
yields a unique perspective because many interesting images have
already been evolved on Picbreeder by its users; while these images
were not specified a priori as objectives when Picbreeder was first
introduced, in this paper they become objectives for the very same
algorithm and representation already inside Picbreeder. That way,
even if the EA fails to reproduce its own original results, the con-
clusion that the algorithm or representation is insufficient to pro-
duce the objective is precluded, because the algorithm did already
produce the objective, only it was originally discovered serendipi-
tously before it was chosen as a benchmark objective. Through this
experiment, we will discover that just the act of setting an objec-
tive triggers a chain of unintended consequences that confound the
usual conclusions drawn from such benchmarks.

In particular, the main result disclosed in this paper is that the al-
gorithm inside Picbreeder, NeuroEvolution of Augmenting Topolo-
gies (NEAT [24,25]) and the representation inside Picbreeder, com-
positional pattern-producing networks (CPPNs [23]), consistently
fail to reproduce the results that they already produced. For the
simpler images attempted, the failure is in the quality of the solu-
tion, yielding much larger representations than necessary; for the
more complex images, the failure is in obtaining the solution at all.

However, the most revealing focus of the analysis is on why these
failures occur so universally. Because NEAT in fact already discov-
ered the targets, we are forced towards deeper insight into the phe-
nomenon of failure than simply blaming NEAT, as would be cus-
tomary. In fact, it turns out that it is the very practice of making the
images objectives that ultimately causes them not to be rediscov-
ered properly. Not only does evaluating fitness against an objective
potentially push it in the wrong direction through deception, but
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even when it still manages to right itself, the result is often a de-
structive effect on representation that has received little attention
before this study.

This insight is sobering because the vast majority of empirical
experiments in EC assess their results based on benchmarks with
a priori objectives [2, 8, 13, 20, 24, 27] and theory often focuses on
whether targets can be reached [3, 17]. Thus the major implica-
tion is that a change in thinking may be warranted about how EAs
should be judged. Furthermore, on the positive side, the analysis
hints at the kinds of situations that ultimately encourage efficient
and elegant representations to evolve. As the discussion so far im-
plies, these ideal situations are precisely when there is no specified
objective (as in Picbreeder), suggesting that the way we tradition-
ally use these algorithms may not ultimately be allowing them to
exhibit their full potential.

2. BACKGROUND
This section reviews foundational work in EC that motivates and

underlies the experiments in this paper.

2.1 Evolutionary Computation
In evolutionary computation (EC), it is traditional to evolve the

population iteratively by evaluating its members with respect to the
objective [2,4,7,8]. While initial populations are often largely unfit
with respect to the objective, some individuals are generally more
fit than others. Inspired by the Darwinian principle of natural selec-
tion [8], the variation in the fitness of individuals provides a gradi-
ent to guide the search. In this way, EC explores multiple candidate
solutions in parallel, thereby providing hope that it may avoid the
trap of local optima.

Although EC can be divided into a number of branches or sub-
communities, they all follow this general framework, i.e. a cycle of
evaluation, selection, and mutation is applied repeatedly to shape a
population with respect to an objective [2,4]. For example, genetic
algorithm (GA) approaches generally optimize strings of numbers
that represent parameters in a problem domain [8]; genetic pro-
gramming (GP) techniques evolve computer programs as trees of
operators and operands to solve computational tasks [13]; evolu-
tionary programing (EP) searches for optimal solutions by evolv-
ing the numerical parameters for fixed computational structures like
neural networks and program trees [20]; and neuroevolution (NE)
evolves the structure and connection weights for artificial neural
networks to perform control and decision-making tasks [11,24,25].

While the stochastic elements of EAs provide the ability to es-
cape local optima, the general approach remains an objective-based
search that selects individuals based on how closely they resemble
the a priori objective. A major challenge for this approach is thus to
reward the intermediate steps that are required to reach the optimal
solution. In this way, landscapes induced by objective (e.g. fitness)
functions are often deceptive [9, 16, 18]. The problem is that the
objective function does not necessarily reward the stepping stones
in the search space that ultimately lead to the objective. In cases
where the objective is too complex to express directly, incremental
evolution is often applied to reward the evolution of the stepping
stones necessary to reach the final solution [10]. The challenge
of encompassing the most natural stepping stones in the objective
function will prove an essential factor in the negative results re-
ported in this paper.

2.2 Non-Objective Search
A fundamental dilemma with traditional approaches is that craft-

ing an effective fitness function is akin to understanding the fitness
landscape or knowing the stepping stones a priori [5, 28]. This

(a) Parrot (b) Dolphin (c) Planet (d) Apple

(e) Sunset (f) Car (g) Mystic (h) Wizard

Figure 1: Images Evolved on Picbreeder. These images were interac-
tively evolved by a community of human users with no explicit objective.
They demonstrate the system’s ability to discover interesting and meaning-
ful images.

problem even applies to coevolution, where the objective is ef-
fectively implicit [5]. In all cases, the need to identify an effec-
tive fitness gradient becomes increasingly difficult as objectives
become more ambitious because the intermediate steps to the so-
lution are less likely to be known [5]. Highlighting this problem,
Lehman and Stanley [14] demonstrated that searching without re-
gard to the objective, i.e. searching only for novel behavior, is more
effective at discovering solutions in some deceptive domains than
rewarding objective performance. In this approach, called novelty
search, stepping stones are often preserved because they are novel,
whereas otherwise they would have been thrown away for being
far from the objective. Results with novelty search demonstrated
that it finds neural networks that solve deceptive mazes more fre-
quently, more quickly, and at lower genomic complexities than an
equivalent objective-based approach [14,15]. The compressed rep-
resentations reported for novelty search inspired the investigation
in this paper into how searching with and without objectives affects
representation.

Yet novelty search is not the only way to implement an evolu-
tionary search without a priori targets. Another effectively non-
objective domain is Picbreeder [21, 22], which is leveraged in this
paper to compare representations from objective and non-objective
searches. Picbreeder is a distributed community of users that in-
teractively evolve pictures through interactive evolutionary com-
putation (IEC), which means selecting images that are appealing to
produce a new generation of images [26]. The idea of IEC origi-
nated in Richard Dawkins’ book, The Blind Watchmaker, in which
he described a simple program called Biomorphs that is meant to
illustrate evolutionary principles [1]. In Picbreeder it is expanded
to become collaborative such that users on Picbreeder can continue
to evolve images previously evolved by other users. The collection
of images generated by Picbreeder is significant because it demon-
strates how a group of individuals working without a formal uni-
fied objective can discover attractive and interesting areas in the
vast desert of all possible images; some such images are shown in
figure 1. Additionally, the quality of such a serendipitous approach
to evolution is evident in the diverse phylogeny of images that have
emerged, the compactness of their representations, and the speed
(i.e. low number of generations) with which meaningful images
are discovered. A crucial aspect of this result for the purposes of
the present study is that the system as a whole has no unified a pri-
ori objective or objectives. While individual users may sometimes
(and sometimes not) arrive with their own objectives, the combi-
nation of all users branching off each other is not working towards
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Figure 2: CPPN Encoding. (a) The CPPN takes arguments x and y, which
are coordinates in a two-dimensional space. The additional input d is the
distance between (x, y) and the image center, which provides a helpful bias.
When all the coordinates are drawn with an intensity corresponding to the
output of the CPPN, the result is a spatial pattern that can be viewed as
a phenotype whose genotype is the CPPN. Internally, the CPPN (b) is a
graph that determines which functions are connected. As in an ANN, the
connections are weighted such that the output of a function is multiplied by
the weight of its outgoing connection. The CPPN in (b) actually produces
the pattern in (a).

any unified objective in particular. This fact will turn out critical to
the representations that ultimately evolve.

Therefore, because the representations evolved by Picbreeder are
compact and elegant, it is chosen as the vehicle for generating target
images in the study in this paper. That way, it is possible to compare
the newly-evolved representations with the ones in Picbreeder and
see the effect of objectivizing what was initially largely serendipi-
tous. Thus, the next section explains how Picbreeder works.

2.3 Picbreeder
The online service at picbreeder.org allows users to collabo-

ratively evolve images. Users evolve images in Picbreeder by se-
lecting ones that appeal to them from among a set of candidates
to produce a new generation. As this process is repeated, the in-
dividual images in the population evolve to satisfy the user. Once
satisfied, the user can publish his or her image to the Picbreeder
site. Sharing such work with the community then allows others to
continue evolving already-published images to form new and more
intricate designs [21, 22], which is called branching.

Each image in Picbreeder is indirectly encoded by a variant of a
neural network called a compositional pattern-producing network
(CPPN [23]). The idea behind CPPNs is that geometric patterns can
be encoded by a composition of functions that are chosen to repre-
sent common regularities. Given a function f and a function g, a
composition is defined as f ◦ g(x) = f (g(x)). Thus, a set of simple
functions can be composed into more elaborate functions through
hierarchical composition, e.g. f ◦g( f (x)+g(x)). For example, com-
posing the Gaussian function, which is symmetric, with any other
function results in a symmetric pattern. The internal structure of a
CPPN is represented as a weighted network, similar to an artificial
neural network (ANN), that denotes which functions are composed
and in what order. The appeal of this encoding is that it can rep-
resent a pattern with regularities such as symmetry, repetition, and
repetition with variation through a network of simple functions that
can be evolved by existing methods for evolving ANNs.

Images are rendered from CPPNs in Picbreeder by querying the
network as the function CPPN(x, y, d) to obtain the grayscale value
of the pixel located at (x, y) in the image (figure 2).1 The extra
input d is the distance from the center to the (x, y) location being
queried, which gives the CPPN a sense of radial symmetry that

1While some Picbreeder CPPNs also generate color images, the
images chosen as targets in this study are all grayscale.

gen 12 gen 20 gen 36 gen 49 gen 74

Figure 3: Stepping stones to the Skull. This linage illustrates the progres-
sion of seemingly unrelated images that led to a seminal Picbreeder image
(i.e. the Skull) in just 74 generations. As a metaphor for solving ambitious
problems, such an example demonstrates the importance of preserving step-
ping stones even if they do not resemble an a priori objective.

provides a bias towards appealing images [21]. Because CPPNs
are a composition of continuous functions in a geometric space they
provide a compact representation of the image at any resolution.

Picbreeder evolves images by evolving the underlying CPPN as
if it were an ANN. That way, the NeuroEvolution of Augment-
ing Topologies (NEAT) approach [24, 25] can facilitate the evo-
lutionary step between generations. More specifically, the NEAT
algorithm starts with a population of simple CPPNs and complex-
ifies them over generations by adding new nodes and connections
through structural mutations. By evolving networks in this way, the
topology of the network does not need to be known a priori. As a
result of this process, the initial population of Picbreeder images
begins as simple patterns represented by networks with just five
connections and one hidden node. As the underlying networks add
complexity, features and structures emerge in the resulting images
that could not be expressed by the simpler CPPNs. When interest-
ing or meaningful changes occur, the user selects the images that
will reproduce to form the next generation. In this way, users can
rapidly move from simple patterns towards a higher-dimensional
space by rewarding regularities and structures that have meaning to
them. At the same time, the variable size of the genome means that
some evolved representations are better than others, i.e. by taking
less space. The kind of evolutionary process that yields the most
compact representations is a focus of this paper.

A further important aspect of the experiments in this paper is that
they are also implemented with NEAT (in fact, the same software
as in Picbreeder is used). That way, the same algorithm and rep-
resentation that produced the original targets will later attempt to
produce them again. For a complete overview of NEAT see Stan-
ley and Miikkulainen [24, 25].

3. MOTIVATION
While the idea of searching without an objective may at first

seem unusual, even a brief experience with Picbreeder shows that
a serendipitous excursion through interesting parts of the search
space does not require any specific objective. On the way, step-
ping stones and key innovations that appear interesting in their own
right are discovered that can be elaborated later (perhaps by another
user) to reach ambitious ends, even when the intermediate steps do
not resemble the ultimate destination.

Furthermore, practical experience with Picbreeder has shown the
futility of setting out to evolve a particular type of image, e.g. a
flower or a butterfly [21, 22]. In contrast, novice users that are
encouraged to evolve patterns without an a priori expectation fre-
quently find appealing images within 10 to 30 generations (often
after branching from images evolved by other users that do not
resemble the newer result). It turns out that evolving images in
this way works because it tends to reward structures that become
stepping stones to other meaningful images even if the stepping
stones do not resemble their descendants. An example of this phe-
nomenon is the lineage of images in figure 3 that ultimately led
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to the Skull, a seminal Picbreeder image. Its predecessors, which
resemble e.g. a crescent, a donut, and a dish, do not hint at the sig-
nificant discovery to come, yet were nevertheless essential to reach-
ing it. Users involved in this lineage thus selected these images for
their own appeal rather than because they were searching explicitly
for a skull. As a metaphor for finding solutions to ambitious prob-
lems, the value of such important intermediate steps often cannot
be known in objective-driven search when they are first discovered
because essential innovations do not necessarily resemble the given
objective.

The emergence of novel forms from common ancestors can be
attributed to the ability of evolution to elaborate on existing regu-
larities and to adapt (i.e. through exaptation) the structures devel-
oped in existing images. The evolution of an image with mean-
ingful semantic structure (e.g. the features of a face) is significant
because a variety of conflicting personal preferences are directing
the selection process in Picbreeder. An evolutionary approach that
selects individuals for their interesting qualities allows early deci-
sions about what is important, e.g. bilateral symmetry, to become
the founding principles for subsequent generations [23]. Individ-
uals with interesting qualities may then reveal themselves as step-
ping stones to more intricate discoveries that are radically different
than the original, yet still elaborate on an underlying principle.

The hypothesis of this paper is that an objective-based search
will construct a piecewise solution that fails to embody key regu-
larities in the problem domain because the fitness function only re-
wards incremental improvements that resemble the objective, which
is highly restrictive. By favoring short-term gains rather than de-
veloping a broad variety of innovations, early decisions about how
to construct the underlying representation of solutions will fail to
capture the key organizational concepts in the problem domain.

The experiment described next makes these considerations con-
crete by showing in practice how setting an objective distorts the
search and corrupts the representation, even with the very same al-
gorithm and representation with which the targets were originally
discovered. The key lesson will be that how something is discov-
ered matters, and discovery through objective optimization is often
the wrong way to do it.

4. EXPERIMENT
The aim of this experiment is to investigate how pursuing a sin-

gular objective impacts the underlying representation of the solu-
tion. To achieve this aim, a population of image-generating CPPNs
(i.e. with inputs x, y, and d, as in Picbreeder) is evolved towards one
of the six target images (which span a range of different complexi-
ties) in figure 4. It is important to note that each target image was
originally evolved by a human user or chain of users on Picbreeder.
Thus the task of evolving CPPNs toward these objectives should
be feasible because the targets are known to exist in the space of
solutions and were previously evolved.

To ensure that a direct comparison can be made between the rep-
resentation of solutions evolved serendipitously and those evolved
as objectives, the automated evolution described in this section has
the same operational parameters as Picbreeder wherever possible.
The key difference is that in interactive evolution, a human user se-
lects the individuals that will become the parents of the next genera-
tion. Thus this experiment adds an evaluation and selection process
to replace the human evaluator.

All experiments were run with a version of the public domain
ANJI NEAT package [12] augmented to include the Picbreeder
CPPN network classes and mutation code [22] (like ANJI, Pic-
breeder is written in Java so the code could be combined). As
in Picbreeder, the available CPPN activation functions were sine,

(a) Simple (b) Crescent (c) Eye

(d) Warp (e) Butterfly (f) Skull

Figure 4: Target images. Each image was originally evolved by human
users in Picbreeder. The difficulty of re-evolving toward these images with
the same algorithm and representation will demonstrate that how something
is discovered matters.

cosine, Gaussian, identity, and sigmoid. Recurrent connections
within the CPPN were not enabled and signed activation was en-
forced. The network output w was in the range [−1 . . . 1] and the
corresponding grayscale value was calculated as 256(1−|w|). To fa-
cilitate automated evolution, unlike Picbreeder, the population size
was increased from 15 to 150 and each run terminated at genera-
tion 30,000. The speciation threshold (δt) in NEAT was 0.2 and the
compatibility modifier was 0.3. These parameters were found to
produce similar results with moderate variation.

To automate the selection process, the fitness of each evolved
candidate image is calculated based on how closely it matches the
target image. In effect, the target images become the objective and
thereby serve as metaphors for objectives of different levels of com-
plexity. To compare two images and calculate fitness, each is de-
fined by a feature set that includes the grayscale value at each pixel
location (at 128 × 128 pixels) and the gradient between adjacent
pixel values. The candidate feature set is then scaled to correspond
with the normalized target feature set. In this way, the candidate
and target images can be compared by calculating the degree of
difference [19] between corresponding features. The degree of dif-
ference, d(c, t), between a particular candidate feature c and the
corresponding target feature t is defined as

d(c, t) = 1 − e−α|c−t|, (1)

where α = 5 is a modulation parameter. From this equation, im-
ages can be described by their feature sets, wherein elements in the
candidate feature set, C = {c1, . . . , cn}, can be compared against
the target feature set, T = {t1, . . . , tn}. Thus the error between the
candidate and the target feature sets, err(C,T ), is calculated as

err(C,T ) =
1
n

n∑
i=1

d(ci, ti), (2)

which is the average degree of difference across feature sets C and
T , where n is the total number of features. Finally, the fitness of the
candidate, f (C), is assigned as

f (C) = 1 − err(C,T )2, (3)

such that taking the mean-squared error (MSE) generalizes large
errors and emphasizes the importance of details.

Inevitably the fitness function in this experiment will be scru-
tinized for its effectiveness. Some will ask whether a better such
function for comparing images could have been chosen. However,
it will turn out that ultimately the problem is that no image compar-
ison, no matter how good, can really reward stepping stone images
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because stepping stones to the target do not resemble the target
itself. Thus the problem here is significantly deeper than simply
finding a better image-matching heuristic. Nevertheless, to validate
the fitness function as a reasonable search heuristic, a preliminary
experiment evolves a population of CPPNs towards a randomly-
generated image with five connections and one hidden node, i.e.
the Simple target image in figure 4a. The validation experiment dif-
fers from the main experiment in that the correct solution topology
for the CPPN is given (i.e. it is taken from the previously-evolved
target), and only the connection weights must be evolved (unlike in
normal NEAT wherein both weights and structure evolve together).
Thus evolution must match the target image by tuning the five con-
nection weights. The results of this preliminary validation of the
fitness function showed that the solution threshold (explained be-
low) was reached by 19 of 20 runs in 353 ± 687 (median = 135)
generations on average. In this way, the validation experiment
demonstrates that the fitness function is a reasonable method for
comparing images in the population to the target image.

5. RESULTS
The key question is what happens when NEAT attempts to re-

evolve as objectives in an automated search the images that were
already evolved by Picbreeder users. For consistency, a run is con-
sidered successful if the fitness score is greater than 0.75 (out of
1.0 maximum). This threshold corresponds to an average error of
5.75% between the source feature set and the target feature set and
was verified as reasonable by a qualitative review of the resulting
images above this threshold.

To show the contrast between images re-evolved as objectives
as opposed to discoveries made on Picbreeder, table 1 compares
the objective-based results against the statistics of the target im-
ages when they were originally evolved. The names that refer to
the different targets in this section are given in figure 4. Of runs
evolving to the Simple target, 14 of 20 reached the solution thresh-
old in 3, 774 ± 5, 902 (median = 965) generations on average (re-
call that the simple target is from generation 1). Of these, the
objective-based solutions were significantly larger (19.5±2.7 func-
tions and 23.4 ± 4.2 connections) than the original Picbreeder dis-
covery (6 functions and 5 connections). Similarly, for runs evolv-
ing toward the Crescent, 11 of 20 reached the solution threshold in
3, 500 ± 3, 298 (median = 2, 320) generations (as opposed to only
12 generations for the original discovery of the Crescent). Of these,
the representation was again significantly bloated (20.3 ± 3.2 func-
tions and 26.4± 4.4 connections) compared to the target evolved in
Picbreeder (7 functions and 7 connections). When evolving toward
the Eye, only one of 20 runs reached the solution threshold. This
particular run reached the solution criterion at generation 4,840
(as opposed to 12 generations to find the original in Picbreeder).
Furthermore, the resulting solution is once again more complex
(18 functions and 24 connections) than the target (10 functions and
16 connections).

Beyond these simpler images, at a certain level of complexity
it becomes too hard to come even close to hitting the targets: All
attempts to recreate the Warp, the Butterfly, and the Skull failed to
produce comparable solutions.

A set of champions from the 20 attempts to reach each of the six
targets are shown in figure 5. To satisfy space constraints and to
provide a comprehensive sampling of the typical results of evolv-
ing to each target, figure 5 shows the final result from the ten odd-
numbered runs for each target (out of 20 for each). The even runs
(not shown) generally follow a similar pattern. The size of the
CPPNs of these champions are also shown. In cases labeled as
failed, the run could not meet the solution criteria even after 30,000

Target Solved Generations Functions Connections
Simple 14 3,774±5,902 (1) 19.5±2.7 (6) 23.4±4.2 (5)
Crescent 11 3,500±3,298 (12) 20.3±3.2 (7) 26.4±4.4 (7)
Eye 1 4,840 (12) 18 (10) 24 (16)
Warp 0 - (5) - (9) - (12)
Butterfly 0 - (90) - (25) - (75)
Skull 0 - (74) - (23) - (57)

Table 1: Image evolution results. The number of runs (out of 20) that
reached the solution threshold, the number of generations required to reach
a solution, and the CPPN solution complexity (i.e. the number of functions
and connections) are shown. Values are averaged over runs that achieved
the solution threshold. For comparison, the same results for the original
discoveries of each target in Picbreeder are shown in parenthesis.

generations. These pictorial results give a qualitative sense of how
difficult it is for NEAT to reach the targets it once evolved previ-
ously under different conditions. Based on these results, the next
section discusses the destructive impact of objective-based search
on representation.

6. DISCUSSION
The results document nothing less than the systematic failure of

the objective-driven search. It could not come close to reproducing
most of the images. On the other hand, although it could reason-
ably reproduce the simplest two images (i.e. Simple and Crescent),
the re-evolved solutions in those cases contain two to four times
more structure than the CPPNs of the original discoveries. Taken
together, these dismal results signify a serious underlying pathol-
ogy; because we know that the target images were evolved in the
first place, it should have been possible to reproduce them and to
reproduce them efficiently.

The key question is whether these results extend beyond the con-
fines of this particular study to imply something about objective-
based search in general. The aim of this section is to argue that
they do. However, a natural reaction to such poor performance is
to dismiss it by pinning it to specific shortcomings of the algorithm
and representation or the experimental setup. Yet the unusual ex-
perimental setup, in which targets were chosen that were already
evolved by the same algorithm and representation, makes it diffi-
cult to dismiss the results so easily.

The first objection to drawing general implications is that some-
thing might be wrong with NEAT or CPPNs that could be rectified
in a different setup. However, it is difficult e.g. to argue that NEAT
and CPPNs are somehow ill-equipped to evolve skulls when the
Skull has only ever been evolved by NEAT and CPPNs. Not only
that, but the Skull was originally discovered in only 74 cumulative
generations with a population of 15 on Picbreeder, which makes
it hard to argue coherently that it is "difficult" for NEAT to dis-
cover. Yet 30,000 generations was not sufficient to rediscover it
when it was the objective. Furthermore, although there may be bet-
ter algorithms, NEAT generally has a good record in a variety of
domains [24, 25, 27], diminishing the possible argument that it is a
kind of straw man chosen for its weaknesses.

The other potential objection is to the experimental setup. Per-
haps equations 1–3 could somehow better compute image similar-
ity. Yet this objection depends on the assumption that the basic
challenge in evolving to a target is to formalize a good similarity
metric, which turns out not the be the real problem. To see why,
observe the stepping stones in figure 6 that led to the discovery of
the original Eye in just 12 generations (recall that the only success-
ful rediscovery of the eye out of 20 attempts took 4,840 genera-
tions). The problem is that the early stepping stones, such as in the
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Simple Run 1 Run 3 Run 5 Run 7 Run 9 Run 11 Run 13 Run 15 Run 17 Run 19

6f, 5c 19f, 27c 18f, 25c 19f, 22c 17f, 23c 18f, 26c 19f, 23c 16f, 24c 20f, 23c 16f, 20c 25f, 20c
1 gen failed failed 3,570 gen 440 gen 1,200 gen failed 1,090 gen failed 840 gen 9,320 gen

(a) Champions from the Simple runs.

Crescent Run 1 Run 3 Run 5 Run 7 Run 9 Run 11 Run 13 Run 15 Run 17 Run 19

7f, 7c 18f, 24c 19f, 23c 20f, 26c 17f, 22c 20f, 27c 24f, 26c 20f, 33c 19f, 24c 20f, 24c 12f, 17c
12 gen failed 1,300 gen failed failed 9,270 gen 10,760 gen failed 3,380 gen 1,580 gen 1,830 gen

(b) Champions from the Crescent runs.

Eye Run 1 Run 3 Run 5 Run 7 Run 9 Run 11 Run 13 Run 15 Run 17 Run 19

10f, 16c 22f, 24c 18f, 18c 19f, 20c 22f, 21c 24f, 30c 18f, 24c 17f, 18c 18f, 15c 16f, 21c 22f, 23c
12 gen failed failed failed failed failed 4,840 gen failed failed failed failed

(c) Champions from the Eye runs.

Warp Run 1 Run 3 Run 5 Run 7 Run 9 Run 11 Run 13 Run 15 Run 17 Run 19

9f, 12c 18f, 17c 18f, 22c 24f, 23c 19f, 20c 19f, 24c 22f, 20c 20f, 21c 22f, 26c 14f, 17c 17f, 18c
5 gen failed failed failed failed failed failed failed failed failed failed

(d) Champions from the Warp runs.

Butterfly Run 1 Run 3 Run 5 Run 7 Run 9 Run 11 Run 13 Run 15 Run 17 Run 19

25f, 75c 22f, 27c 21f, 27c 22f, 25c 20f, 28c 18f, 23c 21f, 27c 27f, 34c 22f, 25c 24f, 29c 20f, 28c
90 gen failed failed failed failed failed failed failed failed failed failed

(e) Champions from the Butterfly runs.

Skull Run 1 Run 3 Run 5 Run 7 Run 9 Run 11 Run 13 Run 15 Run 17 Run 19

23f, 57c 20f, 24c 20f, 29c 19f, 24c 22f, 28c 21f, 28c 16f, 22c 21f, 27c 23f, 29c 18f, 25c 25f, 28c
74 gen failed failed failed failed failed failed failed failed failed failed

(f) Champions from the Skull runs.

Figure 5: Image evolution results. Results from the ten odd-numbered runs to each target are shown (as they were evaluated, at 128 × 128 pixels). The
even runs (not shown to satisfy space constraints) generally follow a similar pattern. The CPPN complexity (i.e. the number of functions and connections) is
shown for each image along with the generation when the solution threshold was reached. Runs for which no solution was reached are labeled failed. This
pictorial perspective demonstrates the difficulty that NEAT has reaching targets that it previously evolved. Even when reasonable reproductions are achieved,
their CPPNs are significantly more complex than the the original discoveries. Thus the implication is that evolving toward an objective creates a barrier to
discovery by assuming that the stepping stones resemble the final objective.
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gen 1 gen 2 gen 3 gen 5

gen 7 gen 9 gen 10 gen 12

Figure 6: Stepping stones of non-objective image evolution. This se-
quence shows evolution guided by a single user with no explicit objective.
The first image (gen 1) was selected from the initial population and pro-
gressed as shown to produce the published image (gen 12) known as the
Eye, which emerged after 12 generations and is represented by a network of
10 functions and 16 connections. This example shows why the final objec-
tive is a poor heuristic for identifying stepping stones that lead to itself.

first seven generations or so, look nothing like the final eye at all.
Given this observation, a "better" image-comparison metric would
be even worse for this task because it would penalize the essential
stepping stones (which do not look like the Eye) severely. Only in
retrospect can we see why the stepping stones in figure 6 might lead
to an eye. The user who originally found them chose them for their
own appeal, not because they resemble the final published product.
In fact, we can see the destructive effect of a "good" comparison
metric (and see that the metric in equation 3 is actually good) in
figure 7, which shows stepping stones in the sole 4,840-generation
rediscovery of an Eye-like image. These stepping stones do resem-
ble the final image, which is exactly why it takes so long to find it:
Looking similar is exactly the wrong heuristic for identifying the
most natural stepping stones.

In fact, the fallacy of the experimental-design objection exposes
a fundamental flaw with objective-driven search in general: There
is no a priori reason to believe that a metric that measures distance
to the objective in any domain has a useful relationship to the es-
sential stepping stones. The better the fitness function describes the
objective, the more deceptive it may nevertheless be, which means
that effort to better formalize the objective is misguided. The more
ambitious and complicated the objective, the more profound this
gap will be (as with the Warp, the Butterfly, and the Skull).

Yet while the more sensational result is the failure to reproduce
the more complicated images, perhaps most sinister is what hap-
pens with the simpler images. They show that even the appearance
of success is not genuine success. For example, although the Cres-
cent superficially appears to have been rediscovered consistently
(figure 5b), in every case the CPPN is at least twice as complex as
the original representation (and usually three times more complex).
The same is true for the Simple objective. Thus, even if the objec-
tive is reached because the problem is simple enough, a price will
still be paid in the form of poor representation.

The reason for this representational inefficiency is that objective-
based search by its nature encourages a piecewise solution because
it rewards small changes in parts of the solution that increase its
resemblance to the objective, as can be seen in the unhealthy (yet
successful) progression in figure 7. Each such small change re-
quires adding a small amount of new structure to the representation
to capture that piece. The result is a hodgepodge of functions that
produce the correct pattern but in an inefficient way, which is why it
takes thousands of generations to do what should take only a dozen.

gen 39 gen 60 gen 128 gen 590

gen 2,201 gen 2,492 gen 3,429 gen 29,193

Figure 7: Evolving to an objective. The depicted sequence shows signif-
icant stepping stones reached by following the fitness gradient toward the
Eye objective in figure 4c. Contrasting these stepping stones with those
from the original discovery (figure 6) shows why resemblance to the target
is not the right heuristic for identifying stepping stones for this problem.

The kind of holistic optimization that would have been ideal is im-
possible when the stepping stones that optimize the global structure
do not resemble the final objective, as in figure 6.

In the short run, while we are only interested in immediate solu-
tions to simple problems, this representational pathology may not
matter, but in the long run, when we may want evolution to continue
indefinitely or to build upon its past results, it will ultimately ob-
struct progress in the field. For that reason, the pathological effect
of objectives on representation even when search succeeds, which
has received little attention, merits significant further study. Many
positive reported results may be unwittingly subject to this pathol-
ogy, which is only uncovered in this study because the objectives
were already evolved under different conditions.

This last point leads to a final important insight: How something
is evolved matters. The mode of evolution impacts both the search
and the representation, even when successful. Yet almost all our
experiments are objectively driven. While the study in this paper
focuses on images, the same principles apply to more practical do-
mains as well, such as evolving controllers. For example, how do
we know that the most natural stepping stones to a pole-balancing
robot (which is a common benchmark [10,24]) are actually increas-
ingly better at balancing a pole? In fact, the objective paradigm is
so dominant that even considering the alternatives appears poten-
tially radical. Yet we should not forget that the ultimate inspiration
for our field is in nature, where evolution produced such marvels as
photosynthesis, the flight of birds, and the human brain. Yet none
of these discoveries were set as a priori objectives for the search.
Instead, they are serendipitous discoveries on the road to nowhere
in particular. Picbreeder [21, 22] is similar; while its users stop at
serendipitous waypoints on the road ahead, the system as a whole
has no overriding purpose against which it is measured.2 Is it a co-
incidence that its representations are so compact and its discoveries
so rapid? Novelty search [14, 15] is another example of a search
process without an explicit a priori objective. Thus interactive evo-
lutionary processes like Picbreeder and non-objective automated
algorithms like novelty search emerge as possible alternatives to
the current objective-driven paradigm that are deserving of further

2It is also interesting to note that users that come to Picbreeder
with specific a priori objectives in mind often find the system frus-
trating [21]. Trying to re-evolve the skull from scratch (even as
a human), which is virtually impossible, illustrates why discover-
ies on Picbreeder cannot simply be attributed to an uncanny (e.g.
human) objective understanding of the search space.
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investigation. In light of the results in this study, it is important to
begin asking whether EC is inadvertently distorting a critical aspect
of its original inspiration and thereby losing an essential ingredient:
Nature has no final objective.

To conclude the discussion, while the discovery of e.g. the Skull
could be dismissed by noting that NEAT only discovered it once
but has shown no propensity to produce the same result again, per-
haps our usual meaning of "result" is misguided. Perhaps the result
in Picbreeder is not an individual image, or even a set of specific
images, but rather the fact that it consistently produces interesting
images in general (figure 1). We could dismiss the skull, but should
we dismiss the skull, the car, the dolphin, the snake, the faces, the
butterflies, the apple, the octopus, the insect, the pig, the planets,
the tiger, the sunset, the candle, the eye, the penguin, etc. [21]? At
what point do we accept that an EA is valuable not for its ability
to produce a particular artifact that we want, but rather to consis-
tently produce artifacts in general? In other words, is the traditional
approach to evaluating evolutionary algorithms based on their abil-
ity to consistently achieve a particular objective flawed? After all,
nature, the original inspiration for our field, has never discovered
the very same organism in different lineages, yet its profusion of
unparalleled discoveries remains no less potent as a clue to what
is possible. What service then do we do to our understanding of
evolutionary algorithms by judging them for their ability to repeat
the same trick many times over? Is that really evolution’s greatest
trick, or is it a distraction from the real engine of evolution, which
is creative discovery? Once, after all, is enough for nature.

7. CONCLUSIONS
The aim of this paper was to provide a unique perspective on

both the downside of objectives and the cost to our field of judging
EAs only for their ability to repeat the same achievement multiple
times. While evolving without an objective is presently uncommon,
such an approach allows fundamental principles (such as bilateral
symmetry) to be discovered that may serve as stepping stones to
interesting areas in the search space, which often could not have
been reached by following a similarity metric. Experience with
Picbreeder demonstrates the power of serendipitous discovery and
highlights the importance of rewarding stepping stones for what
they contribute in their own right. In this context, it may make
more sense to judge EAs on their ability to produce a diversity of
discoveries rather than on the probability of reaching the same ob-
jective over and over again. Perhaps then we may someday at-
tain the unrealized potential of evolutionary algorithms to rival the
achievements of nature.
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