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ABSTRACT
A new Multi-Objective Evolutionary Algorithm (MOEA)
based on Differential Evolution (DE), i.e., Indicator-Based
DE (IBDE) is proposed. IBDE employs a strategy of DE
for generating a series of offspring. In order to evaluate the
quality of each individual in the population, IBDE uses the
exclusive hypervolume as an indicator function. A fast al-
gorithm called Incremental Hypervolume by Slicing Objec-
tives (IHSO) has been reported for calculating the exclusive
hypervolume. However, the computational time spent by
IHSO increases exponentially with the number of objectives
and considered individuals. Therefore, an exclusive hyper-
volume approximation, in which IHSO can be also used ef-
fectively, is proposed. Furthermore, it is proven that the pro-
posed exclusive hypervolume approximation gives an upper
bound of the accurate exclusive hypervolume. The proce-
dure of IHSO is parallelized by using the multiple threads
of the Java language. By using the parallelized IHSO, not
only the exclusive hypervolume but also the exclusive hy-
pervolume approximation can be calculated concurrently on
a multi-core processor. By the results of numerical experi-
ments and statistical tests conducted on test problems, the
usefulness of the proposed approach is demonstrated.

Categories and Subject Descriptors
I.2.8 [Problem Solving, Control Methods, and Search]:
Heuristic methods; G.1.6 [Optimization]: Global optimiza-
tion; D.2 [Software]: Software Engineering

General Terms
Algorithms

Keywords
Differential evolution, multi-objective optimization, hyper-
volume approximation, parallelization

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
GECCO’11, July 12–16, 2011, Dublin, Ireland.
Copyright 2011 ACM 978-1-4503-0557-0/11/07 ...$10.00.

1. INTRODUCTION
Differential Evolution (DE) is a relatively recent Evolu-

tionary Algorithm (EA) proposed by R. Storn and K. Price
[22], which was designed to solve single-objective optimiza-
tion problems over continuous decision spaces. DE is a sim-
ple yet powerful algorithm that outperforms typical EAs
such as Genetic Algorithm (GA), Evolutionary Strategy (ES)
and Particle Swarm Optimization (PSO) on many single-
objective optimization problems [22, 21]. Therefore, DE has
been used for numerous real-world applications [21].

For trying to translate its good properties exhibited in the
single-objective optimization problem to the multi-objective
case, DE has been adapted to solve multi-objective opti-
mization problems in several ways. In the early approaches
[21], only the concept of Pareto dominance was used for the
survival selection in which an offspring was selected only
if it weakly dominated its parent. Many subsequent ap-
proaches such as NSDE [15], GDE2 [18], GDE3 [19] and
NSDE-DCS [16] used the non-dominated sorting and/or the
crowding distance metric in their survival selections. Re-
cently, the survival selections used by three state-of-the-art
Multi-Objective EAs (MOEAs) were introduced individu-
ally into DE [26]. Then, from the results of numerical ex-
periments and statistical tests, it was shown that the three
DE-based MOEAs outperformed their counterparts, or the
basic MOEAs, on the majority of examined test problems.

Pareto dominance-based MOEAs usually work very well
on two-objective optimization problems. However, the search
ability of those MOEAs decreases as the number of objec-
tives increases [14, 20]. Therefore, Pareto dominance-based
MOEAs cannot be applied effectively to many-objective op-
timization problems that have more than four objectives. A
promising approach for solving many-objective optimization
problems is a class of Indicator-based EAs (IBEAs) that use
an indicator function to measure the quality of each indi-
vidual in the current population [29, 27]. The hypervolume
is the only indictor known to be strictly monotonic with re-
spect to Pareto dominance and thereby guaranteeing that
the Pareto-optimal front achieves the maximum hypervol-
ume possible, while any worse set will be assigned a worse
indicator value. The hypervolume was originally proposed
to quantitatively compare the outcomes of different MOEAs
[30]. Several IBEAs that employ the hypervolume as the in-
dicator function have been proposed [10, 7], but their main
drawback is the extreme overhead for the hypervolume cal-
culation. Even though dexterous algorithms for calculating
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the hypervolume have been reported [28, 12], their com-
putational times increase exponentially with the number of
objectives. Furthermore, it is expected that no polynomial
algorithm exists for the problem of computing the hyper-
volume [5]. Therefore, several hypervolume approximations
have been proposed. There are polynomial estimation algo-
rithms for approximating the hypervolume based on Monte
Carlo sampling [6, 1]. Besides, an achievement function with
uniformly distributed weight vectors is proposed for approxi-
mating the hypervolume [17]. However, the accuracy of their
estimations has a trade-off relationship with the computa-
tional time determined by their control parameters, namely
the number of sampling points and weight vectors.

In this paper, a new DE-based MOEA named Indicator-
Based DE (IBDE) is proposed. IBDE employs a strategy
of DE for generating a series of offspring. After that, com-
paring each offspring with its parent based on Pareto dom-
inance, IBDE selects either or both of the two individuals
for the member of a tentative population. For selecting the
member of the next population from the tentative popu-
lation, IBDE uses the non-dominated sorting as a ranking
criterion. Furthermore, for selecting some members from
a part of the tentative population classified into the same
rank, the exclusive hypervolume that is defined by a differ-
ence between two hypervolumes is used as an indicator func-
tion. A fast algorithm called Incremental Hypervolume by
Slicing Objectives (IHSO) has been reported for calculating
the exclusive hypervolume directly [3]. However, the com-
putational time spent by IHSO also increases exponentially
with the number of objectives and considered individuals.
Therefore, an exclusive hypervolume approximation is pro-
posed. Furthermore, it is proven that the exclusive hyper-
volume approximation gives an upper bound of the accurate
exclusive hypervolume. By using the exclusive hypervolume
approximation as the indicator function of IBDE, an iter-
ative selection scheme becomes realistically applicable for
choosing the member of the next population from a part of
the tentative population classified into the same rank.

Recently, multi-core processors, which have more than
one Central Processing Unit (CPU), have been introduced
widely into personal computers. Therefore, in order to uti-
lize the additional CPUs to execute costly application pro-
grams, concurrent implementations of them have been paid
attention to [4]. Because EAs including DE maintain a
lot of individuals manipulated competitively in the popu-
lation, EAs have a parallel and distributed nature intrin-
sically. Consequently, some concurrent implementations of
EAs have been reported for multi-core processors [25, 23].
In the program of IBDE, the procedure of IHSO is paral-
lelized based on the multiple threads provided by the Java
language. By using the parallelized IHSO, not only the ex-
clusive hypervolume but also the proposed exclusive hyper-
volume approximation can be calculated concurrently on a
personal computer equipped with a multi-core processor.

The rest of this paper is organized as follows. Section 2
describes a classic DE and a basic strategy of DE. Section
3 proposes the exclusive hypervolume approximation and
IBDE. Section 4 describes how the calculation of IHSO can
be parallelized for multi-core processors. Section 5 reports
some numerical experiments to demonstrate the proposed
approach. The results of numerical experiments are also
verified by using statistical tests. Section 6 concludes this
paper and discusses some possibilities for future work.

2. DIFFERENTIAL EVOLUTION (DE)

2.1 Representation
As we have mentioned earlier, DE [22] is used to solve the

single-objective optimization problem formulated as"
minimize f(x) = f(x1, · · · , xD)

sub. to xj ≤ xj ≤ xj , j = 1, · · · , D.
(1)

Candidate solutions of (1) are called individuals. Besides,
DE holds NP individuals in the population for each genera-
tion G. Therefore, as well as conventional real-coded GAs,
the i-th individual xG

i (i = 1, · · · , NP ) included in the pop-
ulation of the generation G is represented as

xG
i = (xG

1,i, · · · , xG
j,i, · · · , xG

D,i) (2)

where, xG
j,i ∈ IR and xj ≤ xG

j,i ≤ xj (j = 1, · · · , D).

2.2 Strategy of DE
Differential mutation is a unique genetic operator of DE.

Furthermore, a series of three genetic operators, namely re-
production selection, differential mutation and crossover, is
used to generate offspring. The series of three genetic oper-
ators is called the strategy [22]. Even though various strate-
gies have been proposed for DE [21, 11], a basic strategy
named“DE/rand/1/bin” is described and used in this paper.
That is because the basic strategy is powerful enough for
solving real-world applications [21] and employed by some
DE-based MOEAs such as GDE3 [19].

For each individual xG
i (i = 1, · · · , NP ) in the population,

which is also called the target vector, three different individ-
uals, say xr1, xr2 and xr3 (i �= r1 �= r2 �= r3), are selected
randomly from the current population. Then a new individ-
ual uG

i = (uG
1,i, · · · , uG

j,i, · · · , uG
D,i), which is also called the

trial vector, is generated from the above four individuals by
using the differential mutation and the crossover. In case of
“DE/rand/1/bin”, the procedure is described as2

66666664

for (j = 1; j ≤ D; j = j + 1) {
if (rand[0, 1] < CR ∨ j = jr) {

uG
j,i = xG

j,r1 + SF (xG
j,r2 − xG

j,r3);
} else {

uG
j,i = xG

j,i;
}

}

(3)

where, rand[0, 1] is the random number generator that re-
turns a uniformly distributed random number from within
the range between 0 and 1. jr ∈ [1, D] is a randomly cho-
sen index, which ensures that the trial vector uG

i differs from
the target vector xG

i at least one element. The scale factor
SF ∈ (0, 1+] and the crossover rate CR ∈ [0, 1] are control
parameters specified by the user in advance.

If an element uG
j,i comes out of the range [xj , xj ] as a

result of the procedure in (3), it is returned as follows:

uG
j,i =

(
xG

j,r1 + rand[0, 1] (xj − xG
j,r1) iff uG

j,i < xj ,

xG
j,r1 + rand[0, 1] (xj − xG

j,r1) iff uG
j,i > xj .

(4)

2.3 Procedure of DE
The procedure of the classic DE [22] can be described as

follows. Since the classic DE is based on the generational
model, two populations, namely the old one xG

i ∈ PG and
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the new one xG+1
i ∈ PG+1, are used. For the stopping condi-

tion, the maximum number of generations Gmax is specified.

[Classic DE]

Step 1 Randomly generate NP individuals xG
i ∈ PG as an

initial population. Set the generation G = 0.

Step 2 If G = Gmax holds, output the best individual of
the current population PG and terminate.

Step 3 For each individual xG
i ∈ PG (i = 1, · · · , NP ),

execute everything from Step 3.1 to Step 3.2.

Step 3.1 Generate the trial vector uG
i by (3) and (4).

Step 3.2 If f(uG
i ) ≤ f(xG

i ) holds then add uG
i to PG+1 as

xG+1
i = uG

i , otherwise xG+1
i = xG

i .

Step 4 Replace the old population xG
i ∈ PG by the new

one xG+1
i ∈ PG+1 as xG

i = xG+1
i (i = 1, · · · , NP ).

Step 5 Set generation G = G + 1 and return to Step 2.

3. PROPOSED APPROACH

3.1 Problem and Definitions
Multi-objective optimization problems can be stated as"

minimize F (x) = (f1(x), · · · , fM (x))

sub. to xj ≤ xj ≤ xj , j = 1, · · · , D.
(5)

The decision space Ω ⊆ IRD is defined as a set of the
solutions x ∈ IRD that satisfy the boundary condition in (5).
F : Ω → IRM consists of M real-valued objective functions
and IRM is called the objective space. Let x, z ∈ Ω, x
is said to dominate z if and only if fm(x) ≤ fm(z) for
every m ∈ {1, · · · , M} and fn(x) < fn(z) for at least one
index n ∈ {1, · · · , M}. On the other hand, x is said to
weakly dominate z if and only if fm(x) ≤ fm(z) for every
m ∈ {1, · · · , M}. A solution x� ∈ Ω is Pareto optimal to
(5) if there is no solution x ∈ Ω that dominates x�.

A set of all the Pareto optimal solutions x� ∈ Θ ⊆ Ω
is called the Pareto-optimal set. Besides, the Pareto front
F (Θ) ⊆ IRM is defined as F (Θ) = {F (x) | x ∈ Θ}. The
approximation set Φ ⊆ Ω is a set of non-dominated solutions
of a limited number. In other words, every x ∈ Φ is not
dominated by any other z ∈ Φ. The approximation front
F (Φ) ⊆ IRM is also defined as F (Φ) = {F (x) | x ∈ Φ}.
The purpose of MOEAs is to find an approximation set Φ
that approximates the Pareto-optimal set Θ fairly well.

Let B(x, r) ⊆ IRM be a rectangular region shaped by
F (x) ∈ IRM (x ∈ Φ) and a reference point r ∈ IRM . Fur-
thermore, a region B(Φ, r) is composed as follows:

B(Φ, r) =
[

x∈Φ

B(x, r) (6)

Now, the hypervolume H(Φ, r), which is used to measure
the quality of an approximation set Φ, is defined as

H(Φ, r) = vol(B(Φ, r)) (7)

where, vol(B) ∈ IR denotes the volume of a region B ⊆ IRM .

3.2 Indicator-Based DE
The procedure of the proposed IBDE is described as fol-

lows. Besides the old xG
i ∈ PG and the new xG+1

i ∈ PG+1

populations, a tentative population zG
i ∈ QG is used.

[IBDE]

Step 1 Randomly generate NP individuals xG
i ∈ PG as an

initial population. Set the generation G = 0.

Step 2 If G = Gmax holds, output the set of non-dominated
individuals Φ ⊆ PG with 1st rank and terminate.

Step 3 For each individual xG
i ∈ PG (i = 1, · · · , NP ),

execute everything from Step 3.1 to Step 3.3.

Step 3.1 Generate the trial vector uG
i by (3) and (4).

Step 3.2 If uG
i weakly dominates xG

i then add uG
i to QG

as zG
i = uG

i , otherwise zG
i = xG

i .

Step 3.3 If zG
i �= uG

i in Step 3.2 and xG
i does not dominate

uG
i then add uG

i to QG as zG
q = uG

i (q > NP ).

Step 4 By using the non-dominated sorting contrived orig-
inally for NSGA-II [8], give a rank to each zG

i ∈ QG.

Step 5 Select xG+1
i ∈ PG+1 (i = 1, · · · , NP ) from zG

i ∈
QG in the increasing order of the rank.

Step 6 If some xG+1
i ∈ PG+1 have to be selected from Φ ⊆

QG, or from a set of non-dominated solutions with
the same rank, evaluate an indicator function for each
zG

i ∈ Φ. Eliminate extra zG
i from Φ based on the

indicator function. Then add the rest of Φ to PG+1.

Step 7 Replace the old population xG
i ∈ PG by the new

one xG+1
i ∈ PG+1 as xG

i = xG+1
i (i = 1, · · · , NP ).

Step 8 Set generation G = G + 1 and return to Step 2.

Because some individuals are discarded in Step 3.2, the
size of the tentative population is limited to

NP ≤ |QG| ≤ 2 NP (8)

In Step 6 of IBDE, for each objective function, the indi-
viduals zG

i ∈ Φ with the smallest function values fm(zG
i ) in

Φ are assigned an infinite indicator function value.

3.3 Selection Scheme of IBDE
In Step 6 of the above IBDE, the exclusive hypervolume

[3] can be used as an indicator function. The exclusive hy-
pervolume is defined for each solution x ∈ Φ of (5) as

EH(x, Φ, r) = H(Φ, r) − H(Φ \ x, r) (9)

The exclusive hypervolume EH(x, Φ, r) denotes how much
additional hypervolume we get by adding x to Φ.

There are the following two schemes for eliminating k ex-
tra individuals from Φ based on the indicator function.

One shot: Evaluate the indicator function for each zG
i ∈ Φ.

Then eliminate k worst individuals from Φ.

Iterative: Repeat the following procedures k times.

1. Evaluate the indicator function for each zG
i ∈ Φ.

2. Eliminate the worst individual zG
i from Φ.
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The good result can be expected by using the iterative
approach [2]. That is because the contribution of a solution
x ∈ Φ to H(Φ, r) may be changed if another one z ∈ Φ
is eliminated from Φ. However, even though a dexterous
algorithm called IHSO [3] has been reported for calculat-
ing the exclusive hypervolume directly, the computational
time spent by IHSO increases exponentially with M and |Φ|.
Therefore, the iterative selection is not realistic for IBDE if
the exclusive hypervolume is used as the indicator function.

As an alternative indicator function used by IBDE, we
propose the exclusive hypervolume approximation as

EH2(x, Φ, r) = min
z∈Φ\x

{ EH(x, {x, z}, r) } (10)

The exclusive hypervolume approximation in (10) also
uses IHSO for calculating EH(x, {x, z}, r). Even though
IHSO has to be executed |Φ|−1 times, it is expected that the
computational time is reduced drastically. That is because
only two individuals are considered by IHSO at a time. Fur-
thermore, the proposed exclusive hypervolume approxima-
tion in (10) gives an upper bound of the accurate exclusive
hypervolume in (9) as shown in the following theorem.

Theorem 1. Let Φ be an approximation set of (5) and
x ∈ Φ. Furthermore, r ∈ IRM is a reference point, then

EH2(x, Φ, r) ≥ EH(x, Φ, r)

Proof. See appendix.

Now we present the following three variants of the pro-
posed IBDE that differ in their selection schemes:

IBDE: In Step 6 of IBDE, the one shot selection scheme is
used with the exclusive hypervolume.

IBDE2: In Step 6 of IBDE, the one shot selection is used
with the exclusive hypervolume approximation.

IBDE2R: In Step 6 of IBDE, the iterative selection is used
with the exclusive hypervolume approximation.

4. PARALLELIZATION OF IHSO
Multi-core processors, which have more than one Central

Processing Unit (CPU), have been introduced widely into
personal computers. Therefore, in order to utilize the ad-
ditional CPUs to calculate EH(zG

i , Φ, r) (i = 1, · · · , |Φ|)
iteratively, a concurrent program of IHSO is developed. The
concurrent program of IHSO, which is called the parallelized
IHSO, can be modified easily for EH2(zG

i , Φ, r).
A program is said to be concurrent if it can support two or

more tasks in process at the same time [4]. The concurrent
program performs multiple tasks in parallel if it is executed
on a multi-core processor. Therefore, it can be expected
that the execution time of an algorithm is reduced by using
the concurrent program on the multi-core processor.

The parallelized IHSO is designed in accordance with the
master and slave mode. Then the parallelized IHSO is coded
by the Java language, which is a very popular language sup-
porting multiple threads. The main program of the paral-
lelized IHSO, which corresponds to the master, evokes NT

(NT ≥ 1) threads at a time. Each thread corresponds to a
slave and calculates EH(zG

i , Φ, r) for a specified zG
i ∈ Φ.

The set of individuals Φ has been stored in a common mem-
ory shared among all CPUs. Then NT threads or less are
executed in parallel by using several CPUs. However, we

cannot control the distribution of threads to CPUs. Fur-
thermore, the computational time of each EH(zG

i , Φ, r) is
not uniform. Therefore, in the proposed parallelized IHSO,
the tasks for calculating EH(zG

i , Φ, r) (i = 1, · · · , |Φ|) are
assigned dynamically to the threads. The pseudocode of the
parallelized IHSO can be described as follows:2

666664

// Master part
for all n in parallel do {

for (n = 0; n < NT ; n + +) {
Thread(n);

}
}2

6666666664

// Slave part
Thread(n) {

i = GetIndex();
while (i < |Φ|) {

Calculate EH(zG
i , Φ, r) by IHSO;

i = GetIndex();
}

}
Each Thread(n) is assigned to one thread and gets a series

of the individuals’ indexes dynamically. GetIndex() denotes
an exclusive function that returns an unique index of zG

i ∈ Φ
at a time in ascending order such as i = 0, 1, 2, · · · .

5. EXPERIMENTS

5.1 Test Problems
In order to assess the performance of the proposed ap-

proach, four scalable test problems, namely DTLZ1, DTLZ2,
DTLZ3 and DTLZ4 [9], are employed. By using the scalable
test problems, we can define the multi-objective problem
with any number of decision variables and objectives.

Furthermore, in order to measure the optimality of a so-
lution x ∈ Ω for the above test problems, Convergence Mea-
sure (CM) is defined. CM gives the distance between a so-
lution x ∈ Ω and the nearest x� ∈ Θ. Therefore, the smaller
CM is, the higher the solution’s quality is. For every Pareto
optimal one x� ∈ Θ, CM(x�) = 0 holds.

First of all, CM of DTLZ1 is given as follows:

CM(x) = |
MX

m=1

fm(x) − 0.5| (11)

Next, CM of DTLZ2 ∼ 4 is given as follows:

CM(x) = |
MX

m=1

fm(x)2 − 1| (12)

Every program is coded by the Java language and ex-
ecuted on a personal computer equipped with a multi-core
processor (CPU: Intel� CoreTMi7 @3.33[GHz]; OS: Microsoft
Windows XP). The multi-core processor has four cores that
can respectively manipulate two threads at the same time.

5.2 Comparison of EH and EH2
The sequence of the individuals sorted by using the ex-

clusive hypervolume approximation EH2 was compared to
that sorted by using the exclusive hypervolume EH . First
of all, 100 Pareto-optimal solutions x� ∈ Θ of DTLZ1 were
generated randomly. Then the 100 solutions were sorted re-
spectively by using EH2 and EH . Figure 1 plots out the
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Figure 1: Solutions of DTLZ1 (M = 5)
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Figure 2: Solutions of DTLZ2 (M = 5)

two sequences of the 100 solutions x� ∈ Θ of DTLZ1 with
M = 5 objectives averaged 10 runs. Similarly, EH2 is com-
pared with EH on DTLZ2. Figure 2 also plots out the two
sequences of the 100 solutions x� ∈ Θ of DTLZ2 with M = 5
averaged 10 runs. From the results of several numerical ex-
periments conducted on DTLZ1 and DTLZ2, a clear linear
relation can be observed between the two sequences of the
solutions x� ∈ Θ sorted by using EH2 and EH regardless
of the kind of problems or the number of objectives.

By using a non-parametric statistical test called Spear-
man’s rank correlation coefficient, the results of the above
numerical experiments were verified. Table 1 summarizes
the result of the non-parametric statistical test, namely Pear-
son’s correlation coefficient (γ) between the two sequences of
the solutions sorted respectively by EH2 and EH , t-static
(t) and the risk (α) that is the probability to reject the null
hypothesis when it is true. Symbol “
” means that the risk
α is less than 0.01. From the result in Table 1, the corre-
lation between the two sequence was confirmed. Therefore,
we can say that there is not a significant difference between
two evaluations of solutions based on EH2 and EH .

Next, the hypervolume of a set of solutions Φ ⊆ Θ selected
by using EH2 was compared to that of Φ selected by using
EH . First of all, 200 Pareto-optimal solutions x� ∈ Θ of
DTLZ1 were generated randomly. Then the top 100 solu-
tions x� ∈ Φ ⊆ Θ were selected from Θ by using EH2 and
EH . Similarly, the top 100 solutions were selected from 200
Pareto-optimal solutions x� ∈ Φ ⊆ Θ of DTLZ2 by using
EH2 and EH . Table 2 shows the values of H(Φ, r) aver-

Table 1: Statistical test of correlation
problem DTLZ1 DTLZ2

M 2 5 2 5

γ 0.988 0.916 0.989 0.976
t 65.17 22.72 68.14 44.94
α 
 
 
 


Table 2: Hypervolume
problem DTLZ1 DTLZ2

M 2 5 2 5

EH 1.245 1.243 1.487 1.487
EH2 1.245 1.237 1.487 1.486

Table 3: Computational times of EH and EH2
(a) DTLZ1 (M = 2) [ms]

NT 1 2 4 8

EH 16 16 12 10
EH2 40 28 19 18

(b) DTLZ1 (M = 5) [ms]
NT 1 2 4 8

EH 1921 1121 806 699
EH2 128 78 62 53

aged 10 runs for the two test problems. From the result
in Table 2, we can say that there is not so much difference
between the hypervolumes brought by EH2 and EH .

Finally, the computational time for calculating EH2 was
compared to that of EH . Table 3 shows the computational
times for sorting the above 200 Pareto-optimal solutions
x� ∈ Θ of DTLZ1 based on EH2 and EH . Both EH2
and EH are calculated by using the parallelized IHSO with
NT threads. In case of M = 2 objectives, the computational
times of EH are little shorter than those of EH2. Besides,
the effect of the parallelization cannot be confirmed so much.
On the other hand, in case of M = 5 objectives, the compu-
tational times of EH2 are much shorter than those of EH .
Furthermore, the computational times of EH and EH2 are
reduced obviously as the number of threads is increased.

5.3 Comparison of MOEAs
Besides the proposed three variants of IBDE, namely IBDE,

IBDE2 and IBDE2R, GDE3 [19] was also applied to the
above four test problems. GDE3 is a remarkable DE-based
MOEA. The performance of DE has been evaluated through
various test problems [19, 20]. Incidentally, GDE3 has been
applied to a real-world application [24]. GDE3 is similar
to the proposed IBDE except that GDE uses the crowd-
ing distance instead of the indicator function. For each
of the four test problems, the objectives and decision vari-
ables were specified respectively as (M, D) = (2, 7) and
(M, D) = (5, 10). The same control parameters were used
for every MOEA: SF = 0.5, CR = 0.5, NP = 100 and
Gmax = 300. That is because we have interest in the influ-
ence of the selection schemes. However, for two hard prob-
lems, i.e., DTLZ1 and DTLZ3 with (M, D) = (5, 10), the
maximum generation was set as Gmax = 400. Then each
MOEA was applied to each test problem 10 times.

Table 4 shows the result of the numerical experiment,
namely the computational time ([ms]) evaluated by using
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Table 4: Comparison of MOEAs
(a) DTLZ1 (M = 2, D = 7)

MOEA [ms] H CM FR

GDE3 329 1.250 0.000 1.001
IBDE 532 1.250 0.000 1.000
IBDE2 729 1.250 0.000 1.000

IBDE2R 8115 1.250 0.000 1.000

(b) DTLZ2 (M = 2, D = 7)
MOEA [ms] H CM FR

GDE3 386 1.500 0.000 2.000
IBDE 772 1.500 0.000 2.000
IBDE2 1673 1.500 0.000 2.000

IBDE2R 51164 1.500 0.000 2.000

(c) DTLZ3 (M = 2, D = 7)
MOEA [ms] H CM FR

GDE3 324 1.500 0.001 2.001
IBDE 509 1.500 0.002 2.002
IBDE2 611 1.501 0.003 2.003

IBDE2R 4161 1.500 0.001 2.001

(d) DTLZ4 (M = 2, D = 7)
MOEA [ms] H CM FR

GDE3 390 1.500 0.000 2.000
IBDE 779 1.500 0.000 2.000
IBDE2 1682 1.500 0.000 2.000

IBDE2R 51022 1.500 0.000 2.000

(e) DTLZ1 (M = 5, D = 10)
MOEA [ms] H CM FR

GDE3 759 1.258 8.032 124.7
IBDE 968414 1.256 0.009 2.374
IBDE2 8857 1.234 0.008 1.766

IBDE2R 339893 1.251 0.002 1.575

(f) DTLZ2 (M = 5, D = 10)
MOEA [ms] H CM FR

GDE3 657 1.518 0.010 5.117
IBDE 1096102 1.504 0.013 4.997
IBDE2 9440 1.509 0.023 4.950

IBDE2R 485690 1.500 0.000 5.000

(g) DTLZ3 (M = 5, D = 10)
MOEA [ms] H CM FR

GDE3 757 — 8772. 1017.
IBDE 700648 1.519 0.015 4.983
IBDE2 7956 1.510 0.022 4.949

IBDE2R 259456 1.533 0.003 5.066

(h) DTLZ4 (M = 5, D = 10)
MOEA [ms] H CM FR

GDE3 704 1.500 0.000 4.703
IBDE 656511 1.500 0.013 4.894
IBDE2 9136 1.494 0.018 4.890

IBDE2R 453100 1.500 0.000 4.999

Table 5: Example of ANOVA about CM
(a) DTLZ1 (M = 2, D = 7)

factor φ V F P α
MOEA 3 2.78E − 8 0.929 0.436
error 36 2.99E − 8

(b) DTLZ1 (M = 5, D = 10)
factor φ V F P α
MOEA 3 161.021 6.142 0.001 

error 36 26.213

Table 6: Summary of multiple comparison test
M = 5 GDE3 IBDE IBDE2 IBDE2R
DTLZ1 
 
 

DTLZ2 

DTLZ3 
 
 

DTLZ4 
 


Table 7: Computational times of MOEAs
(a) DTLZ3 (M = 2, D = 7) [ms]

NT 1 2 4 8

IBDE 531 468 481 509
IBDE2 884 668 618 611

IBDE2R 5534 3893 3693 4161

(b) DTLZ3 (M = 5, D = 10) [ms]
NT 1 2 4 8

IBDE 1655125 1025675 736606 700648
IBDE2 17153 10559 8931 7956

IBDE2R 554415 313015 276334 259456

NT = 8 threads except GDE3, the hypervolume (H), CM
defined by (11) and (12), and Function Range (FR). FR is
used to evaluate the diversity of x ∈ Φ and defined as

FR(x) =
MX

m=1

[max
x∈Φ

{fm(x)} − min
x∈Φ

{fm(x)}] (13)

From the results in Table 4, in case of M = 2 objec-
tives, there is not so much difference among the perfor-
mances of MOEAs except the computational time. GDE3
is the fastest. IBDE2R spends the longest computational
time among four MOEAs. On the other hand, in case of
M = 5 objectives, the performances of MOEAs differ from
each other depending on the test problems. Approximate
fronts achieved by GDE3 have not converged to the Pareto
fronts of DTLZ1 and DTLZ3 because the values of CM are
large. Besides, we cannot evaluate the value of H(φ, r) for
the solutions x ∈ Φ of DTLZ3 obtained by GDE3. That
is because some solutions x ∈ Φ have exceeded a specified
reference point r = (2, · · · , 2) ∈ IRM . The performance of
IBDE2R is the most excellent in all test problems except
for the computational time. Furthermore, IBDE2R is faster
than IBDE. In case of M = 5 objectives, IBDE spends the
longest computational time among the four MOEAs.

The behavior of MOEA is always probabilistic. However,
the run times of each MOEA have been limited in the above
numerical experiments. Therefore, the results of the numer-
ical experiments were verified statistically by using Analysis
of Variance (ANOVA) [13]. The kind of MOEAs was se-
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lected as the factor. Consequently, the factor has four lev-
els: GDE3, IBDE, IBDE2 and IBDE2R. By using ANOVA,
the effect of the factor on the value of CM was evaluated
through the eight test problems in Table 4. Table 5 shows
two typical examples of ANOVA. In Table 5, degree of free-
dom (φ), variance (V), F -value, P -value and the risk (α) are
listed. In case of DTLZ1 with M = 2 objectives, the differ-
ence of MOEAs doesn’t have any effect on CM . However,
in case of M = 5 objectives, it can be confirmed that the
value of CM depends on the kind of MOEAs.

By using ANOVA, it could be verified that the difference
of MOEAs influenced the value of CM in every test prob-
lem with M = 5 objectives. Therefore, in order to specify
the most suitable MOEA for each test problem, the multi-
ple comparison tests [13] were applied. Table 6 summarizes
the results of the multiple comparison tests. For each of the
test problems, symbol “
”denotes the best MOEA with the
risk less than 0.01. For example, in order to minimize CM
of DTLZ1, the three variants of IBDE are more effective
than GDE3. However, there is not a significant difference
among the values of CM achieved by the three variants of
IBDE. From the result of Table 6, IBDE2R is the most ex-
cellent at the value of CM in every test problem with M = 5
objectives. Even though the results of the statistical tests
about H and FR are omitted for the restriction of pages, we
have confirmed that IBDE2R is the most excellent at every
criterion except the computational time.

Finally, the computational times of three variants of IBDE
were evaluated through the eight test problems in Table 4.
Table 7 shows two typical examples of the experimental re-
sults. In case of M = 2 objectives, the effect of the paral-
lelized IHSO is small. However, in case of M = 5 objectives,
the computational times of the three variants of IBDE de-
creased with the increase of the number of threads.

6. CONCLUSIONS
This paper proposed an indicator-based DE (IBDE). As

an indicator function of IBDE, an exclusive hypervolume ap-
proximation (EH2) was also proposed. The proposed EH2
gave an upper bound of the exclusive hypervolume (EH).
From the results of numerical experiments and statistical
tests conducted on test problems, it was confirmed that there
was not a significant difference between two evaluations of
solutions based on EH and EH2. Besides, there was not so
much difference between the performances of two variants of
IBDE using EH and EH2 respectively except their compu-
tational times. Comparing EH2 with EH , an advantage of
EH2 was a short computational time for the approximation
set x ∈ Φ with many objectives. The short computational
time of EH2 enabled IBDE to employ the iterative selection
scheme. By using the iterative selection with EH2, IBDE2R
outperformed the other two variants of IBDE and GDE3 in
the quality of the obtained approximation set Φ.

In our future works, we would like to apply the proposed
IBDE2R to solve effectively the real-world application [24]
formulated as a many-objective optimization problem.
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APPENDIX

A. PROOF OF THEOREM 1

Proof. Let Φ be an approximation set of the problem in
(5) and x, z ∈ Φ. According to (9), it holds:

EH(x, {x, z}, r) = H({x, z}, r) − H({z}, r)

= vol(B({x, z}, r)) − vol(B({z}, r))
(14)

By dividing {x, z} into two groups:

B({x, z}, r) = B({x}, r) ∪ B({z}, r) ⊇ B({z}, r) (15)

From (15), (14) can be rewritten as

EH(x, {x, z}, r) = H({x, z}, r) − H({z}, r)

= vol(B({x, z}, r) − B({z}, r))

= vol(B({x}, r) − B({x}, r) ∩ B({z}, r))

(16)

According to (9), it holds:

EH(x, Φ, r) = H(Φ, r) − H(Φ \ x, r)

= vol(B(Φ, r)) − vol(B(Φ \ x, r))
(17)

By dividing Φ into two groups:

B(Φ, r) = B(Φ \ x, r) ∪ B({x}, r) ⊇ B(Φ \ x, r) (18)

From (18), (17) can be rewitten as

EH(x, Φ, r) = vol(B(Φ, r) − B(Φ \ x, r))

= vol(B({x}, r) ∪ B({z}, r) ∪ B(Φ \ {x, z}, r)

−B({z}, r) ∪ B(Φ \ {x, z}, r))

= vol(B({x}, r) − B({x}, r) ∩ B({z}, r)

−(B({x}, r) − B({x}, r) ∩ B({z}, r))

∩B(Φ \ {x, z}, r))

(19)

From the set theory, it holds:

B({x}, r) − B({x}, r) ∩ B({z}, r) ⊇ (B({x}, r)

−B({x}, r) ∩ B({z}, r)) ∩ B(Φ \ {x, z}, r)
(20)

From (20), (19) can be rewritten as

EH(x, Φ, r) = vol(B({x}, r)

−B({x}, r) ∩ B({z}, r)) − vol((B({x}, r)

−B({x}, r) ∩ B({z}, r)) ∩ B(Φ \ {x, z}, r))

(21)

From (16) and (21), it holds:

EH(x, {x, z}, r) ≥ EH(x, Φ, r) (22)

Since (22) holds for ∀x, z ∈ Φ, we obtain

EH2(x, Φ, r) ≥ EH(x, Φ, r) (23)

which concludes the proof.
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