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ABSTRACT
Classical EDAs generally use truncation selection to esti-
mate the distribution of the feasible (good) individuals while
ignoring the infeasible (bad) ones. However, various re-
search in EAs reported that the infeasible individuals may
affect and help the problem solving. This paper proposed
a new method to use the infeasible individuals by studying
the sub-structures rather than the entire individual struc-
tures to solve Reinforcement Learning (RL) problems, which
generally factorize their entire solutions to the sequences
of state-action pairs. This work was studied in a recent
graph-based EDA named Probabilistic Model Building Ge-
netic Network Programming (PMBGNP) which can solve
RL problems successfully. The effectiveness of this work is
verified in a RL problem, i.e., robot control, comparing with
some other related work.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Problem Solving, Control Meth-
ods, and Search

General Terms
Algorithms

Keywords
EDA, probabilistic model building genetic network program-
ming, infeasible individuals, reinforcement learning

1. INTRODUCTION
Various EDAs have been proposed in Evolutionary Com-

putation to draw its success. Despite many different imple-
mentations, EDAs can be summarized below: 1) Randomly
generate an initial population; 2) Construct the probabilis-
tic model from the feasible (good) individuals; 3) Use the
probabilistic model to generate the new population; 4) Go
back to step 2) until the terminal conditions.
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Most of the current EDAs use truncation selection to es-
timate the distribution of the feasible individuals, while ig-
noring the infeasible ones1. However, many studies have re-
ported that utilizing the infeasible individuals would benefit
the evolution process in both of EAs [25] and EDAs [2].

In general, there are two ideas to utilize the infeasible in-
dividuals in EDAs. The first idea is directly taking into ac-
count the infeasible individuals to the construction of prob-
abilistic models. In certain aspects, this work is related to
the selection mechanisms of EDAs, since it can be trans-
formed to the problems of how to select the individuals to be
estimated with respect to the true distribution of the search
space. In [2], the authors selected a part of infeasible indi-
viduals to the model construction and obtained better per-
formance in some problems, where the probabilistic model is
unlikely to perfectly match with the fitness function. How-
ever, for many other problems, the infeasible individuals will
break the useful information of feasible ones to construct an
inaccurate model. Another attempt called EDAs without
explicit selection [24, 15] uses the entire population to esti-
mate the probabilistic model, where each individual is given
a weight w.r.t. its fitness value. However, one important
drawback is that it sometimes does not achieve good per-
formances since it is hard to control the weights of different
individuals.

The second idea is to use the infeasible individuals to fil-
ter sample errors [14, 7]. [14] divides the entire population
to several groups and Bayesian classifiers are built to cre-
ate new individuals taking into account the characteristics
of the best classes and avoiding those of the worst classes.
Similarly, [7] proposed a method that estimates two proba-
bilistic models corresponding to the feasible and infeasible
individuals, where the feasible model is used to sample new
individuals and the infeasible one is applied to filter sample
errors. These research showed some advantages of conver-
gence speed over standard EDAs.

This paper proposed a novel method to use infeasible in-
dividuals. The point is to extract the useful information
of infeasible individuals and utilize them to the probabilis-
tic modeling, where the useful information can be repre-
sented as sub-structures of individuals. We can easily ob-
serve that if the useful sub-structures are extracted, they can
be directly taken into account for the probabilistic modeling,

1In the paper, the feasible individuals denote a set of indi-
viduals with the highest fitness values in the current gener-
ation, while infeasible individuals represent a set of individ-
uals with the lowest fitness values.
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which benefits the problem solving. Therefore, in certain as-
pects, if adopting this idea to EDAs, the selection step of
EDAs can be transformed to the problem of how to identify
and extract the useful sub-structures of individuals. One way
to achieve this task is to design the fitness functions which
can explicitly identify the useful sub-structures, such as [3].
However, for most problems whose fitness functions are de-
signed to evaluate the quality of the entire individuals, this
task becomes hard to achieve.

In the case of Reinforcement Learning (RL) problems, its
property that generally factorizes the entire solution to a se-
quence of state-action pairs makes it possible to identify and
extract useful sub-structures, where the part of the state-
action pairs can be identified as useful sub-structures. In this
paper, a method to extract the useful sub-structures of infea-
sible individuals is proposed by introducing a RL technique
named Sarsa learning [22] to a novel EDA called Proba-
bilistic Model Building Genetic Network Programming (PM-
BGNP) [11, 10], and it is expected that another viewpoint
would be provided to EDAs from this approach. The use-
ful sub-structures are represented as the state-action pairs
with higher Q values than the others, where the Q values
are calculated by Sarsa learning. The proposed method are
evaluated by applying to a RL problem, Khepera robot [1]
control, and compared with some other methods of utilizing
infeasible individuals proposed in EDAs community.

The paper is organized as follows: Section 2 presents the
overview of PMBGNP; Section 3 introduces the proposed
method in details; Section 4 describes the other methods of
using the infeasible individuals in PMBGNP for comparison,
which are inspired by the other work of this topic in EDAs
community. The experimental study is carried out in section
5. Finally, we conclude this paper.

2. PMBGNP

2.1 Overview of PMBGNP
Probabilistic Model Building Genetic Network Program-

ming (PMBGNP) is a novel algorithm that extends EDAs
to the graph-based EAs. It uses the directed graph struc-
ture of Genetic Network Programming (GNP) [8, 6], which
is a kind of graph-based EAs, to represent its chromosome.
Some previous research has shown the superiority of graph-
based EAs in terms of stronger expression and evolution
ability than that of conventional GP in many problems [23,
13, 6]. Different from the other graph-based EAs, GNP is
firstly designed for solving some RL problems, such as agent
control problems. It consists of judgment and processing
nodes to evolve relatively small structures to obtain compact
programs. The previous research on GNP has shown its su-
periority over classical EAs in agent control problems [6, 12,
16]. Meanwhile, it has been applied to various real-world
problems, such as data mining [21] and elevator system con-
trol [5]. Comparing with conventional EDAs that mostly
proposed in the field of GA [9, 18] and GP [19, 20], PM-
BGNP inherits the advantages of GNP to evolve compact
programs.

Another challenge in EDAs is to explore them to many
other problems. Recently, a novel algorithm named EDA-
RL [4] has been proposed to extend EDAs to solve Rein-
forcement Learning (RL) problems. Using the behavior se-
quences of agents (episodes) to form its own chromosome,
EDA-RL applies CRFs to represent its probabilistic model
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Figure 1: Directed graph structure.

and show some advantages to solve RL problems. On the
other hand, the distinguishing directed graph structure of
GNP can realize the repetitive processes, where the nec-
essary nodes are executed repeatedly and create compact
programs to avoid bloat problem of GP. GNP has been
proven to successfully solve some RL problems and obtain
better performances than conventional GP and EP [6, 12,
16]. Thus, such distinguishing features of the GNP structure
provide the fundamental basis to ensure that it is possible
for PMBGNP to handle RL problems well. The previous
research of PMBGNP proved that it can also solve some RL
problems, i.e., robot control, successfully and obtain better
performances than conventional EAs [10].

Therefore, there are mainly two primary features of PM-
BGNP:

• Graph structure based EDA.

• Ability to handle RL problems.

2.2 Directed graph structure
PMBGNP uses the directed graph structure of GNP to

represent its individuals, which can be illustrated by the
phenotype and genotype expression. Phenotype shows the
directed graph structure, while genotype demonstrates the
encoding of GNP. As shown in Fig. 1, for node i, Ki defines
the type of node i such as start node, judgment node and
processing node. IDi identifies the node function, such as
judgment function and processing function. Cin denotes the
node which is directly connected from branch n of node i.
ti and tin are the delay time, which are required to execute
node i and to transit from node i to node Cin, respectively.

Generally, one start node, a fixed number of judgment
nodes and processing nodes composes the structure of GNP.
The start node is only used to decide the first node to tran-
sit and fixed during the evolution process. The judgment
and processing nodes save some functions corresponding to
the concrete problem and these nodes can be connected ar-
bitrary. For agent control, each judgment node works as
”if-then” type decision making functions to judge the envi-
ronment to make a decision, while processing nodes preserve
the action functions to determine the agent’s action. By sep-
arating judgment and processing functions, GNP can han-
dle various combinations of judgment and processing. That
is, GNP can efficiently evolve the compact programs by se-
lecting the necessary judgements and processings to control
agents.

Each judgment node consists of multiple branches con-
necting to different nodes, where the next node to tran-
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Figure 2: Probabilistic model of PMBGNP.

sit is determined by the judging result of the environment.
Processing node has only one branch, since the processing
functions only determine the agent’s actions. Therefore, the
agent is controlled by transiting the nodes until the task is
solved. Generally, when solving problems, the number of
judgment and processing nodes, the number of branches in
judgment nodes and the time delays are predefined. Thus,
the size of the GNP structure is fixed during evolution.
Although the GNP structure is fixed, the number of used
nodes generally varies by making use of the necessary nodes
sequentially and repeatedly, which can represent compact
programs to control the agents successfully.

2.3 Probabilistic model construction
The model construction of PMBGNP is inspired by most

of the classical EDAs, which is to directly study its graph-
based chromosome structure. PMBGNP estimates the prob-
abilities of connections between the nodes. Thus, pairwise
interactions can be estimated explicitly. The probabilistic
model P is composed of a set of probabilities P (bi, j), where
P (bi, j) represents the connection probability from branch bi

of node i to node j, as shown in Fig. 2. For each branch in
the graph structure, the probability to connect to the next
node is calculated as follows:

P (bi, j) =

N∑
n=1

(
δn(bi, j) + ησn(bi, j)

)
∑

j′∈A(bi)

N∑
n=1

(
δn(bi, j′) + ησn(bi, j′)

) , (1)

where,
N : the number of feasible individuals.
A(bi): set of suffixes of nodes connected from branch bi of

node i.
δn(bi, j): value defined by

δn(bi, j) =

{
1 if branch bi of node i in individual

n is connected to node j,
0 otherwise.

η: coefficient.
σn(bi, j): value defined by

σn(bi, j) = � if the transition from branch bi of node i
to node j in individual n occurs � times.

Eq. (1) inspires that both of the information on the
node connections and reusability of the node connections
are taken into account to construct the probabilistic model
of PMBGNP. The previous work on PMBGNP has testi-
fied its superiority to solve some problems over conventional
algorithms, such as data mining [11] and robot control [10].

3. THE PROPOSED METHOD
As most of the other EDAs, PMBGNP applies truncation

selection to bias the population towards feasible individuals,
while the infeasible individuals are ignored. In this section,
a new method is proposed to take into account infeasible
individuals to the probabilistic modeling, where the useful
sub-structures of infeasible individuals are extracted.

3.1 Factorization of individuals
Fig. 3 shows an example of GNP runs when applying it

to the agent control problems. In each GNP individual, the
agent is controlled by following the node transitions of the
individual to solve the task, which can be considered as an
episode of RL. After obtaining an episode, the transition can
be factorized to a sequence of state-action pairs, due to the
characteristics of RL. The state and action in GNP structure
are defined as follows:

Definition 1. State: A state is defined as a branch in
GNP structure. Therefore, the set of states S refers to the
set of branches of GNP structure.

Definition 2. Action: An action is defined as a node in
GNP structure. Therefore, the set of actions A refers to the
set of nodes of GNP structure.

Concretely speaking, an activated branch corresponds to
the current state, and the selection of the next node in the
current state corresponds to an action. For example in Fig.
3, at time step t3, when the agent stands in the current state
i.e., branch 2 of node 5, it decides an action, i.e., to select
node 6 to transit. Therefore, the states and actions can be
substituted by the set of branches and set of nodes in the
GNP structure, respectively.

Generally, suppose the population size is M . In one gen-
eration, after making M individuals execute the task, we
can obtain M episodes, which is further factorized to the se-
quences of state-action pairs. The state-action pairs (S ,A)n

of individual n can be represented as follows:

(S,A)n =
{

(s1, a1)n, (s2, a2)n, ..., (sT , aT )n

}
, (2)

where,
T : the total number of time steps of (S ,A)n.

The factorization of individuals to (S ,A) makes it possi-
ble to identify and extract useful sub-structures in infeasible
individuals, since the state-action pairs are actually the sub-
structures of GNP individual. The task is achieved by cal-
culating the Q values of the state-action pairs, i.e., Q(S ,A),
using RL techniques.

3.2 Identification of useful sub-structures

3.2.1 Sarsa learning
In this paper, an on-policy RL technique named Sarsa

learning [22] is used to calculate the Q values of state-action
pairs of the GNP structure. In Sarsa learning, Q values are
updated based on the true actions the agent takes rather
than taking the action which gives the maximal reward in
Q learning. At time step t, the updating function of Q
values depends on the current state st of the agent, the
current action at of the agent, reward rt the agent gets,
the next state st+1 and the next action at+1, as shown in
the following:

Q(st, at)← Q(st, at) + α
(
rt + γQ(st+1, at+1)−Q(st, at)

)
, (3)

where, Q(st, at) represents the Q values of state-action pair
(st, at). α (0 < α ≤ 1) is the learning rate, and γ (0 ≤ γ < 1)
represents the discount factor.
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Figure 3: An example of GNP runs. The example shows the procedures of factorizing a GNP individual to
the sequence of state-action pairs.

During the interactions between agents and environments,
Sarsa learning updates Q(st, at) by maximizing the expected
sum of the future discounted rewards. Sarsa learning has
been proven to converge to the optimal solution and work
efficiently in large state-spaces [22]. Meanwhile, Sarsa learn-
ing has also been proven to be easily applied to the GNP
structure, where a variant named GNP-RL [12] was pro-
posed. GNP-RL tends to change the structures of GNP by
introducing sub-nodes in each node, and the definitions of
the state and action are based on the introduced sub-nodes.
However, in this paper, we do not change the GNP structure
and use another way to define the state and action. On the
other hand, the calculated Q values are particularly used for
identifying the useful sub-structures of infeasible individuals
of PMBGNP, which is also quite different from GNP-RL.

3.2.2 Calculation of Q values
In the first generation, a Q table which consists of a set of

Q(S ,A) for all possible combinations of state-action pairs is
generated and the Q values are initialized to 0. During the
task executions, Sarsa learning is applied to update the Q
values. Suppose the population consists of M individuals,
the procedure to update Q values in each generation is as
follows:

1: n = 1
2: while n ≤ M do
3: execute individual n, obtain the sequence of state-

action pairs (S ,A)n

4: update Q(S ,A) based on (S ,A)n using Sarsa learn-
ing

5: n + +
6: end while
In one generation, Sarsa learning is applied to update the

Q table M times. With Definition 1 and 2, each Q(s, a)
implies the quality of transitions between two nodes in the
GNP structure. Suppose the state of individual n at time
t is branch bi and its corresponding action is node j, which
means the state-action pair can be formed by (st, at)n =
(bi, j). Meanwhile, the state-action at time t+1 is (st+1, at+1)n

= (bj , k). Then, during the execution of individual n, the Q
value of (bi, j) can be updated as follows:

Q(bi, j)← Q(bi, j) + α
(
rj + γQ(bj , k)−Q(bi, j)

)
, (4)

The immediate reward rj can be defined flexibly depend-
ing on different problems. In this paper, we use the following
rule to define rj :

1. If node j is a processing node, then rj is given after
processing node j, which is defined depending on the
concrete problem.

2. If node j is a judgment node, then rj = 0.

Eq. (4) inspires that good state-action pairs are given
higher Q values since they can obtain higher immediate re-
ward and expected future reward, while bad state-action
pairs tend to obtain lower Q values. Therefore, Q(bi, j) can
explicitly judge whether state-action pair (bi, j) is good or
not.

3.2.3 Extraction of useful sub-structures
Given state bi, the procedure to extract the set of good

actions A(bG
i ) is as follows:

Input: the set of Q values: Q(bi,A)
the number of good actions: NG

Output: the set of good actions: A(bG
i )

1: count = 0
A(bG

i ) = NULL
2: while count < NG do
3: ĵ = arg max

j∈A
Q(bi, j)

4: save ĵ into A(bG
i )

remove Q(bi, j
′) from Q(bi,A)

5: count + +
6: end while
The procedure is repeated for all states S , and finally all

good state-action pairs (S ,AG) can be extracted. It means
that the good actions for each state can be extracted from
the action space based on the Q values of state-action pairs,
while NG can be defined to control the number of good
actions.

As discussed in the previous sections, infeasible individ-
uals may include some useful sub-structures to control the
agent successfully. The extracted good state-action pairs
(S ,AG) can be directly denoted as useful sub-structures.
Therefore, such kind of (S ,AG) existed in infeasible individ-
uals can be extracted and viewed as useful sub-structures,
which are further incorporated into the probabilistic model.

3.3 Proposed probabilistic model
The population consisting of M individuals are separated

to two classes, which consists of N feasible individuals and
M−N infeasible individuals. By utilizing useful sub-structures
of M − N infeasible individuals to the probabilistic model,
Eq. (1) can be rewritten as follows:

P (bi, j) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1

Z(bi)

(
M∑

n=1

(
δn(bi, j) + ησn(bi, j)

))
if j ∈ A(bG

i ),

1
Z(bi)

(
N∑

n=1

(
δn(bi, j) + ησn(bi, j)

))
otherwise,

(5)
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where Z(bi) is the normalization function calculated as fol-
lows:

Z(bi) =
∑

j′∈A(bi)

N∑
n=1

(
δn(bi, j

′) + ησn(bi, j
′)
)
+

∑
j′∈A(bG

i )

M∑
n=N+1

(
δn(bi, j

′) + ησn(bi, j
′)
)
,

It implies that the good sub-structures of infeasible indi-
viduals are taken into account for the probabilistic model
construction. For example, if action j at state bi is identi-
fied as an good action (which means j ∈ A(bG

i )), (bi, j) will
be denoted as a good sub-structure and all (bi, j) in infea-
sible individuals will be directly taken into account for the
probabilistic model construction.

4. THE COMPARED METHODS
The following are the methods to compare with the pro-

posed method:

• GNP: the standard GNP which uses crossover and mu-
tation to evolve the population.

• PMBGNP: the standard PMBGNP which only uses
truncation selection to select feasible individuals for
model construction.

Meanwhile, in order to testify the proposed method, the
other methods to utilize infeasible individuals in EDAs com-
munity are also designed into the PMBGNP framework for
comparison. The following three methods are adopted into
PMBGNP.

• Method 1: some of the worst individuals are selected
for the probabilistic model construction [2].

• Method 2: all individuals are taken into account for the
probabilistic modeling, but each individual is given a
weight of its fitness value for P (bi, j) calculation:

P (bi, j) =

M∑
n=1

((
δn(bi, j) + ησn(bi, j)

)
fit(n)

)
∑

j′∈A(bi)

M∑
n=1

((
δn(bi, j′) + ησn(bi, j′)

)
fit(n)

) ,

where fit(n) is the fitness value of individual n.

• Method 3: the method is designed based on [7]. In
this method, two probabilistic models are constructed
by standard PMBGNP which are called feasible model
P F and infeasible model P I . Feasible model is con-
structed by estimating the probabilities from the fea-
sible individuals, while infeasible model by infeasible
individuals. P F is used to sample new individuals,
which is the same as standard PMBGNP. However,
P I also plays an important role to filter the sample
errors. For example, given individual n generated by
P F , we calculate two probabilities that individual n
can be sampled from P F and P I , respectively, denoted
as P F (n) and P I(n). These two probabilities are com-
pared. If P F (n) ≥ P I(n), individual n is generated
successfully, otherwise it is denoted as a sample error.

3

1

Sensor

6

 Right wheel

(a). Khepera robot (b). Simulation environment

Start

2

4

5

8 7

 Left wheel

Figure 4: Khepera robot and simulation environ-
ment.

5. SIMULATIONS
A comparative study is carried out in a RL problem,

Khepera robot [1] control. Khepera robot (Fig. 4) is a
mobile robot including 8 infrared sensors to detect the prox-
imity of objects around it by reflection. Each sensor returns
a value ranging from 0 to 1023, where 0 means that there is
no object in front of the sensor and 1023 means that an ob-
ject is very close to the sensor. Two motors corresponding to
the left and right wheel can take speed values ranging from
-10 to +10, where different combinations of the two speeds
would control the robots for different moving behaviors.

Khepera robot is controlled to solve the wall following
problem. The reward and fitness functions of the wall fol-
lowing problem are designed based on [17] and shown as
follows:

Reward =
vR + vL

20

(
1−

√
|vR − vL|

20

)
C, (6)

Fitness =

Smax∑
step=1

Reward

Smax
, (7)

where,
vR, vL: the speed of right and left wheels,
Smax: the user predefined steps. Smax could show the

robot’s running time, which is equivalent to the
problem size.

C =

⎧⎨⎩
1 all the sensor values are less

than 1000, and at least one of
them is more than 100,

0 otherwise.
Figure 4 shows the environment used in this paper. The
aim of the fitness evaluation is to control the robot to move
following the wall as fast as and as straight as possible, until
the predefined steps Smax reaches. Three simulations are
adopted, where Smax ∈ {100, 300, 500}.

In the context of the wall following problem, given a popu-
lation consisting of a set of candidate individuals, although
some of them are denoted as infeasible individuals due to
their low fitness values, we can easily observe that some good
state-action pairs still exist in these infeasible individuals for
providing high reward values to move the robot successfully.
If these good state-action pairs can be extracted correctly,
the problem solving process will be sped up. Accordingly,
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Figure 5: Fitness curves in three wall following problems.

Table 1: Node functions used for Khepera robot.
Function ID Function
J1, J2, ..., J8 Judge the value of the sensor of

1, 2, ..., 8
P1(−10), P1(−5), P1(0), P1(5), P1(10) Determine the speed of the right

wheel like -10, -5, 0, 5 or 10
P2(−10), P2(−5), P2(0), P2(5), P2(10) Determine the speed of the left

wheel like -10, -5, 0, 5 or 10

the objective of this paper and the effectiveness of the pro-
posed method can be verified by the simulations.

5.1 Experimental settings

5.1.1 Settings of directed graph structure
The node functions of GNP are shown in Table 1. There

are a total of 8 judgment functions to simulate the corre-
sponding sensors of the robot. The number of branches
of each judgment node is set at 2 to efficiently implement
IFLTE(a, b, c, d) function, where a is the return value of
the simulated sensor. b is the user-defined threshold that
determines which branch should be selected to transit. c
and d denote the two branches of the judgement nodes. In
this paper, b is set at 1000. Therefore, if the return value a
is above 1000, branch c will be selected to transit, otherwise
branch d will be selected. Each processing node determines
the speed of the left or right wheel, i.e., P1(−10) means that
the speed of the right wheel is changed to −10. The robot
will take one step of actions if a processing node is transited.
Therefore, in each step, GNP judges the sensor values to de-
termine the speed of the wheels to control the movement of
the robot and to obtain a reward calculated by Eq. (6).
The reward is also used to define the value of the immediate
reward rj in Eq. (4). One individual execution ends when
the step exceeds Smax.

The number of judgment nodes for each judgment func-
tion is set at 5, so there are a total of 5 × 8 = 40 judgment
nodes in each individual. The number of processing nodes
for each processing function is set at 2, which means each
individual consists of 2 × 10 = 20 processing nodes. There-
fore, the total number of nodes is 60 and that of branches is
40 × 2 + 20 = 100 in each individual.

5.1.2 Settings of different methods
The population size of GNP is set at 300, which consists

of 1 elite individual, 120 crossover individuals and 179 mu-
tation individuals. The crossover and mutation rates are set
at 0.1 and 0.01, respectively, which is the best settings de-
fined by hand-tuning. The population size of PMBGNP is
set at 2000. In PMBGNP and its variants, such as Method

Table 2: The fitness (std. dev.) results over 20
independent runs.

Smax = 100 Smax = 300 Smax = 500

GNP
0.89 0.82 0.66

(0.012) (0.128) (0.106)

PMBGNP
0.89 0.87 0.68

(0.022) (0.017) (0.087)

Method 1
0.88 0.87 0.64

(0.010) (0.016) (0.068)

Method 2
0.82 0.72 0.60

(0.077) (0.121) (0.101)

Method 3
0.87 0.87 0.68

(0.012) (0.017) (0.074)

Proposed
0.89 0.87 0.68

(0.012) (0.020) (0.092)

1, 2, 3 and the proposed method, the top 50% individu-
als are denoted as feasible individuals, and η is set at 0.01.
PMBGNP directly uses feasible individuals to construct the
probabilistic model. On the other hand, Method 1 further
selects the worst 20% individuals as infeasible individuals to
combine with feasible individuals for model construction. In
Method 3, the remaining 50% individuals are denoted as in-
feasible individuals for infeasible model construction. In the
proposed method, the learning rate α and discount factor
γ are set at 0.1 and 0.9, respectively, which are determined
by experiments, while the number of good actions NG is set
at 15. The terminal condition is defined by the maximal
number of fitness evaluations, i.e., 150,000 in this paper.

5.2 Simulation results

5.2.1 Fitness results
Table 2 shows the average fitness and standard deviation

over 20 independent runs, and the fitness curves are shown
in Fig. 5.

The results show that among three problems, PMBGNP
achieves better performances than GNP. On the other hand,
the methods that utilize the infeasible individuals for prob-
abilistic modeling are summarized as follows:

(1) Method 1: In simple problems, i.e., Smax = 100 or
300, Method 1 can achieve similar performance with PM-
BGNP. However, in the case of Smax = 500, Method 1 can-
not obtain good result. This is because the worst individu-
als are treated equally with the feasible individuals for the
probabilistic modeling, which sometimes provides wrong in-
formation and destroy the probabilistic model. [2] also men-
tioned that Method 1 can only work well in some problems.

(2) Method 2: In Method 2, one important drawback is
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Figure 6: Average number of sample errors gener-
ated during the evolution process by Method 3.

that it is hard to control the weights of different individu-
als, which will highly affect the performances. Among three
problems, Method 2 used in this paper achieves the worst
results. The results show that although Method 2 allows
fast convergence speeds, it quickly falls into local optimum.

(3) Method 3: In Method 3, the feasible model P F

is constructed to generate new individuals, while infeasible
model P I is used to filter the sample errors. The fitness re-
sults show it achieves the similar performances to PMBGNP.
However, one important drawback of Method 3 is that it
becomes more and more hard to generate valid individuals
during the evolution, since P I becomes more and more sim-
ilar to P F . Fig. 6 shows the average number of sample
errors generated during the evolution process by Method 3.
It shows that in the later generations, almost 10 sample er-
rors are generated for sampling one valid individual, which
takes a long time.

(4) Proposed: Among three problems, the proposed
method obtains the similar fitness results to that of PM-
BGNP. However, we can see that the convergence speed
of the proposed method is much faster than PMBGNP es-
pecially in the complicated problems like Smax = 300 and
Smax = 500 as shown in Fig. 5. On the other hand, com-
paring with the other methods that utilize the infeasible in-
dividuals, the proposed method can obtain the best fitness
results.

5.2.2 Required fitness evaluations
We further compared the average number of required fit-

ness evaluations of different methods to control the robot
moving around the wall successfully. The average number
of required fitness evaluations is calculated as follows: For
each successful simulation run, the exact number of fitness
evaluations is counted, while the maximum number of fit-
ness evaluations, i.e., 150,000, is used for each failed run.
Then, these numbers of 20 independent runs are averaged.
Particularly, the number of sample errors are also counted
in Method 3, since they also cost much time.

The average numbers of required fitness evaluations for
the three wall following problems are shown in Fig. 7, and
the results of the t-test are shown in Table 3. The simulation
results indicate that the proposed method shows the fastest
convergence to solve the task successfully for the three wall
following problems with different complexities among the
methods. In addition, the results of the t-test (one-side)
show that there are statistically significant differences be-
tween the proposed method and the other ones.

 0

3.75E+04

7.5E+04

1.125E+05

1.5E+05

 100  300  500

N
o.

 o
f r

eq
ui

re
d 

fit
ne

ss
 

 e
va

lu
at

io
ns

Smax

GNP
PMBGNP
Method 1
Method 2
Method 3
Proposed

Figure 7: Comparison of the required fitness evalu-
ations.

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0 3.75E+04 7.5E+04 1.125E+05 1.5E+05

F
itn

es
s

No. of fitness evaluations

NG=5
NG=10
NG=15
NG=60
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5.2.3 Effect of parameter NG

In the proposed method, one important parameter NG

should be set appropriately to control the number of good
actions, as discussed in section 3.

Fig. 8 shows the fitness curves of the proposed method
with different settings of NG in the problem of Smax = 100.
When the value of NG is small, the actions with higher Q
values are highlighted in the probabilistic model. In that
case, the proposed method works as a greedy policy which
has high possibility to cause the premature convergence. On
the other hand, if the value of NG is set at a large value,
many actions with low Q values are also counted in the
probabilistic modeling, which will decrease the convergence
speed. In the problem of Smax = 100, the appropriate set-
ting of NG is 15.

6. CONCLUSIONS
In this paper, a novel method has been proposed in PM-

BGNP to utilize infeasible individuals. The conventional
methods of utilizing infeasible individuals in EDAs commu-
nity showed some disadvantages, such as premature conver-
gence and difficulty of parameter control, while the proposed
method provides another approach to utilize infeasible indi-
viduals. That is, the proposed method applies Sarsa learn-
ing to identify and extract useful sub-structures of infeasible
individuals, while the sub-structures are used in the proba-
bilistic modeling of PMBGNP. The effectiveness of the pro-
posed method is testified in a RL problem, i.e., robot control.
The simulation results show that the proposed method can
achieve better performances than standard PMBGNP and
the other methods of utilizing infeasible individuals.
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Table 3: The average number of required fitness evaluations (std. dev.) and t-test results.
GNP PMBGNP Method 1 Method 2 Method 3 Proposed

Smax = 100
mean 14250 9600 12700 15200 13208 7200
(std. dev.) (9423) (4285) (8688) (14014) (10449) (4175)
t-test (p value) 1.70 × 10−3 4.83 × 10−2 1.20 × 10−2 1.18 × 10−2 8.14 × 10−3 —

Smax = 300
mean 82650 49000 59350 131000 122625 36150
(std. dev.) (58695) (25236) (34654) (44710) (37599) (19343)
t-test (p value) 2.85 × 10−3 5.27 × 10−2 7.31 × 10−3 5.56 × 10−8 6.22 × 10−9 —

Smax = 500
mean 115890 89200 123900 145100 150000 64400
(std. dev.) (42673) (48815) (32272) (16293) (0) (38741)
t-test (p value) 2.43 × 10−4 4.47 × 10−2 6.05 × 10−5 1.79 × 10−8 3.19 × 10−9 —
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