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ABSTRACT
Scaffolding—initially simplifying the task environment of
autonomous robots—has been shown to increase the prob-
ability of evolving robots capable of performing in more
complex task environments. Recently, it has been shown
that changes to the body of a robot may also scaffold the
evolution of non trivial behavior. This raises the question
of whether two different kinds of scaffolding (environmental
and morphological) synergize with one another when com-
bined. Here it is shown that, for legged robots evolved to
perform phototaxis, synergy can be achieved, but only if
morphological and environmental scaffolding are combined
in a particular way: The robots must first undergo mor-
phological scaffolding, followed by environmental scaffold-
ing. This suggests that additional kinds of scaffolding may
create additional synergies that lead to the evolution of in-
creasingly complex robot behaviors.

Categories and Subject Descriptors
I.2.9 [Computing Methodologies]: Artificial Intelligence—
Robotics

General Terms
Experimentation, Algorithms, Reliability

Keywords
Evolutionary Robotics, Shaping, Evolutionary Algorithms

1. INTRODUCTION
Scaffolding (or shaping) is a well-known phenomenon in learn-
ing theory, in which the learner’s environment is initially
simplified and then gradually made more difficult as learn-
ing progresses. This concept has its roots in psychology [26,
25] but has since become a common tool in robotics [12, 21,
4, 10]. In all previous approaches however, robot shaping in-
volved simplifying the task environment: this might involve
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making the task easier, or exposing robots to a gradually
increasing number of task environments.

In recent work [5] it was shown that for legged robots,
the robot’s own body may serve as a vehicle for scaffold-
ing the evolution of behavior. This was achieved by initially
evolving neural network controllers for robots such that they
perform phototaxis: they must move toward a light source
placed in their environment in a fixed period of time. Four
sequential phases of evolution were performed within any
one run. First, robots gradually progress from an anguilli-
form (eel-shaped) legless body plan into a legged body plan
as they behave (Figs. 1a, 2a).

In the second phase they progress from the legless to
the legged form more rapidly (Figs. 1b, 2b). This dis-
torts the fitness landscape slightly such that the previously-
successful behavior is now only mediocre, thus triggering a
short burst of evolution until a successful controller is re-
discovered. Once such a controller is found the third phase
of evolution begins in which the robot progresses from the
legless to the legged form over the first third of its lifetime
(Figs. 1c, 2c). In the fourth phase, robots begin and main-
tain the legged form throughout their lifetime (Figs. 1d,
2d).

It was found [5] that this kind of morphological scaffold-
ing makes the behavior optimization process more evolvable:
successful controllers are evolved for the final, legged form
more rapidly than if controllers are only evolved within pop-
ulations of robots that never change body plan. Moreover,
the final controllers produced from the evolutionary runs in
which robots under body plan change were more robust than
those produced from the runs in which no body plan change
occurred: when the controller were re-evaluated in slightly
different environments the behavior was maintained more
often for the former group than for the latter.

It was hypothesized (although not yet proven) that this
increased robustness was the result of the fact that the con-
trollers had to support phototaxis across a lineage of dif-
ferent body plans which generated slightly different sensor-
motor relationships. This then allowed the controller to
operate well when different environments, rather than the
robot’s own body plan, induced sensor-motor relationships
different from those experienced during evolution.

In that work, however, only morphological scaffolding was
employed: the robots’ environment did not change during
evolution. Here we investigate how two different kinds of
scaffolding may be combined, and whether they increase
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Figure 1: Schematic of morphological scaffolding. In the first phase (A), robots progress from a legless to
a legged form uniformly over their lifetime. The inset figure shows the gradual rise of the robots’ center of
mass as a result. In the second phase (B), robots progress from the legless to the legged form in two-thirds
of the time, after which they maintain the legged form. In the third stage (C), body change occurs over the
first third of the lifetime. In the fourth phase (D), robots begin, maintain and end in the legged form.

evolvability beyond that induced by using either scaffolding
approach in isolation.

Morphological scaffolding is one way of investigating how
change to robot body plans over evolutionary time impacts
the ability to automatically evolve robot behaviors, the main
goal of evolutionary robotics [13, 18]. In morphological scaf-
folding, body plan change is set by the experimenter; in
many evolutionary robotics projects, evolution has control
over changes to the controller as well as the morphology [22,
23, 17, 24, 1, 7, 16, 15, 8, 9, 11, 2, 19]. However, in these
latter cases it is difficult to determine whether evolution-
ary changes to the body are a result of historical accident,
or whether they gradually lead from morphologically-simple
robots with limited ability to more complex robots with
greater ability. Morphological scaffolding is an approach de-
signed to investigate whether such a search gradient can be
induced by body plan change. Such understanding should
help with the design of evolutionary algorithms that more
easily evolve robot morphology and control simultaneously.

The next section describes the methodology; section 3 re-
ports results from combining the scaffolding approaches; and
section 4 provides some concluding remarks.

2. METHODS
This section describes the robot, the evolutionary algorithm,
and the two forms of scaffolding employed in this work.

2.1 The Robot Body
A 10 degree-of-freedom (DOF) quadrupedal robot was em-
ployed in this work (Fig. 2). All of the robots in this
work are simulated, though morphological scaffolding was
explored on a physical robot in [5]. The trunk of the robot
is composed of a front and back segment; the segments are
attached by a two DOF actuated rotational joint that al-
lows the segments to yaw and roll relative to one another.
The segments may yaw through [−50o, 50o] and roll through
[−20o, 20o]. The wider range of motion through the coro-
nal plane helps the robot to turn when the light source is
placed to its left or right. Each of the four legs are attached
to the front or back segment by a 2-DOF actuated rota-
tional joint. One DOF sweeps the leg through a transverse
plane centered at the leg. The joint’s range is defined as

[(−10 + x)o, (10 + x)o], where x is the default angle of the
leg relative to body.

If morphological scaffolding is used, the robot’s legs grow
gradually as the robot moves, and are angled increasingly
vertically. This is achieved by enforcing a change in x as
the robot moves, and gradually lengthening the leg. If mor-
phological scaffolding is not used, x is set and held at −90o,
which results in vertical legs. For the second DOF in the leg,
if the leg is horizontal the joint sweeps [−50o, 50o] through
the robot’s coronal plane; if the leg is vertical, it sweeps
through the sagittal plane; for other angles of the leg it
sweeps through a plane intermediate between the coronal
and sagittal plane.

The robot is equipped with proprioceptive sensors at each
DOF; a vestibular and photosensor at its centroid; and a
second and third photosensor at the base of its front left
and right legs respectively (to allow for trilateration). Each
foot is also equipped with a binary tactile sensor.

2.2 The Robot Controller
Each of the two robots is equipped with a continuous time
recurrent neural network [3]. For each robot, a fully con-
nected network is employed: each degree of freedom is as-
signed a motor neuron; each motor neuron is connected with
a synapse to every other motor neuron; and every sensor is
connected to every motor neuron. At each time step of the
simulator each motor neuron is updated according to

τiy
′
i = −yi +

m∑

j=1

wjiσ(yj − θi) +
s∑

j=1

njisj (1)

where m = 10 is the number of motor neurons in the robot,
s = 5 + 10 is the number of sensor neurons in the robot,
τi is the time constant associated with motor neuron i,
yi is the value of neuron i (with a range in [0.0001, 1.0]),
σ(x) = 1/(1 + e−x) is an activation function that brings
the value of neuron i back into [0, 1], wji is the weight of
the synapse connecting neuron j to neuron i (with a range
in [−16, 16]), θi is the bias of neuron i (with a range in
[−4, 4]), nji is the weight of the synapse connecting sensor
j to neuron i (with a range in [−16, 16]), and sj is the value
of sensor j. The evolutionary algorithm was found to be in-
sensitive to different settings for the ranges, so these ranges
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Figure 2: Results from a typical run when the
robots’ morphologies are scaffolded first (a-d), fol-
lowed by scaffolding of their environment (e-g).

were adopted from previous reported values [3]. This yielded
270 free parameters to be optimized by evolution.

2.3 The Evolutionary Algorithm
The evolutionary algorithm used here is modeled on the
Age-Layered Population System (ALPs) [14, 6]. An initial
population of 400 random genomes were created, where a
genome encodes values for each of the neural network pa-
rameters described above. The population was divided into
20 layers of 20 genomes each. In ALPs, genomes within a
layer compete with one another; genomes between layers do
not. Genomes on lower layers are younger and have lower fit-
ness than genomes on higher layers. As evolution proceeds,
genomes on lower layers periodically ’challenge’ genomes on
higher layers. If the lower genome is more fit than the higher
genome the latter is displaced, and must in turn dislodge a
higher genome or else be deleted.

In this work each genome is evaluated as follows. The
encoded neural network parameters are downloaded onto the
simulated robot, and the robot is allowed to perform for 1000
time steps as described in the previous section. The fitness
of the robot is computed as

f1 =
1000∑

t=1

p
(t)
1

1000
, (2)

f2 =

1000∑

t=1

p
(t)
2

1000
, (3)

f3 =
1000∑

t=1

p
(t)
3

1000
, (4)

where fi is the ith fitness component of the controller, and

p
(j)
i is the value of the ith photoreceptor at time step j.

Multiobjective optimization was employed in that only non-
dominated genomes can produce offspring. A genome i is
defined to be dominated if there exists another genome on
its layer, j, for which

f
(j)
1 > f

(i)
1 ∧ f

(j)
2 > f

(i)
2 ∧ f

(j)
3 > f

(i)
3 .

Each step of the optimization process was performed as
follows. A non-dominated genome from any of the 20 layers
was selected at random. That genome is copied, and each
network parameter in the genome was perturbed with 0.05
probability. If a network parameter is perturbed, the current
value is replaced with a new value chosen with a uniform
distribution from that network parameter’s valid range. The
new genome was then evaluated on the robot, and its fitness
components were recorded.

The layer that produced the new genome is then scanned
for a genome that can be dislodged by the new genome. A
genome is dislodged if it is dominated by the new genome,
or if it too old for its layer. Every genome is assigned an
age a which is defined as a = �na/400�, where na is the
optimization step at which genome a’s original ancestor was
created. An original ancestor is either a genome that was
created during the first time step of the optimization process,
or during a periodic resetting of the population’s lowest layer
when the genomes on that layer are deleted and replaced by
new random genomes. Each of the 20 layers are also assigned
a maximum age limit according to the Fibonacci sequence
[1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, 1597,
2584, 4181, 6765, 10946] (following [14]). If a genome’s age
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is greater than its layer’s age limit, it is defined as being too
old for its layer.

If the new genome cannot dislodge a genome on its parent
genome’s layer, the new genome is discarded. Otherwise, if
the dislodged genome is on the highest level it is discarded. If
the dislodged genome is not on the highest layer it attempts
to dislodge a genome on the layer above it. It has been
shown that this process allows for the continuous infusion
of new genetic material into the evolving population, and
the ability to dislodge solutions that have become mired on
local optima [14].

Successful phototaxis is defined as a controller that achieves
an average value of at least 0.5 for each of the three pho-
toreceptors over the entire evaluation:

(f1 ≥ 0.5) ∧ (f2 ≥ 0.5) ∧ (f3 ≥ 0.5). (5)

2.4 Environmental Scaffolding
When a controller is evaluated, it may be evaluated in from
one to four environments. In the first environment the light
source is placed to the front and 45o to the left of the robot
(Fig. 2a). In the second environment the light source is
placed in front of and 15o to the robot’s left (Fig. 2e). In
the third and fourth environments, the light source is placed
15o and 45o to the robot’s right, respectively (Figs. 2f,g).

When environmental scaffolding is not employed, each
controller is evaluated four times, one in each of the four
environments (e.g. Fig. 2g). The controller’s fitness com-
ponents are then averaged over all four evaluations:

f1 =
4∑

k=1

(
1000∑

t=1

p
(t)
1

1000
)/4, (6)

f2 =

4∑

k=1

(

1000∑

t=1

p
(t)
2

1000
)/4, (7)

f3 =
4∑

k=1

(
1000∑

t=1

p
(t)
3

1000
)/4. (8)

When environmental scaffolding is employed, all controllers
are initially only evaluated once in the first environment.
Once a controller on one of the 20 population layer succeeds
(eqn. 5), each controller on that layer is re-evaluated in
the first and second environment: This layer now “hosts”
two environments. Thus, over time, different layers evaluate
controllers against different numbers of environments.

Thus, if a controller attempts to migrate to a layer above
that hosts more environments, the controller is first evalu-
ated in the additional environments and then tested to see
whether it can unseat a controller on that layer. Alterna-
tively, if a controller challenges a layer with fewer environ-
ments, the controller’s fitness components are recalculated
across the fewer environments.

2.5 Morphological Scaffolding
Morphological scaffolding is similar to environmental scaf-
folding in that, as evolution proceeds, the controllers are
exposed to increasingly challenging situations. In this form
of scaffolding however the challenge arises from having to
induce locomotion in robots that are increasingly unstable.

When morphological scaffolding is not employed, all con-
trollers are evaluated on robots that begin evaluation in the
upright, legged form, and maintain it throughout the evalu-
ation period. When morphological scaffolding is employed,

the controllers are initially evaluated on robots that change
body plans as they are evaluated. Initially, the robots start
in the legless form and progress at a uniform rate to the
legged form over the length of the evaluation period such
that they attain the adult form just as evaluation ends (Figs.
1a, 2a).

Once a controller evolves on a layer that achieves suc-
cessful phototaxis, all of the controllers on that layer are
re-evaluated using a different robot: This robot transitions
from the legless to the legged form over the first two-thirds
of the evaluation period (Figs. 1b, 2b), and then maintains
the adult form over the remaining one third of the evalua-
tion period. If success is again achieved, controllers on that
layer are re-evaluated using the third robot (Figs. 1c, 2c),
and so on.

Thus, like for environmental scaffolding, one of four robot
body plans is associated with each layer. Unlike environmen-
tal scaffolding however, controllers are only evaluated once,
regardless of what robot is used: controllers do not need
to retain the ability to produce successful phototaxis in the
previous robot form. In this regime if a controller challenges
the layer above and that layer hosts different robot forms,
the controller is re-evaluated using that robot form before it
attempts to unseat a controller on that layer.

3. RESULTS
Six experimental regimes of 100 independent evolutionary
runs were conducted.

In the first regime, neither environmental nor morphologi-
cal scaffolding was employed. Each controller was evaluated
once in each of the four environments, using the upright
form of the robot (e.g. 2g). Evolution continued until ei-
ther a successful controller was evolved, or 30 CPU hours
elapsed.

In the second regime, morphological scaffolding was em-
ployed, but environmental scaffolding was not. Each con-
troller was evaluated in all four environments, but initially
the controllers are evolved in the first robot form (Fig. 1a).
When a successful controller is evolved, the controllers in
that layer are re-evaluated in all four environments but with
the second robot form (Fig. 1b). Evolution continues until
a successful controller is evolved using the fourth and final
robot form, or 30 CPU hours elapse.

In the third regime, environmental scaffolding is employed,
but morphological scaffolding is not. All controllers are only
evaluated in the final, upright robot form. However, con-
trollers are initially evaluated only in the first environment.
When a successful controller is evolved, the controllers on
that layer are re-evaluated in the first two environments,
and so on. Evolution continues until a controller evolves
that succeeds in all four environments.

In the fourth and fifth regimes, the two scaffolding regimes
are both employed, but applied during evolution sequen-
tially. In the fourth regime morphological scaffolding is ap-
plied first, followed by environmental scaffolding. This is
achieved by following the process described for the second
regime, but the controllers evolve through the four body
plans in only the first environment. An example of four suc-
cessive successful controllers evolved during a typical run
from this regime are shown in Fig. 2a-d.

Once a controller evolves that succeeds in the first envi-
ronment using the upright body plan (Fig. 2d), environ-
mental scaffolding is applied: the controllers on that layer
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Table 1: Overview of the experimental regimes.
Regime Phases Description

1 1 No morph or env scaffolding
2 4 Morph, but no env scaffolding
3 4 No morph, but env scaffolding
4 7 Morph, then env scaffolding
5 7 Env, then morph scaffolding
6 7 Env, morph scaffolding interleaved
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Figure 3: Evolutionary dynamics observed in a
typical run from the fourth experimental regime
in which morphological scaffolding precedes envi-
ronmental scaffolding. (a): Number of scaffold-
ing phases supported by each of the 20 population
layers. (b) Fitness of the best controller on the
first (light gray), tenth (gray) and twentieth (black)
layer.

are re-evaluated in the first and second environments us-
ing the upright body plan. Once a controller succeeds in
this condition (Fig. 2e), the controllers on that layer are
re-evaluated using the upright body plan in the first three
environments, and so on. A successful controller from this
same run that succeeds in the first three environments in
shown in Fig. 2f, and the final controller that succeeds in
all four environments—and triggers the termination of the
run—is shown in Fig. 2g.

In the fifth regime, in each run environmental scaffolding
is applied first, followed by morphological scaffolding. This
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(c) Five Scaffolding Phases
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Figure 4: Final performance of the six experimen-
tal regimes. (a) Fraction of runs for each regime
that evolve a successful controller before the maxi-
mum allotted time elapses. For those runs that do
succeed, (b) reports the mean time required to do
so. For the runs performed using five increments of
morphological and environmental scaffolding, (c) re-
ports the fraction of successful runs and (d) reports
the mean time required to do so.

is accomplished by initially evolving the controllers in only
the first environment using the first robot body plan. Once
a successful controller is found, the controllers on that layer
are re-evaluated in the first two environments using the first
robot body plan, and so on. Once a controller is discovered
that succeeds in all four environments, the controllers on
that layer are re-evaluated in the second robot plan. This
continues until a controller succeeds in all four environments
using the upright body plan.

In the sixth and final regime, environmental and mor-
phological scaffolding is interleaved. Controllers are ini-
tially evaluated using the first body plan in only environ-
ment. Once success occurs, controllers on that layer are re-
evaluated using the first robot body plan in the first two
environments. Once another controller succeeds on that
layer, controllers are re-evaluated in the first two environ-
ments again, but with the second robot body plan. Once
success occurs again, the controllers are re-evaluated in the
first three environments using the second robot body plan,
and so on until a controller is discovered that succeeds in all
four environments using the upright body plan.

Table 1 summarizes the six experimental regimes. For
the six regimes, one, four or seven scaffolding phases may
be employed. For example for the fourth regime, four mor-
phological scaffolding phases are employed in the first envi-
ronment, followed by evaluations in the second, third and
fourth environments.

Fig. 2 illustrates the behaviors produced by seven con-
trollers produced by one typical run of the fourth regime. It
shows the first controller to succeed in the first environment
using the first environment (Fig. 2a). A short time later an-
other controller succeeds using the second body plan in the
first environment (Fig. 2b). Some time after a third and
then a fourth controller succeed using the third (Fig. 2c)
and fourth (Fig. 2d) body plan, respectively, a controller
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succeeds in the first two environments (Fig. 2e). This con-
troller is followed by one that succeeds in the first three en-
vironments (Fig. 2f), and then finally by one that succeeds
in all environments (2g).

Fig. 3 reports the evolutionary dynamics for this same
run. Fig. 3a reports the number of scaffolding phases sup-
ported by each layer as the run proceeds. It can be seen that
very rapidly a controller succeeds on all layers for the first
phase, except for the lowest layer. This is due to the peri-
odic re-randomizing of the controllers on the lowest layer to
introduce fresh genetic material into the population.

As the run proceeds, upper layers host increasingly more
scaffolding phases. This is due to the upward migration of
successful (or near successful) controllers, which triggers the
addition of new phases once they arrive. By the fifth CPU
hour, the tenth layer and higher require all controllers to be
evaluated using the final body plan in all four environments.

It can be seen that a learning gradient has emerged. As
controllers move up the first 10 layers, they must perform
well in increasingly difficult situations. This corresponds to
evaluation using an increasingly unstable body plan, and
then evaluation in more than one task environment.

Fig. 3b reports the fitness of the best controller on the
first, tenth and twentieth layer. As can be seen, in the up-
permost layer the best controller is very close to success for
over half the period of the run, before a controller is pro-
duced that actually succeeds in all four environments using
the final robot body plan. Fitness is significantly lower, and
more variable in the two lower layers. On the tenth layer
this is due to the high churn of good controllers migrating
upwards, replaced by less fit ones. On the first layer, this is
due to periodic introduction of new, random controllers.

Fig. 4 reports the final performance of the six regimes.
Fig. 4a reports the fraction of runs that succeed before the
maximum time allotment, and, of those runs that do suc-
ceed, Fig. 4 reports the mean time required to do so. It
is clear that the fourth regime, in which morphological scaf-
folding precedes environmental scaffolding, significantly out-
performs the other five regimes. Additionally, even though
some of the other regimes produce successful runs, those
runs take significantly longer to complete than those in the
fourth regime.

Fig. 5 reports the mean evolutionary progress across the
six experimental regimes, and provides some insight into
why the fourth regime outperforms the other regimes. Fig.
5b shows that, when the robots are always exposed to all four
environments, the first robot body plan does not provide
a good substrate on which to evolve successful controllers.
This is as it is very rare for a population layer to experi-
ence a successful controller and thus increase the number of
scaffolding phases on that layer.

Fig. 5c shows that when only the final upright, unstable
body plan is used, environmental scaffolding does not pro-
vide much of a benefit: it takes a relatively long time for
controllers to succeed in the first few environments. This
can be explained by the fact that the upright robot provides
a rough fitness landscape: it takes a long time to evolve a
successful controller in the first environment using this body
plan. Once a second environment is added however, the fit-
ness landscape becomes even more rugged: even if the robot
manages to maintain balance and reach the target object in
the first environment, the controller may cause the robot to
fall over in the second environment.

Conversely, once a controllers on a layer have progressed
through the four robot body plans in the fourth experimen-
tal regime (Fig. 5d), success in the four environments occurs
at a rapid pace. This is seen by the rapid rise of the curve
corresponding to environmental scaffolding in Fig. 5d, com-
pared to the slower rise of the curve corresponding to envi-
ronmental scaffolding in Fig. 5c.

Fig. 5e shows that, for the fifth experimental regime, en-
vironmental scaffolding proceeds even more slowly when the
first robot body plan is used, compared to the third and
fourth regimes. However, there is an initial rapid rise in the
number of environments the robot is exposed to: in less than
one CPU hour, almost all runs are hosting controllers that
can succeed in the first three environments. The addition
of the fourth environment (if it occurs) takes considerably
longer, and thus very few robots progress to morphological
scaffolding (as evidenced by the low curve corresponding to
morphological scaffolding in Fig. 5e).

One explanation for this observation is that it may be rel-
atively easy to evolve blind locomotion for the first robot
body plan (which can allow successful controllers to rapidly
evolve in the first few environments), but very difficult to
evolve taxis behavior for this body plan (such that all four
environments are conquered). This may because it much
easier to turn while locomoting with the final, upright body
plan, but more difficult with the prone, legless form that
changes into the legged form while moving. More investiga-
tion is required to determine whether this hypothesis stands.

The above explanation may also apply to the sixth regime
(Fig. 5f), in which several environments must be conquered
by controllers while residing in intermediate robot body plans.

One challenge in any form of scaffolding is choosing an
appropriate number of learning increments, and the amount
of challenge added at each increment. Here, four scaffold-
ing increments was chosen arbitrary, and was used for both
morphological and environmental scaffolding. In order to
determine how sensitive the results were to the choice of the
number of scaffolding increments, an additional set of runs
were conducted with five morphological and five environ-
mental scaffolding increments.

For morphological scaffolding, this meant that robots be-
gan (as before) by changing slowly from the legless to the
legged form (Fig. 1a). In the second phase, the robots pro-
gressed from the legless to the legged form over the the first
three quarters of the evaluation period. In the third and
fourth phases the robots progressed from the legless to the
legged form over the first half, and then quarter of the eval-
uation period, respectively. In the fifth phase the robots
maintained the upright legged form as before.

For environmental scaffolding this meant that there were
five task environments, in which the target object was placed
45o and 20o to the front and left of the robot, respectively.
It was placed directly in front of the robot in the third en-
vironment, and then 20o and 45o to the front and right of
the robot in the fourth and fifth environment, respectively.

Fig. 4c,d indicate that again, the fourth regime outper-
formed the other five regimes, but the success rate was much
lower. This suggests that there is some intermediate number
of scaffolding increments that is appropriate for this task: if
no increments are used, success is low, and if too many are
used, the controllers are unnecessarily evaluated in too many
different situations.
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Figure 5: Mean evolutionary progress across the six experimental regimes. The curves with circles report
the mean environmental scaffolding phase at the twentieth layer. The curves with crosses report the mean
morphological scaffolding phase at the twentieth layer. The curves with squares report the mean fitness of
the controllers on the twentieth layer. If a regime does not support one (or both) kinds of scaffolding, the
last phase for that type of scaffolding is drawn. The bracketing lines of each curve report one unit of the
standard error of the mean.

4. CONCLUSIONS
This paper has shown that combining different forms of

scaffolding can increase the chance of evolving non-trivial
robot behavior compared to (1) not using scaffolding at all;
(2) using only one form of scaffolding; (3) combining the
two forms of scaffolding in the wrong way; or (4) using too
many scaffolding increments. It was found that if morpho-

logical scaffolding preceded environmental scaffolding, sig-
nificant performance improvement was achieved. This re-
sult can be explained by reference to previous work [5] that
showed that gradually evolving from stable body plans to
increasingly unstable body plans smooths the fitness land-
scape. However, as controllers evolve through these body
plans, the controllers must maintain the behaviors through
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a wide range of sensor-motor relationships induced by the
different body plans. This can result in increased robust-
ness when the evolved controllers are placed in noisy envi-
ronments which induce different sensor-motor relationships,
but now these differences are induced by the environment
rather than the robot’s own body. In future work we plan
to investigate the generality of this result to different robots
and different tasks. In addition, we would like to investigate
whether adding more forms of scaffolding further improves
evolvability. For example Reil et al. [20] found that ap-
plying forces that restore balance to a falling bipedal robot
early in evolution, and then gradually reducing those forces
as evolution proceeds, resulted in better evolution of walking
controllers. One might also gradually increase the amount
of noise in the task environment, or gradually allow less time
to complete the desired task. Finally, we wish to investigate
whether the choice of which form of scaffolding to use—
and how many scaffolding increments should be employed—
could itself be placed under evolutionary control.
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