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ABSTRACT
This paper proposes to improve the performance of Ge-
netic Programming (GP) over unseen data by minimizing
the variance of the output values of evolving models along-
with reducing error on the training data. Variance is a well
understood, simple and inexpensive statistical measure; it
is easy to integrate into a GP implementation and can be
computed over arbitrary input values even when the target
output is not known.

Moreover, we propose a simple variance based selection
scheme to decide between two models (individuals). The
scheme is simple because, although it uses bi-objective cri-
teria to differentiate between two competing models, it does
not rely on a multi-objective optimisation algorithm. In
fact, standard multi-objective algorithms can also employ
this scheme to identify good trade-offs such as those located
around the knee of the Pareto Front.

The results indicate that, despite some limitations, these
proposals significantly improve the performance of GP over a
selection of high dimensional (multi-variate) problems from
the domain of symbolic regression. This improvement is
manifested by superior results over test sets in three out of
four problems, and by the fact that performance over the
test sets does not degrade as often witnessed with standard
GP; neither is this performance ever inferior to that on the
training set. As with some earlier studies, these results do
not find a link between expressions of small sizes and their
ability to generalise to unseen data.

Categories and Subject Descriptors
I.2.2 [Artificial Intelligence]: Automatic Programming—
Program Synthesis, Program Modification; G.1.6 [Numerical
Analysis]: Unconstrained Optimization; D.1.2 [Programming
Techniques]: Automatic Programming; I.2.6 [Artificial
Intelligence]: Learning—Induction; I.5.1 [Pattern Recog-
nition]: Models
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1. INTRODUCTION
Typically, the goal when using Machine Learning [4] is to

infer a phenomenon from a finite and short set of samples.
This set of samples is called the training set. However, these
training sets often have limitations: they are only a snap
shot of the overall phenomenon, so the true overall picture
can be somewhat different; moreover, due to lack of accuracy
in measuring the data samples, they may have some noise,
that is, they may contain errors.

The challenge, then, is to infer the general underlying pat-
tern from this finite training set. Thus, as we get closer
to explaining (modelling accurately) the training data, we
should also explain the out of sample (or test) data to an
acceptable degree of accuracy. However, typically as we re-
duce the error on the training data, the error on the test
data increases. This disparity in errors is often viewed as
over-fitting, although formal definitions of over-fitting exist
[15, pp-67].

The Minimum Description Length (MDL) [15, pp171-174]
principle dictates that we should look for simple and accu-
rate models of a phenomenon. The MDL also relates to the
popular yet debatable argument that since there are fewer
short hypotheses than long ones, it is less likely to find a
short one that fits the data only coincidentally; thus, an ac-
ceptably fit short hypothesis is likely to be a truer explana-
tion of the phenomenon under investigation than an equally
good longer one. A word of caution is needed though: the
representation used by the competing models should be con-
sistent; otherwise, the comparison of sizes becomes meaning-
less. For example, the size of an expression representing a
transcendental function increases manifold if the same func-
tion is represented by its Taylor Series. In other words,
compactness is not always the same as simplicity.

In Genetic Programming (GP), a large body of work looks
at reducing the size of the representations. Often termed as
bloat control [5, 11, 19, 20], this control is necessary to keep
the expressions small or compact for a variety of reasons, not
least of which is the limited availability of computer memory
[14]. However, the question is: can we equate small (pos-
sibly compact) models to simple models? Although, some
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evidence [25] exists, suggesting that controlling the size can
promote simplicity and reduce over-fitting, other studies dis-
agree with it [2, 22, 21, 12].

This paper looks at the smoothness of response surfaces
of evolving models in GP to improve performance over the
test sets. To estimate the smoothness, we note the variance
of the output of evolving expressions over the training data
set. Variance is a well known statistical measure; it is easy
to implement and integrate into a standard GP framework
and is computationally inexpensive. In this study, we use
GP to evolve models to minimize both error and variance
over the training set.

We also introduce a variance based selection scheme so
that we can work in a single-objective framework despite
having two objectives (namely, error minimization, as in
standard GP, but also now variance) . This scheme first de-
cides between two candidate solutions by establishing Pareto
Dominance. If that is not possible, then it looks for the
better trade-off between them. As with [6], we look for a
trade-off so that the gain in one objective more than com-
pensates for the loss in the other objective; however, our
approach is simpler as we do not have to rank the popula-
tion according to dominance scores, neither do we need to
establish the neighbourhood of the solutions in question to
make this trade-off.

To ascertain the efficacy of our scheme we compare its
performance with that of standard GP on a selection of real
world, multi-variate problems from the symbolic regression
domain. Results indicate that in three out of four problems
our scheme improves performance over the test sets while
maintaining significantly lower variance. Even in the fourth
problem, the test set performance continues to improve over
time. Moreover, when the performance of standard GP on
test sets begins to degrade, it remains stable for variance
based GP. The results also show that, despite the difference
in performance, the sizes of evolving expressions do not differ
significantly across the two GP setups.

The paper is organised as follows: section 2 gives the back-
ground on theoretical treatment of over-fitting and different
notions of variance used in the GP literature to improve test
set performance; section 3 introduces variance as a measure
of smoothness, describes its limitations and then details the
variance based selection scheme; section 4 discusses the ex-
perimental setup used in this study, describes the problem
suite, presents the results and discusses them; finally, section
5 concludes the paper.

2. VARIANCE AND OVER-FITTING
Perhaps the most popular characterisation of over-fitting

in machine learning is the so called bias-variance trade-off [4,
pp147-152]. Given a modelling method like GP that pro-
duces a model y(x) to approximate some target function
〈t|x〉, the estimate y(x) usually depends on the training data
D sampled from 〈t|x〉. Ideally, the models produced in dif-
ferent trials of the modelling method with different instances
of D would consistently produce an acceptably similar out-
put and low error when evaluated on the same x. Thus,
the overall evaluation of a modelling technique amounts to
averaging the error produced by differently evolved models

at point x:

ED[{y(x)− 〈t|x〉}2] =

{ED[y(x)]− 〈t|x〉}2| {z }
(bias)2

+ED[{y(x)− ED[y(x)]}2]| {z }
variance

where the bias measures the extent to which average pre-
diction over all the instances of D differs from the target
function; bias is usually approximated with the squared er-
ror function in GP literature. The variance of output values
determines how sensitive the modelling method is to a par-
ticular instance of D: the higher the variance, the lower the
consistency of output and vice versa. Generally, in GP lit-
erature, variance is estimated by evaluating error on a test
data set not used during model training. Typically, as train-
ing performance improves, testing performance deteriorates
to implicitly indicate increasing variance. However, some
studies mention variance explicitly. A brief review of such
studies now follows.

Keijzer and Babovic [10] eliminate variance over a set of
instances of D by using ensemble models. Ensemble mod-
elling combines multiple models into a single one. Keijzer
and Babovic combine several models, trained over disjoint
data sets, by averaging their output. Since this average
model is the resulting model, the variance term is effectively
eliminated over the instances of D considered during individ-
ual evolutionary runs. While this decreases sensitivity to a
particular data set, the authors concede that there is no free
lunch: variance is still non-zero over the entire distribution
of D.

Moore [16] reduced variance over the test set errors by
randomly initialising the training set before evaluating every
new generation of individuals. He showed that by periodi-
cally changing the training set, the variance across different
runs was significantly lower than with having a fixed train-
ing set for the entire evolutionary run. Other examples of
varying training set to achieve better generalisation include
[9] and [3].

2.1 Behavioural Complexity and Over-fitting
As mentioned earlier, simpler models can better explain

the underlying phenomenon; therefore, they are likely to
be of a more consistent quality across different data sets.
While a lot of work in GP deals with reducing the size of
evolving expressions, far fewer studies address behavioural
complexity. For example, sin(x) has fewer nodes than x +
x + x + x, but is behaviourally more complex [2]. In other
words, x + x + x + x has a smoother response surface [22].

To evolve smoother models with STROGANOFF (a sys-
tem for evolving tree-like polynomials) Nikolaev et al. [17]
use ridge regression, minimising the magnitude of coeffi-
cients alongside enhancing model accuracy. Since, large co-
efficients suggest more variability in the response surface,
ridge regression penalizes the corresponding individual through
a regularization parameter in the fitness function. Then, in
[18] they directly measure the curvature of evolving polyno-
mials with the variance functional V [f ] such that

V [f ] =

Z ˛̨̨
˛∂

2f(x)

∂x2

˛̨̨
˛
2

dx.

The polynomial f(x) should be twice differentiable; Nikolaev
et al. satisfied such a hard constraint with a specialised
functions set of basis polynomials.
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Vladislavleva et al. [22] estimate the smoothness by esti-
mating the non-linearity of evolving expressions. Instead of
computing derivatives, they approximate a GP evolved ex-
pression with a Chebyshev polynomial. The non-linearity of
a GP-function occupying a node in a GP tree is a function of
the degree of the Chebyshev polynomial that approximates
that GP-function given the range of input values feeding into
its node from the child nodes and the non-linearity of the
child nodes. The ranges of values input to the GP node in
question and the corresponding Chebyshev polynomial are
determined during fitness calculation. Vladislavleva et al.
used a multi-objective approach to minimise non-linearity
and approximation error; they switched non-linearity with
expression sizes in alternate generations to evolve compact
models with smooth surfaces.

Castelli et al. [7] use a multi-objective algorithm to min-
imise the training error and the variance of errors on the
training set. Reducing the variance of errors means that the
evolving models should consistently fit all the training points
regardless of the smoothness of associated response surface.
This improved performance on a particular test set; how-
ever, they also found that if they replaced the variance of
errors with the number of nodes as an objective, the multi-
objective set-up performed just as well. Moreover, counter-
ing bloat with a single objective algorithm did not improve
the performance over the test set.

3. OUR APPROACH: VARIANCE BASED SE-
LECTION

We aim for a simple measure of smoothness of a model:
the measure should be cheap to compute, easy to understand
and easy to plug into a GP implementation. Furthermore, to
use this measure we should not necessarily require a multi-
objective algorithm for optimisation. To fulfil these aspi-
rations, we estimate smoothness by simply measuring the
variance of output values of an expression over the train-
ing data. To use it within a single-objective optimisation
framework, we later describe a modified tournament selec-
tion scheme.

We must note that the variance of output of a function
is not the same as the variance of its errors with respect
to a target data distribution. The former is a measure of
smoothness independent of target output, whereas the latter
is a measure of consistent approximation. While the latter
can still improve generalisation by preferring the models that
fit the training data overall, it can not be used to ascertain
the smoothness of the model in question beyond the known
data. Instead, we can still measure the variance of output
over any arbitrary input values (without knowing the corre-
sponding target output) to estimate how the model behaves
beyond the training points. This can be particularly useful
because in real life problems data can be in short supply.
Also, reducing variance directly over the training data may
counteract minimisation of error. However, in this study we
measure the variance on just the training points.

Variance over training data should provide a good measure
of smoothness as a smoother response surface should have
less variance than that of an over-fitting and noise hugging
model. However, we do recognise that it is not a strictly
monotonic measure of smoothness. To illustrate this point,
consider y1 = x and y2 = sin(x) over a range [0 : 1], then
var(y2) < var(y1); var(yi) is the variance of yi. However,

with a data set representative of a linear function, the error
for a linear approximation should outweigh the lesser vari-
ance associated with the non-linear function; otherwise, a
linear function of such a high slope would seriously over-fit
if the target model is significantly non-linear. Moreover, we
are more concerned with close competitions such as, for ex-
ample, between y2 = sin(x) and y3 = sin(2πx) when GP at-
tempts to fine tune the evolving models: var(y2) < var(y3).

Another issue with variance is that, unlike derivatives, it
is oblivious to the change over the input axis: a high vari-
ance over a large Δx may still represent a smooth surface.
As this is a preliminary investigation we do not expect to
find a fool proof measure, neither do we know if the asso-
ciated complexity of such a measure would translate into
significantly better results. However, we highlight the pos-
sible limitations so future investigations can be mindful of
them and may even address them.

We set the variance of the output values of training data
as the maximum allowable variance for any model during
evolution: any model with higher variance is deemed over-
complex and is assigned the worst possible fitness value. For
example, a model that outputs values that oscillate about the
target values may have the same mean squared error as the
one that consistently outputs either higher or lower values.
In this case the first model is over-complex and highly likely
to over-fit, and is duly penalized.

3.1 Modified Tournament Selection
Initially, we linearly added variance and training error as a

fitness measure; however, the evolution almost ignored the
variance term and solely targeted error reduction. There-
fore, instead of working out an optimum weight for the vari-
ance term to suitably calibrate the fitness function, we opted
for a tournament selection scheme that considers both train-
ing error and variance to discriminate between two individ-
uals. Although, we could use a multi-objective GA, we kept
to a single-objective GA in this study.

In this scheme we compare two candidate models A and B
in a step wise fashion: if we can not decide in one step then
we move to the next step. First, we check if A dominates
B, i.e., if A is at least equal to B in one objective and su-
perior in the other objective then A wins. If neither model
dominates the other then we ascertain if A improves over B
in one objective without giving away as much in the other
objective 1; such an attempt can take us closer to the knee
of the Pareto Front [6]. To decide this we determine if the
rectilinear distance of A (|error+variance|) is smaller than
the euclidean distance (

√
error2 + variance2) of B. This sit-

uation is exemplified in Figure 1: if A falls in the shaded
regions then it is selected. However, if we are still undecided,
then we pick the model with smaller variance. If A is such
a model, it should fall in the Tie Breaking Region in Fig-
ure 1. Finally, if all options are exhausted then the model
with smaller number of nodes is preferred. Pseudocode for
this selection scheme is given in Algorithm 1.

As a housekeeping measure, we penalize the individuals

1It is easy to show that by selecting a point in the shaded
regions, gain in one dimension significantly outdoes the loss
in the other. Suppose point A lies in the upper shaded
region, then Δx/Δy = cot(θ), where θ is the angle between

AB and the normal drawn from B on the y−axis. Since
θ < π/4 (unless B lies on the x−axis), cot(θ) > 1. A similar
reasoning applies to the lower shaded region.
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Figure 1: The variance based selection scheme is de-
picted. A sample point (B) is selected from an arc
in the error-variance space such that the radius of
this arc = 1; it is not the Pareto Front. The straight
line shows the points with rectilinear distance = 1.
Shaded regions are the set of points from the non-
dominated regions such that their rectilinear dis-
tance distance is less than the euclidean distance
of point B. Tie breaking region has the points from
the non-dominated region that have a lower variance
than B and do not fall in the shaded region.

generating NaN values by assigning them the worst possible
values for training score and variance.

Algorithm 1 Variance based selection is outlined.

a← false
if A � B then {A � B ⇒ A dominates B}

a← true
else

if (B � A) ∧ (rect(A) < eucl(B)) then
a← true

else
if (rect(B) ≥ eucl(A)) ∧ (var(B) > var(A)) then

a← true
else

if (var(B) = var(A)) ∧ (nodes(A) < nodes(B))
then

a← true
end if

end if
end if

end if

4. EXPERIMENTS
To estimate the efficacy of the proposed method, we com-

pare its performance with standard GP on four multi-variate
problems from the domain of symbolic regression. Also, as
an additional benchmark, we replace variance with the num-
ber of nodes in the selection scheme. For each of these prob-
lems Table 1 lists the corresponding labels used henceforth
to refer to them, as well as the input dimensionality and
the number of data points available. As a policy uniform
across all the problems, 70% of the data points were used
for training during evolutionary runs; the remaining 30%

Table 1: Problem suite used in this study.
Problem Label |{Input Variables}| |{Data Points}|
Dow Chemical 57 1066
Toxicity 626 234
Bioavailability 241 359
Concrete Strength 8 1030

Table 2: Configuration parameters for the runs.
Population Size 500.

Run Terminates at exhausting 1.2× 106 tree nodes.
Operator Probabilities Xover: 0.9; Point mutation: 0.1.
Tournament Size 2
Lexicographic [13] Yes.
Parsimony Pressure
Replacement Steady state, inverse tournament
Functions set {+,−,×, /}
Terminal set {Input variables} ∪ ERC.
ERC ERC = {c|c ∈ � ∧ −5 ≤ c < 5}.

|ERC| = 50.
Normalised Fitness 1

1+MSE

Initialisation Ramped half & half
(max. initial depth = 4)

were reserved for testing. A brief description of each prob-
lem now follows.

The first problem, Dow Chemical, presents data from a
real industrial application at Dow Chemical2. The objective
is to map 57 process measurements such as temperature,
pressures and flows to a chemical composition.

The second problem, Toxicity, is another real life prob-
lem; it involves mapping 626 factors representing the molec-
ular structures of a set of candidate drug compounds to a
pharmacokinetic parameter. The parameter of choice in this
case is median lethal dose, also informally called toxicity.

As with Toxicity, in the third problem (Bioavailability),
we predict another parameter of drug compounds: 241 input
variables are used to predict the percentage of orally sub-
mitted dose of a drug that effectively reaches the systemic
blood circulation. Further details of these two problems can
be obtained from [1].

In the last problem, Concrete Strength, we predict a
quantitative value of compressive strength of concrete. This
output is a highly non-linear function of eight input vari-
ables; these variables characterise the composition of con-
crete. The data source is UCI Machine Learning repository
[24]; the problem itself is detailed in [23].

4.1 GP Parameters
Configuration of GP parameters for this study is shown

in Table 2. Since, we only want to ascertain improvement
in performance with variance based selection, we do not at-
tempt to tailor the experimental set-ups to each problem;
instead, we uniformly employ a standard set-up.

During population initialisation and mutation, we select
ephemeral random constants (ERCs) as often as the problem

2This problem was presented as a challenge organised
by Arthur Kordon at EvoStar 2010. For details see:
http://casnew.iti.upv.es/index.php/evocompetitions/105-
symregcompetition
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Figure 2: For the best fit individual, mean score on
the training data is plotted for each problem.

specific variables. To do this, first we randomly decide be-
tween a constant and a variable, before choosing uniformly
from within their sets.

4.2 Performance Measures
Our primary measure of performance difference is nor-

malised error on unseen data (Test Score); however, we also
note normalised error on training set (Training Score), vari-
ance on training set and size of the evolving expressions.
While we measure training and test set performances for ob-
vious reasons, we also look for a consistently lower variance
to correlate it with any performance differences. Similarly,
expression sizes are plotted to verify if any difference in test
set performance can be linked to reduction in sizes of evolv-
ing expressions: some qualitative [2, 22] and quantitative
arguments [21, 12] go against a strong or causal link.

We note all these statistics for the best fit individual. The
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Figure 3: For the best fit individual, mean score on
the unseen data is plotted for each problem.

best fit individual in regular GP runs has the best training
score in the population; correspondingly, the best-fit individ-
ual in variance based GP is the best as per criteria outlined
in section 3.

We ascertain the significance of performance differences
between the two GP setups. To facilitate this, each sampled
point in the performance plots depicts an average over 500
runs. Then, as in [8], the 95% confidence limits of the error
bars at each point are computed as follows:

X ± 1.96
σ√
n

where X and σ are the mean and standard deviation of n
observations; n = 500 represents the number of runs in this
case. We can be 95% confident that the statistical popula-
tion lies within these limits, and that a lack of overlap with
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another error bar means that the corresponding populations
are different.

Ideally, the results with variance based selection should be
superior to those with the corresponding benchmarks on all
counts; however, some trade-off is expected between train-
ing and test set performances. Moreover, a lesser training
performance should coincide with a stable or an improving
performance over the test set.

4.3 Results
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Figure 4: For the best fit individual, variance on
training data is plotted for each problem.

Figures 2-5 show results of the experiments. The figures
refer to standard GP as GP, to size minimising GP as nodes-
GP, and to variance based GP as var-GP.

First, we compare var-GP with GP. Figures 2 and 3 show
results on training and test sets respectively. Clearly, var-
GP performs better than GP on both training and test sets
for the first problem (Dow Chemical). For Toxicity and
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Figure 5: For the best fit individual, tree size is
plotted for each problem.

Bioavailability, var-GP sacrifices some training perfor-
mance for a relatively stable and superior test set perfor-
mance. However, in the last problem, Concrete Strength,
var-GP is inferior both in training and test set performances.
Still, in all the cases with var-GP score on test set never de-
grades in the manner shown by GP in Figure 3 for the first
three problems.

Also, from the scales of the Figures 2 and 3, we notice
that when evolution stops, var-GP performs at least as well
on the test sets as it does on the training sets. The same is
not true for GP in the last two problems.

Results in Figures 4 and 5 are consistent across all the
problems. Figure 4 shows that variance with var-GP on
training sets is significantly lower than that with GP. Fig-
ure 5 shows that the expressions sizes are very similar across
the two setups despite considerable differences observed oth-
erwise. Hence, this result supports the previously cited ar-
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gument that differing test set performance can not be cor-
related with a change in tree sizes.

For nodes-GP, the training and test results are closer to
those with GP than those with var-GP. When compared with
var-GP, the test results of nodes-GP on the first two prob-
lems are consistently inferior; on Bioavailability the re-
sults are generally inferior but converge towards the end of
the runs. On the last problem, as with GP, nodes-GP per-
forms better than var-GP.

The results for variance and expression sizes show that de-
spite evolving much smaller expressions (except on toxicity)
than with the other two setups, nodes-GP has a much higher
variance than with var-GP.

4.4 Discussion
The scales of training results on the four problems show

that their difficulty for Genetic Programming varies. For
the first problem, GP attains a mean training score of 0.89
whereas for Toxicity, the second problem, the scores are of
the order of 10−7; the other two problems fall somewhere
in the middle. It may be possible to improve performance
by using some non-linear functions (for example, transcen-
dental functions); however, that is not the objective here.
What is important is that despite so much variation on the
difficulty scale, var-GP performs better than GP on test sets;
otherwise, it consistently improves over time (as happens
in the last problem). Also, unlike the two benchmarks, the
performance of var-GP on the test sets at the end of the runs
is never worse than the corresponding training performance.

We also find that, although nodes-GP can significantly
contain code-growth, only once does it perform better than
GP on the test sets. Thus, unlike Castelli et al. [7], we can
not conclude yet that bi-objective optimisation, regardless of
the objectives, consistently improves test set performance.
Moreover, since neither this study nor that of Castelli et
al. involved compact functions (for example, transcenden-
tal functions), some relationship between size and simplicity
might exist. However, we do agree that there can be merit
in further investigating the effect of multi-objective optimi-
sation on test set performance.

Given the approach taken in this paper, reducing variance
on the training data may hinder decreasing the error as much
as it could be. Perhaps this happens in the last problem
where an inferior training performance could not translate
into a superior test set performance in the available time
frame. However, this is a preliminary investigation. Further
work can look into utilising data sets separate from training
set to avoid a direct conflict with error reduction. How-
ever, additional data can be expensive or even unavailable
for many real world applications: for example, the data sets
for the second and third problem are already very sparse.
Therefore, the new techniques should not demand too much
data.

5. CONCLUSIONS
In this paper, we have proposed to use variance of output

values over the training data to measure smoothness of re-
sponse surfaces that we evolve with Genetic Programming.
We propose this measure because it is widely familiar, easy
to implement and integrate into a typical GP implementa-
tion, and does not significantly add to the computational
expense of GP runs. We highlight that variance is not a

strictly monotonic measure of smoothness but we also dis-
cuss the mitigating circumstances.

We also propose a simple tournament scheme that con-
siders both training error and variance in discriminating be-
tween two candidate solutions. While, the foremost crite-
rion used to discriminate is Pareto Dominance, we also use
a number of secondary criteria. We do so to avoid using
a standard multi-objective algorithm that ranks the popu-
lation based on a variety of factors. Among the secondary
criteria, first we look for a good trade-off: the gain in one
dimension should more than offset the loss in the other. As
we understand, the approach used to find this trade-off is
novel. If we can not get a suitable trade-off, then we select
the solution with lower variance or with fewer number of
nodes in that order of priority.

We test our proposals on four high dimensional real life
problems and find that in three cases we get test set results
better than those with standard GP. Moreover, the test set
performance never degrades in the manner associated with
standard GP - a manner also visible in three of the four
problems. Also, this performance is never worse than that
on the training set. Finally, we observe that the difference
in the test set performances does not correspond to a change
in the sizes of evolving expressions.

The study also opens up further research avenues. These
include finding a better yet simple measure of function vari-
ability for GP, using a standard multi-objective GA with the
same or new measures, using standard approaches to find the
knee-solutions, and using a data set other than training set
to estimate variance without compromising on the learning
efficiency particularly when training data is scarce.
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