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ABSTRACT
Learning from unlabeled data provides innumerable advan-
tages to a wide range of applications where there is a huge
amount of unlabeled data freely available. Semi-supervised
learning, which builds models from a small set of labeled
examples and a potential large set of unlabeled examples, is
a paradigm that may effectively use those unlabeled data.
Here we propose KGP, a semi-supervised transductive ge-
netic programming algorithm for classification. Apart from
being one of the first semi-supervised algorithms, it is trans-
ductive (instead of inductive), i.e., it requires only a training
dataset with labeled and unlabeled examples, which should
represent the complete data domain. The algorithm relies
on the three main assumptions on which semi-supervised
algorithms are built, and performs both global search on
labeled instances and local search on unlabeled instances.
Periodically, unlabeled examples are moved to the labeled
set after a weighted voting process performed by a com-
mittee. Results on eight UCI datasets were compared with
Self-Training and KNN, and showed KGP as a promising
method for semi-supervised learning.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning Concept Learning;
I.5.2 [Design Methodology]: Classifier design and evalu-
ation

General Terms
Algorithms
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1. INTRODUCTION
Learning from unlabeled data provides innumerable ad-

vantages to a wide range of applications, including image
and video processing [23], computational linguistics [11], and
speech recognition [22], among others. Unsupervised learn-
ing often does the job, but it may be better to employ a semi-
supervised learning strategy to effectively grasp the implicit
models from the data. Semi-supervised learning is charac-
terized by building models from a few labeled and a great
number of unlabeled examples [5], and is becoming very at-
tractive for scenarios such as the Web, where huge amounts
of unlabeled data are available.

Semi-supervised learning methods may perform inductive
or transductive learning [25]. When inductive learning takes
place, the classifier learns a function fi from the training
data, and fi is expected to be a good predictor for future
data (test data). In transductive methods, in contrast, the
function ft — which is also learned from the training set —
has as its main objective to be a good predictor of training
unlabeled instances. Hence, the function ft is not expected
to generalize for future data.

In this sense, transductive learning could be considered
as a simple case of inductive learning. However, there is no
consensus in the literature, and the definition given above is
based on [25]. Despite that, transductive methods are use-
ful in contexts where the “whole universe” of data is known,
and the main objective is to learn labels for unlabeled in-
stances. Examples of these scenarios include record dedu-
plication and web-page classification, among others.

Regardless of being inductive or transductive, there are
three common assumptions on which semi-supervised meth-
ods rely on [5]. The first is the smoothness assumption,
which states that dense regions of the problem search space
may be modeled by smooth functions. An immediate conse-
quence of this assumption is that two near points in a dense
region should be associated with similar classes. The second
assumption is that the boundaries between dense regions in
the search space are not dense, helping to separate dense re-
gions. The third assumption is that, despite the high dimen-
sionality of the data, there are dense regions in the search
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space that are also detectable considering less dimensions.
It is worth noting that most of the existing methods rely on
just one or at most two of these assumptions, which might
explain their poor performance on some datasets.

Although evolutionary methods have been successfully ap-
plied to solve classification problems involving supervised
learning [10, 18, 21], their use in semi-supervised learning is
still understudied [8]. In this direction, this paper proposes a
novel Genetic Programming method that takes into account
the three aforementioned assumptions of semi-supervised
learning.

More specifically, the main characteristics of the GP me-
thod proposed, and from now on referred as KGP (as some
of its features implement a KNN-like strategy), are: (i) it
is a semi-supervised method, which receives as input a set
of labeled and a set of unlabeled examples, (ii) it performs
transductive learning, and hence works only with a training
set, (iii) the labels of unlabeled examples are not assigned
by a single individual, but instead by a committee of clas-
sifiers, (iv) from time to time, unlabeled examples are clas-
sified and moved to the labeled set, and (v) the decisions
of committee members are weighted according to how well
they perform in the neighborhood of the unlabeled exam-
ples.

Another interesting feature of KGP is that, in contrast
with conventional semi-supervised methods that create a
new model from the updated training set, it evolves the
model (in our case a committee of classifiers) together with
new labeled instances. Hence, during the evolution process,
every time a new unlabeled instance is labeled by the set of
classifiers, this instance is used to improve the model.

A key issue for semi-supervised learning methods is how
to evaluate them. Specifically, we did not find, by defini-
tion, a truly transductive method to be used as a baseline.
Transductive SVM [14], which is commonly regarded as be-
ing transductive, does not exactly fit in the definition we
adopt [25]. Indeed, as pointed out, this method creates mod-
els that should generalize to new data, and hence uses train-
ing and test sets. KGP, in turn, requires only a training set.
Thus, we introduce a methodology to analyze transductive
methods, and test KGP in a set of eight UCI datasets [19].

Results were compared with the well-known self-training
algorithm [5], and also with a supervised algorithm, since
we know the labels for all training examples, including un-
labeled ones. In this case, KGP’s evaluation may consider
the number of examples correctly classified when compared
to the ground-truth, as well as an analysis of the strengths
and weaknesses the KGP semi-supervised learning strategy
offers [24].

The remainder of this paper is organized as follows. Sec-
tion 2 describes related works in the areas of GP for clas-
sification and semi-supervised learning. Section 3 intro-
duces KGP, our semi-supervised transductive genetic pro-
gramming algorithm, KGP. Section 4 reports experimental
results, while Section 5 draws some conclusions and discusses
future works.

2. RELATED WORK
Evolutionary computation has been used to generate a

great variety of models using supervised learning (i.e., prob-
lems where the labels of training instances are known), in-
cluding rules, trees and mathematical functions [1, 15, 21].
Here we follow this last approach, and generate mathemat-

ical functions to solve classification problems, but with one
main difference: we work within a semi-supervised frame-
work.

Semi-supervised learning techniques have become increas-
ingly popular in the last years. In fact, since the commu-
nities of natural language processing and text classification
showed their interest in automatically labeling data to im-
prove learning, there has been a fast growth in the develop-
ment of methods that work with both labeled and unlabeled
data [17, 20]. The methods most disseminated in this area
were initially the self-training and co-training algorithms [4].
Co-training has peculiarities, as it employs multi-view learn-
ing, and requires differentiated input data (i.e., data coming
from different data views). Self-training, in contrast, was
first proposed in the seventies, but it is still successfully
used in many contexts [20,24].

Self-training works as a wrapper, in the sense that it re-
quires another learning algorithm. This approach has flex-
ibility as its main strength. Performance is, however, lim-
ited by the fact that the models used in each iteration are
obtained independently. The underlining method has no
knowledge of how its being used and therefore cannot em-
ploy the models obtained in iterations i1, i2, ...ik in any way
to obtain a new one in ik+1. The method proposed here, in
contrast, works with a population of classifiers that evolves
over time. At each step, models are built not only from the
data but also from the models of previous iterations.

Usually, semi-supervised algorithms, including self-train-
ing and co-training, work under one or more of the three
aforementioned assumptions [5]: (i) the smoothness assump-
tion, which states that label functions are smoother on high-
density regions than in low-density regions, and hence points
separated by a high-density path are likely to be close; (ii)
the cluster or low-density separation, which states that de-
cision boundaries should lie on low-density regions; and (iii)
the manifold assumption, which says that high-dimensional
data lie roughly on a low-dimensional manifold.

The Transductive SVM [14], for instance, is based on the
assumption of low-density separation, and works by moving
the decision boundary away from the unlabeled points. It
does not fit, however, the definition of transductive learn-
ing adopted here [25], as the algorithm produces a model
which is expected to generalize. The first assumption is fol-
lowed by generative methods, including those that estimate
the conditional density p(x|y) of the data, where x is the
attribute vector and y the class, and use the information
coming from p(x) to help this estimation. Most of these are
also not transductive. Note that methods based on assump-
tions (i) and (ii) are local, while methods based on (iii) are
global.

KGP addresses these three assumptions, as showed in Sec-
tion 3. It also explores the powerful global search of GP to
ensure that we have classifiers dealing with attributes depen-
dencies, and that they are specialized into different regions
of the example space. By using a committee to predict la-
bels of examples we allow classifiers to be general enough
when learning from labeled examples but also local enough
to classify neighbour examples accordingly.

Concerning genetic programming algorithms, they are well-
known for solving classification problems under a super-
vised context, but methods following semi-supervised ap-
proaches are still underexplored. Two recently published
papers have presented contributions in this direction. In
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[12] the authors propose a new semi-supervised clustering
method, also known as constrained clustering. In the case
of semi-supervised clustering, prior background knowledge
is often introduced using constraints, which are based on
instances relationships or spatial contiguity. [12] works with
instance-level constraints, which restrict memberships of pa-
irs of instances. They use a hybrid genetic-guided semi-
supervised clustering algorithm, named Cop-HGA, to find
clusters while obeying imposed constraints. Something sim-
ilar was proposed in [9].

In [8], in contrast, a new inductive method called AGP was
introduced for dealing with semi-supervised learning clas-
sification. It employs Active learning [6], a type of data
sampling technique where, instead of selecting a subset of
random examples to train a classifier, a subset of the most
informative examples is selected. These examples are then
given to a user to label, and added to the set of labeled
training examples.

AGP is based on a committee of classifiers that chooses
the best example to be labeled. However, it does not apply
self-learning, i.e., the labeled set does not grow over time and
remains static. It is also not transductive, as the result of the
learning process is a single classifier that is expected to label
instances of a training set. KGP does both transductive and
self-learning, but not active learning. As shown later, the
combination of KGP with an active learning approach may
lead to even better results. It also employs committees in a
rather different way, as the votes of each individual in the
population are weighted.

3. THE KGP METHOD
This section describes KGP, a semi-supervised transduc-

tive genetic programming algorithm. One of the main stren-
gths of KGP is to take into account the three basic assump-
tions of semi-supervised algorithms.

The smoothness assumption is addressed by the weighted
voting process, which weights classifiers according to their
performance on the neighborhood of the unlabeled example.
This process guarantees that classifiers consider both the
global (when learning from labeled data) and local contexts
of data (when labeling unlabeled data). The low-density
separation is covered by the voting process itself. Individ-
uals with very high confidence for classifying an unlabeled
instance have a high probability of lying on different dense
regions (clusters) of the search space. Those with low prob-
abilities are likely to be closer to the class boundaries, and
that is why the voting process is important. By using the
voting process, KGP almost ignores classifiers close to the
class borders. Finally, the manifold assumption is indirectly
addressed when the classifiers use only a subset of the at-
tributes to generate classification functions, creating simpler
functions in a reduced dimensional space.

Moreover, KGP evolves the model (in our case a com-
mittee of classifiers) together with new labeled instances.
Hence, during the evolution process, every time a new unla-
beled instance is labeled by the set of classifiers, this instance
is used to improve the model previously created.

The next sections give an overview of the algorithm, de-
tailing the individual representation, fitness function, ge-
netic operators and the weighted voting process.

3.1 Overview
As a semi-supervised algorithm, KGP takes as inputs two

sets of instances, namely U and L. The former is called
unlabeled set, and consists of a series of vectors �xi ∈ R

n.
The latter, which is the labeled set, contains pairs of the
form (�xi, yi), where yi ∈ {−1,+1} represents the class of
the example. The current version of the method supports
only binary classification, but can be easily extended to
deal with multi-class problems following a one-against-al ap-
proach similar to that of SVM [13]. KGP’s main goal is to
correctly predict the classes of the instances in U and trans-
fer them to L. This process is done incrementally.

Algorithm 1 shows an overview of the method, whose un-
derlying process is the same as any supervised GP classifica-
tion method. It begins by initializing a random population
of ni individuals, using the well-known techniques of grow
and full [3]. Each individual consists of a mathematical ex-
pression and represents a classifier. In order to classify an
individual as belonging to class +1 or −1, a threshold is
applied to the output of the expression.

It then enters a loop that iterates for a maximum num-
ber of generations g. At each iteration, the individuals in
the current population are evaluated using instances in L.
That is, we use each individual i to obtain a map mi :
L → {−1,+1} that assigns a label to each of those in-
stances. This predicted label may or not be equal to the
one in L.

The success of an individual in correctly classifying la-
beled examples is taken into consideration to compute its
fitness. The fitness value determines the chances of an in-
dividual being chosen by tournament selection [3]. Chosen
individuals undergo crossover and mutation. Their offspring
then becomes part of a new population, which will replace
the current one. We also employ elitism, by copying the e
most fit individuals to the new population.

Every τ generations, a labeling round takes place, and a
committee of individuals votes to determine the class of each
unlabeled instance. These votes are then weighted consider-
ing a confidence metric, which reflects how well each classi-
fier performs in the labeled neighbourhood of the unlabeled
example. Votes and weights are combined into a final pre-
diction for the instance’s class. At the end of this process,
only the � instances with higher votes’ absolute values are
moved to U . After g generations, the method guarantees
that U is empty.

In the next subsections, the details of our method are
presented by describing the steps of Algorithm 1.

3.2 Individual Representation
Each individual in KGP is a classifier, represented by a

binary tree corresponding to mathematical expression. Four
basic operations are allowed as function nodes: protected di-
vision [3], multiplication, addition, and subtraction. Termi-
nals consist on integer constants from −9 to 9 and attributes
from vectors that describe each instance. Figure 1 shows an
example, where a and b are attributes from the dataset be-
ing considered. Individuals are bound to a maximum height
h, and genetic operators are designed in such a way that this
value is never exceeded.

When classifying an example, we go through the nodes
recursively, replacing the attributes in the leaves by their
values, and a value z(�x) is obtained. In general, we cannot
assure that z(�x) will be bounded, which is a consequence of
the fact that no restrictions are imposed as to what types of
individuals can be generated.
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Algorithm 1: KGP(L, U)

1: Build a random initial population;
2: for j = 1, 2, ..., g do
3: Evaluate each individual i using the examples in L;
4: Compute the fitness of each i according to its

predictions for L’s instances;
5: Perform crossover and mutation according to user

defined probabilities;
6: Update the current population;
7: if j ≡ 0 (mod τ ) then
8: Let S be an empty list;
9: for �x ∈ U do
10: Evaluate each individual i in �x.
11: Compute the set NN(k, �x) of the k nearest

labeled neighbors of �x;
12: Evaluate each i in N and compute its weight;
13: Compute the final vote for v(�x) combining

evaluation results and weights;
14: Append v(�x) to S;
15: end for
16: Sort S by the absolute value of each element;
17: Label the instances in U associated with the top �

values in S;
18: Transfer these � instances to L;
19: end if
20: end for

+

/

a b

5

Figure 1: A simple individual tailored to classify
instances of the form �x = (a, b)

The fact that no bounds can be obtained forbids any kind
of normalization. To counter that, we apply a sigmoid to
each z obtained, and consider its value instead. The sigmoid
takes any real value and maps it on the open real interval
(0, 1):

f(�x) =
1

2
tanh

(
z(�x)

10

)
(1)

A threshold t, whose value has to be obtained experimen-
tally, is then applied to f . As the sigmoid returns a value
within (0, 1), t needs to be a value in this interval, instead of
an arbitrary real number. Finally, we obtain the predicted
class y′ from f(�x):

y′(�x) =
{

+1, if f(�x) ≥ t
−1, if f(�x) < t

(2)

3.3 Fitness Function
The evaluation of the individuals (classifiers) is based only

on the set of labeled examples, and hence employs the tradi-
tional metrics used to evaluate supervised learning methods.
Considering a problem with two classes, there are four pos-
sible combinations of real and predicted classes, as shown in

Real
-1 +1

Predicted
-1 α α

+1 β β

Table 1: Confusion matrix and the four possible
combinations for predicted and real class.

Table 1. We take the harmonic mean of two rather common
measurements used to assess classifier quality: true positive
rate and true negative rate. For binary classification prob-
lems, they are defined as follows:

true positive rate =
α

α+ β
(3)

true negative rate =
β

β + α
(4)

in which α, α, β, β denote the number of instances in each
cell of the aforementioned table. The obtained value is a
real number between 0 and 1. It is used in conjunction
with tournament selection [3] to choose individuals that will
undergo crossover and mutation.

3.4 Genetic Operators
The classifiers are modified according to the traditional

crossover and mutation operators. Crossover takes two indi-
viduals A and B as input and outputs a pair of new individ-
uals A′ and B′. A′ and B′ are created by swapping their re-
spective selected subtrees. Following a procedure suggested
by Koza [16], we introduce a bias to this operator, assuring
that terminal nodes are selected 10% of the time.

Mutation chooses a node of an individual randomly, and
replaces it by a subtree generated randomly.

3.5 Weighted Voting Process
As previously mentioned, every τ generations a labeling

round takes place. During it, a committee of individuals
composed by the whole population votes to determine the
class of each unlabeled instance. The votes of all individ-
uals are combined using vote weights. These weights are
computed based on two main assumptions:

1. Individuals do not have equal performance over the
whole feature space, that is, they tend to be better in
certain regions and worse in others.

2. An instance �x is more likely to belong to the class
which is more common among its neighbors. Thus we
should reward classifiers that predict the most common
class in the neighborhood and penalize the ones which
do not.

During the voting process, first the k nearest labeled neigh-
bors NN(k, �x) of each unlabeled instance �x ∈ U are identi-
fied. For that matter, any distance function will do. We
currently use the Euclidean distance for reasons of simplic-
ity and broad usage in a diverse range of applications. In
scenarios such as text classification, other metrics such as
the cosine distance may be employed [2].

Next, weights are computed taking into consideration the
accuracy of the classifier in predicting the classes for the
already labeled instances in NN(k, �x).
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Table 2: Datasets from the UCI repository
Dataset Instances Attributes Class Distribution
diabetes 768 9 268/500
ionosphere 351 35 126/225
magic 19020 11 6688/12332
musk 6598 167 1017/5581
spam 4601 58 1813/2788
spectf 267 45 212/55
survival 306 4 225/81
wdbc 569 31 357/212

The voting process also takes into account a number p,
which is simply the percentage of neighbors belonging to
class −1, as described in Equation 5. It is used to penal-
ize classifiers that go against the most popular class in the
neighbourhood, thus satisfying the second assumption we
have adopted.

wi(�x) = accuracy(i,NN(k, �x)) ·
{

p, if y′(�x) = −1
1− p, if y′(�x) = +1

(5)
The voting decision on the label to be assigned to an in-

stance �x is taken by computing the weighted average of the
classes predicted by each individual i from the population
P for �x:

v(�x) =

∑
i∈P wi(�x) · y′

i(�x)∑
i∈P wi(�x)

(6)

Notice that v(�x) ∈ [−1,+1] is a real number. We take
its absolute value as a measurement of how confident the
committee is of its choice. As shown in Algorithm 1, the
obtained v(�x) values are ranked by confidence.

The top � instances in this rank are labeled by rounding
v(�x) to either +1 (if positive) or −1 (if negative) and trans-
ferred from U to L. The value of � is chosen according to
τ , in such a way that after g generations, all instances are
labeled:

� =

⌊ |U0|
r

⌋
(7)

where r is the amount of labeling rounds, that is, �g/τ�,
and |U0| denotes the amount of unlabeled instances initially
present on the unlabeled set. It is worth noticing that |U0|
might not divide r. In that case, the last labeling round will
handle more than � instances.

4. EXPERIMENTS
Evaluating semi-supervised methods is still a challenge,

as there is no consensus as to how it should be done. Here,
in order to validate the proposed technique, we work with
eight datasets from the UCI repository [19], described in Ta-
ble 2. As observed, all of them have two classes and only
numerical attributes. Experiments were performed varying
the size of the labeled set L. For each size, 20 random sam-
ples were extracted from the complete dataset. The results
were compared with two other algorithms: self-training and
KNN itself. KNN was chosen because, apart from provid-
ing a general good accuracy, its rationale is partially similar
to the one used by KGP. Self-training was chosen for be-
ing one of the most popular approaches to semi-supervised
learning [5]. KNN works by assigning to each instance the
most popular class amoung its K nearest neighbours. Self-
training works as follows. It first creates an initial model

from the labeled training set, and then uses this model to
label examples from the unlabeled set. After that, according
to a confidence metric provided by the enclosed classifier C
, the algorithm adds the m best classified examples in terms
of confidence to the labeled training set. This enhanced
training set is then used to create an updated model. The
process continues until all examples are labeled. Note that
self-training has the advantage of working as a wrapper, i.e.,
it may employ any classification algorithm in its core. Here
we have selected KNN for that matter, for the same rea-
sons expressed above. This combination of self-training and
KNN will be refered to as Self-KNN hereafter.

The GP parameters were set in a preliminary phase, and
their values are reported in Table 3. For comparison pur-
poses, we choose for KNN and Self-KNN the same k as used
by KGP, that is, they look into neighbourhoods of the same
size. We also assure Self-KNN performs as much iterations
as KGP’s labeling rounds.

Considering the parameters described in Table 3, it is in-
teresting to analyze some statistics collected during the ex-
ecution of KGP. Figure 2 shows six graphs obtained for the
datasets ionosphere (10% of labeled instances) and spam
(50%). All results are averages over 20 runs with different
random seeds but the same data sample.

In the first column, we observe the behavior of the indi-
viduals’ fitness during evolution. Note that the algorithm
does not converge. Although the average fitness improves
over time, there is still a fair diversity in the last genera-
tion. This is important considering the committee strategy
adopted here.

The graphs in the second column report the confidences
associated with each final vote v(�x) made by the classifiers.
As evolution goes on, the average confidence decreases. This
can be explained by an association of two factors. The first
is a decay in the quality of the model, which is a consequence
of incorrectly labeled instances moved to the labeled train-
ing set during execution. The other is the fact that hard to
classify instances and outliers tend to accumulate over time.
The behavior is consistent with the graphs in the third col-
umn, which contain the accuracy of labeled instances per
labeling round. It also decreases with time.

Currently, a fixed number of examples is labeled at each
round. One way to try to solve this problem is to add to the
labeled training sets only examples labeled with a confidence
higher than a threshold, which may be relaxed at the final
generations, as at this point only the most difficult examples
remain in the dataset. In some way, we have already tried
to increase or reduce this number of examples when setting
the parameters for the number of labeling rounds. However,
we intend to study it more deeply in future work.

The results obtained by KGP, Self-KNN, and KNN using
different sample sizes for labeled sets are showed in Table 4.
Two metrics were used to evaluate the results: the macro-
F1 and the predictive accuracy. Macro-F1 is a variation of
f-measure, which calculates the harmonic mean of precision
(fraction of examples correctly assigned to a class) and re-
call (true positive rate, which is the fraction of examples
from a class correctly classified). Macro-F1 measures the
classification effectiveness taking into account the class dis-
tribution of the dataset. Table 4 presents the average (±)
95% confidence intervals of these metrics.

In order to ensure statistical significance, the results of
KGP were compared to the two baselines using a statistical

1263



Table 3: GP Parameters
Parameter Value
Number of Generations (g) 50
Number of Individuals (ni) 100
Maximum tree depth (h) 5
Tournament size 3
Mutation rate 0.05
Crossover rate 0.85
Elitism (e) 5
K 5
Labeling rounds (τ) every 5 generations
Class threshold (t) 0.5
Pr. of using grow 0.5
Pr. of grow choosing a non-terminal 0.5

t-test with 95% confidence. The results of these tests are
presented in Table 4 through three symbols: � denotes a
significant positive variation, • a non significant variation
and � a significant negative variation. Note that these sym-
bols only appear in the column of the baselines, and refer
to how the method compares with KGP. For instance, the
macro-F1 of ionosphere in the column Self-KNN is followed
by a �, meaning that Self-KNN obtains values of macroF1

statistically worse than those obtained by KGP.
Considering the 24 experiments performed (8 datasets ×

three variations of data sample size) and the values of ac-
curacy, KGP achieves statistically better results than Self-
KNN in 8 cases, and statistically worse results in 7 cases.
Note that in the dataset ionosphere these gains were the
most expressive, being of 15% and 8.5% for samples of 10%
and 30%, respectively. For spam, KGP is also better than
Self-KNN in all three sample sizes, while for wdbc it is sta-
tistically significant for sample sizes of 50% and statistically
the same as Self-KNN for the other cases. All other results
obtained by the two methods are statistically equivalent.

There were three datasets in which statistically inferior
results were obtained by KGP: diabetes, magic and musk.
The reason why this happens might be related to the way
noise builds up as the classification process takes place. In
Self-KNN, for instance, new models are obtained at each it-
eration considering only the labeled data. KGP, on the other
hand, uses as classifiers individuals from previous genera-
tions, i.e., while Self-KNN rebuilds the whole model, KGP
updates it. We believe this may increase the rate at which
noise builds up in the set of labeled instances over time for
some datasets, and intend to investigate this issue further
in future works. This hypothesis is consistent with the fact
that the difference between KGP and the other approaches
in thoses cases increases as the unlabeled set gets bigger.
Furthermore, this hypothesis is also backed up by the fact
that magic and musk are the largest datasets used in our
experiments. Further evidence is provided by the graphs on
the second column of Figure 2, which refer to datasets iono-
sphere and spam. Spam is much larger than ionosphere and
has a much steeper curve when it comes to confidence even
with a larger percentage of labeled instances.

Regarding the macro-F1 results, they are also very similar
to accuracy ones. The only difference is that now KGP is
statistically better in 9 cases and statistically worse in 6.
Analyzing the results of KGP compared to KNN, we notice
that KGP achieves statistically better results in 12 cases,
while KNN is better than Self-KNN in six. It is important
to emphasize that the KNN run here is inductive, and learns
a model from a sample of the training data and then applies
it to the remaining example (test set).

After seeing the results and creating hypothesis that may
improve the accuracy of KGP, we investigate the reasons
behind classifier misclassifications. Is the problem the vot-
ing scheme or the models independence? Figure 3 shows
the classification of four specific instances from the dataset
spam, with 20% of labeled instances. The first two are cor-
rectly classified, and the last two are misclassified. Each
line in the histogram represents a single classifier. Heights
correspond to the product wi(�x) · y′

i(�x), that is, classifiers’
contributions to the final vote. The decision of the class of
the example is taken based on a weighted average over all
classifiers, as previously shown in Equation 6. Note that
in Figures 3 (a) and (b), it is not difficult to see that the
confidences closer to +1 or -1 dominate the graph.

An interesting case is Figure 3 (c), where, although there
is a majority of classifiers saying it should be -1, it is misclas-
sified as +1. It happens because the weights associated with
the classifiers that predicted the wrong class are higher. The
given instance is probably located in a region of space rich in
examples of class +1. One possibility to avoid such mistakes
would be to consider new approaches to compute weights.
Figure 3 (d) shows the case of a genuine error, which might
have occurred because this instance is an outlier or is too
close to the class boundaries.

KGP’s computational performance is reasonable for most
of the datasets employed in this study. For spectf, which is
the smallest one, a single execution takes less than a sec-
ond. For magic, the largest, running with 10% of labeled
instances takes 1 minute and 45 seconds. These results were
obtained on a dual quad-core machine with hyper-threading
and 16GB of main memory. Most of the execution time is
spent computing nearest neighbours and evaluating individ-
uals. Performance improvements could be easily obtained
by parallelizing individual’s evaluations and making use of
space partitioning techniques, such as KD-Trees [7].

5. CONCLUSION
This work introduced KGP, a semi-supervised genetic pro-

gramming algorithm for classification. It was conceived based
on the three assumptions on which semi-supervised learning
relies on, and combines global information of labeled data
with local information of unsupervised instances to evolve
classification models.

KGP performs transductive learning, working only with
a training set divided into labeled and unlabeled examples.
As evolution goes on, labeling rounds take place, and a com-
mittee of classifiers performs a weighted voting to decide
which unlabeled examples should be moved to the labeled
training set. Finally, instead of recreating a whole classi-
fication model from scratch after new instances are added
to the training set, it simply updates a model already being
evolved. At the end of the evolutionary process, all examples
are labeled.

Experiments with eight UCI datasets showed that KGP
is competitive with Self-KNN and KNN. It presents signifi-
cant gains in two datasets, and most of the time has a per-
formance statistically equivalent to Self-KNN. During the
analysis of the results, we identified a set of improvements
which can lead KGP to better results. They involve, for
instance, having a threshold to determine the number of un-
labeled examples to be moved to the training set, instead
of using the static approach Self-learning implements. Some
active learning could also improve the GP performance at
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Figure 2: Some interesting GP statistics for datasets ionosphere with 10% of labeled examples and spam
with 50% of labeled examples: first column shows values of fitness per generation, second column shows
confidences during the voting rounds, and the third columns illustrates the percentage of examples in L
correctly classified by the committee. Vertical dashes indicate 95% confidence intervals.
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Figure 3: The confidences of the committee in four possible cases: correctly classifying or missclassifying and
example

the first generations, when the models are still not com-
pletely evolved.

The next step is to use KGP in a set of real world appli-
cations to corroborate the results obtained here. Potential
applications include record deduplication and the creation of
ground truth for Web databases, such as those coming from
digital libraries or social networks. Finally, the algorithm
can also be adapted to work within a inductive framework.
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