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Abstract

A SIMULATION STUDY ON USING THE VIRTUAL NODE LAYER TO IM-
PLEMENT EFFCIENT AND RELIABLE MANET PROTOCOLS

by JIANG WU
Advisor: Nancy Griffeth
The Virtual Node Layer (VNLayer) is a cluster based programmaiosgraction for a
Mobile Ad-Hoc Network. VNLayer defines fixed or predictably mobile gapgical
regions. In each region, a number of mobile nodes collectively emulate a virtual node,

which provides services and relays packets for client processes.

As a clustering scheme with state replication, the VNLayer approadhearetically
improve the efficiency and reliability of MANET protocols. As a generajpamming
abstraction, the VNLayer hides underlying complexities from protocol devslapd
can be shared by multiple applications. However, the VNLayer also introduces e
control overhead and prolongs data forwarding delay, which could be prohibitively

expensive in terms of performance.

Based on an existing VNLayer implementation [1], we developed an ns-2 baseatsoftw
package, VNSim. VNSim can be used to simulate VNLayer based applications in a
MANET of up to a few hundred mobile nodes, in order to better understand the impact of
the VNLayer approach on efficiency and reliability.
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With VNSim, we did our first case study on a VNLayer based MANET addiesatzon
protocol, VNDHCP. Simulation results proved that the VNLayer approach can beused t

adapt a wireline protocol to MANET.

We also did an extensive simulation study on VNLayer based MANET routing. A
wireline routing protocol, RIP, was adapted to run over the VNLayer. With the support
provided by the VNLayer, the adapted protocol, VNRIP, was implemented very quickly

and can provide reasonable performance.

During the study of VNLayer based MANET routing, we identified a number airmaj
performance limitations in the existing VNLayer implementation and the Imidg
based on. To tackle the limitations, we created a more realistic linknegal, extended

the VNLayer model and optimized our VNLayer implementation.

With the optimized VNLayer implementation, we implemented VNAODV, apizda
version of AODV, over the new link and VNLayer models. Simulation results indicate
that VNAODYV delivers more packets and creates more stable routes thdardtAODV

in a dense MANET with high node motion rate and moderate data traffic.

This research validated the intuition that the VNLayer approach can be used to adapt
wireline protocols quickly to MANET and to improve the performance of MANET
protocols. This research also provided us some insights on how to implement and

optimize cluster based MANET protocols.



Dedication

This is dedicated to my father, mother and wife. Their strong support made

everything possible.

Vi



Acknowledgments

| would like to first thank Professor Nancy Griffeth for her guigatirough this long
journey. This is not only for her painstaking effort in advising menon research,
correcting papers together with me, but also for her strong duppany personal life.
I've learned a lot more than scientific research from Ihewould also like to thank Prof.
Nancy Lynch and her research group for providing me the research soprce code
and inspiring discussions. | would especially thank Calvin Newport forhklp on
solving problems | had with simulations and his resourceful suggsstl would also
thank Mike Spindel for his great help in providing me his simulttothe Virtual Node
Layer, based on which my simulator was created. His patmeail eesponses at the early
stage of research helped me to get started very quickdgdiion, | would thank Costas
Djouvas, Yuri Cantor, Prof. Ping Ji, Prof. Bilal Khan and Prof. Amo&nBy on

providing great comments and suggestions on my research.

Vii



Table of Contents

Contents
Y 0111 = Tod ST PPPP PP PPPPPRUPTTR 1\
D] =To [To%= 11 o] o PSSR Vi
ol L0111 =T o =T o £ Vil
TaDIE Of CONLENTS ... et e e e e e e e e e e e e e e e ee e e b ane s viii
(7o) 41 (=] 0 £ TSP viii
LISt Of TABIES ...ttt e e e e e e e e e e e e e e e e Xiv
LISE OF FIQUIES ..ttt e e e e e e e e e e e e e e e e e aeeebeanaa e as XV
CHAPTER 1. OVEIVIEW ...uuiiiiiiiiiiiiiiieieeeeaeeeeeaaaaessssasssssssssstsssssseeeeeeeeeaeaaaaaaaaasssssnnnnnnnes 1
1.1 Difficulties in Mobile Ad-hoC NetWOrKing ........cccooeeeeiiiiiiiiiiiiceee e 1
1.2 What iS VIrtual NOUE LAYET ......uuiiiiiiieie et 3
1.3 An Example of VNLayer based Data Forwarding ...........ccoouuvviiiiiiiiniiineeeeeeeeee, 5
1.4 Benefits of USING the VINLAYET ........uuiiiiiii e e e e e e e e e e e eeeaenannnnnnes 7
1.5 Limitations of the Virtual Node Layer ... 8
1.6 ReSearch ODJECHVES .......ooeiiiiiiiieii s 11
1.7 Overview of the Simulation STUAIES ...........oooiiiiiiiiiii s 11
1.7.1 MANET Address Allocation over the VNLayer...........ccccovvveiviiiiviniiiinnneenn. 11
1.7.2 Reactive MANET Routing over the VNLAYer .........cccccooviiiiiiniiiiiiiiieeeeiiiins 12
1.7.3 Proactive MANET Routing over the VNLayer ............ccccceeeeiiiiiiiieeeeeeneeee, 13
1.7.4  Scope Of OPtIMIZALIONS .......ccoiiiiiiiiiiiiiiiee e e e e e e eeeas 14
1.8  Structure Of the ThESIS.....coooi e 15
CHAPTER 2. BaCKQIrOUNG........ccoiiiiiiieiiiiiiiiis s s e e e e e e e e e e e e eeeeeaetaanss s s e e e e e aeaaeeeeeensnnnnnnn 17
2.1 MANET Address AllOCALION .......ccuiiiiiiiiiiiii ettt 17
2.1.1 IP Address Auto-Configuration for Ad Hoc Networks (IAAC).................. 18
2.1.2 MANETConf: Configuration of hosts in a mobile ad hoc network............ 19

viii



2.1.3 Zero-Maintenance Address Allocation (ZAL) ........cooooviiiiiiiiiiiiiiiiiiciieenn 23

2.1.4 MANET Address Allocation iN IPV6 ..........ccccuuviiiiiiiiiiiiiiiiieeeeeeeeee s 26
2.1.5  SUMIMATY .ottt et e e e e e e e et e e e ea e e et e e eean s 26
2.2 MANET ROULING ..ottt e e e s e e e e e e e e e e eeeeeennenns 27
2.2.1 Proactive Routing ProtOCOIS .......cccooieiiiiiiiiiiieeeeeces e e e e e e 29
2.2.2 Reactive Routing ProtoCOIS...........ccooiiiiiiiiiiiesee e 32
2.2.3  Cluster Based ROULING ......oooiiiiiiiiiiiiiiiii et 37
CHAPTER 3. Models for the Link Layer and the VNLayer ..........ccccevvvvvevevvnvennnnnnn. 43
3.1 The Basic Link Layer and VNLayer Models ..........cccooevviiiiiiiiiiiiiieciiceeennn 43
3.1.1 The Basic Link Layer Model ... 44
3.1.2 The Basic VNLayer MOAel ............uuuuuiiiiiieii e e e 45
3.2 The Extended Link Layer and VNLayer Models...........cccceeeiiiieeiieeeeiiiiieeiiiiinnns 48
3.2.1 The Extended Link Layer Model ... 48
3.2.2 The Extended VNLayer Model............ooovvriiiiiiiiiiiiii e 50
3.3 The Implementation of the VNLAYer ..........ccoooiiiiiiiiiiiiiiiie e 53
3.4 Implementation ChOICES........oooi i 54
3.4.1 Region Shapes and Node Sending and Receiving Capabilities.................. 55
3.4.2  Leader EIECHON .......uuuiiiiiiieiiiiiieee et 55
3.4.3  Number of Emulator NOUES .........coooiiiiiiiiiiiiii e 56
3.4.4 State to Be SYNCNronIized ..ot 56
3.4.5 Subtypes of State SynchronizationsS............cccceviiiiieeeeiiieeiieee e 57
3.4.6 Control Over State Synchronization Frequency .............oouuuvveiiiiiiniieeeeeeennn. 58
3.4.7 Use of Overheard State Synchronization MeSSages ........cccceeeeeeiiiieeeeeeninnns 58
3.4.8 State ConsiSteNCY CECKS .....ccoiiiiiieiiiiieeeeeere e 58
3.4.9  State INfEIrENCING ...uuuiiii i a e e e 59
3.4.10 CommMUNICAION RUIES......uiiiiiiii s 59
3.4.11 Powerful EMUIATOIS .......ccoiiiiiiiiiiiie e 60
3.4.12 Summary of Implementation ChOICES ...........cooiiiiiiiiiiiiiiii e 60
CHAPTER 4. Virtual Node Layer Implementation ...........cccooveeieeeiiiiiiiieeiiiiiiinnn 63



4.1 Virtual NOE EMUIBLOL . ... 63

4.2 Virtual Node Simulator (WVNSIM) ...coooeiiiieeer e 64
4.3  VNLayer Packet HEAUET ...........ccuuueiiiiiiiiei i ettt e e e e e e e e e e e aeaeaaannnnes 67
A4 VINLAYEE STALE .. ..eeiii ettt e ettt e e et e e e e e e et e e e e e eesaa e aeaeennes 69
4.5  PaACKEt ClaSSIfIEF .....uuuiiiiiiiiiiiiiiii et 72
451 Packet ClassifiCAtiON ...........ueiiiiiiiiiiiiieieii e 72
4.5.2 Neighbor/Region State Maintenance (NRSM) ..o, 72
4.6 Location ChecKing MOAUIE ............uuuuuiiiiii e e e e e e e e e e eeaaeaanees 73
4.7 Leader EIeCtion MOGUIE ...........uuiiiiiiiiiiiiieiieeeee e 74
4.7.1 Faster Leadership SWILChING.........coouuuiiiiiiiiiii e 77
4.7.2 Reducing Duplicate Leaderships ...........couuuuvuuiiiiiiiiiiieeeeeeeeeeeeeeeeis 78
4.7.3 Stabilizing Region Leaderships ........cccoeeiiiiiiieieeiiiciies e e e ee e 79
4.7.4 Electing Better LeadersS ..ottt 81
4.7.5 Reducing the Number of Backup Servers.........cccceeviiiiiieeeeiiieeeeeeenn 82
4.8 The VNLayer State MacChine..........ccoooiiiiiiiiiieicir e 83
4.9 SeNAING QUEUE .....uuiiii ittt e e e e e e e e et e e e e et e teabt b a e e e e e e e eeaaeeeeeeeennnnes 86
4.10  Application Packet ProCEeSSING .....uuuuiiiiiiieeeeiiiieiiiieeeiiiiiiessse s e e e e e e eeeaeeeaeeenennns 88
4.10.1 Client Message Handler (CMH) ........ccooiiiiiiiieiiiicciis e 89
4.10.2 Application Packet Filtering (APF) .....ooiiiiiiee e 90
4.10.3 Application Packet Total Ordering (APTO) ......uuiiiiiiiieiiieiiiieeeeeeeiiiiinn 91
4.10.4 Consistency Manager (CM) ......uuu oo e e e e e e e e aeeeeeanannnns 92
4.11 State SYNCNIONIZATION........ooiiiiiiiiieieieee e e e e e e e e e e eeeeeseennnnnas 94
4.11.1 State to be SYNChronized...........oooviiiiiiiiiii e 96
4.11.2 Subtypes of State SynchronizationS............ccceeevviiiiiveiiiiccec e, 96
4.11.3 Control Over State Synchronization FrequencCy ............c.uuuvveeiiiiiiieeeeeeennnn. 97
4.11.4 Use Overheard SYN-ACK MESSAQES. ....ccoeiiiiiiiiiiiiieeiiiiiiiiiienee e 97
4.11.5 State ConsiSteNCY ChECKS ......ccoiiiiiieeeice e 98
CHAPTER 5. MANET Address Allocation over the VNLayer ...........ccccevvvvvvvvnnnnns 100
5.1 Address Allocation and Renewal inside a Single Region ..........ccccceeevvvenenennn. 102



5.2 Address Allocations and Renewals across Region Borders............cccceevvvvvnnees 104

5.2.1 Local Address Depletion...........ccooiiiiiiiieiiiiiiiiie e 105
5.2.2  NOUE MOTION ...ttt e e e e e e e e e e e e e e e e e e e 106
5.2.3  Virtual NOGE RESEL.....uuuiiiiiiii e 106
5.3 Application Layer Implementation ChOICES ...........ccceeviviiiiiiiiiiiiiiiiiie e 107
5.4 Implementation Choices taken at the VNLayer ............ccccceevvvvvvivveiiviiiiiieen e 110
5.5 Discussion: VNDHCP vs. Existing Address Allocation Solutions ................... 111
CHAPTER 6. Reactive Routing over the VNLAYer ............coovvvvveiiiiiiiiiiiieeeeeeeeeeeeee, 114
6.1 Basic Operations 0f VINAODV ........uuuiiiiiiiii et e e e e e e e e e aeeaaeeennnes 115
6.1.1 ROULE DISCOVEIY...coeiiiiiiiiiiiiiae e e e ettt s s e e e e e e e e e e e e e e eeeeebannn s 116
6.1.2 Data Message FOrWarding .......ccooeieeeeeeeiiieeiieeeeiiiiiiiess s s s e e e e e e e eeeeeeeeeeesennnnn 119
6.1.3  ROULE MAINTENANCE ......uuiiiiiiiiiiiiiiiiee e e e e e e e e e e e e e e e e 119
6.2 Preventing and Detecting ROULING LOOPS ...vvvuuiiieiiiiieiiiiieeeeeiiiiiiine e 122
6.2.1 Restarted REQIONS .......ccooiiiiiiiiiiiiiiiiiie s e e e e e e e e e e e e e e eaeeeeens 123
6.2.2  OUL OFf SYNC NOUES .....oviiiiiiiiie e 124
6.3 Taking Advantage of VNLayer optimizations.............coeevuviiiiviiiiiiinnneeeeeeeeeeeeee 128
6.3.1 Selective State Synchronization and State Consistency Checks............... 128
6.3.2 Shortening Forwarding Paths...............iiiiiiiiiii e 130
6.3.3  Directed BroadCast............couuuuiuummiiiiiiee ettt e e 135
6.3.4 Powerful Emulator Option .........oooiiiiiiiiiiiiiiiiicien e 136
6.4 Optimizations at the AppliCation LAYer .........cceeeiiiiiieiiiieieeeeeeeies e 142
6.4.1 Local ReCOVEry Of DIMSGS......uuuuuiiiiiieee ettt eeeeeeeeees 142
6.4.2  State INfEIrENCING ...uueeeiiiiee e 146
6.4.3 Route Correction by Destination ............cccceeeeeeiiiiiieeiiiiierr e 148
CHAPTER 7. Proactive Routing over the VNLayer ............cooviiiiiiiiiiiiiiiieeeeeeeeeeee 149
7.1 MESSAGE TYPES ..ottt e e e et a e e e e e aenas 150
2 = o 1011 Vo IR 1= 1o = 151
7.3 ROULNG UPAAES ...ttt e e e e e e e e e e e e eeeeas 152
7.3.1 Hello Messages from Every Physical Node...........ccccooviiiiiiiiiiiiiiiiiiiiiinnns 153

Xi



7.3.2 Triggered Partial Update...........coooviiiiiiiiiiiiiii et 153
7.3.3  ON-Demand UPAAte .........ccooiiiiiieieieiiiie e e e e e e e e 154
7.3.4  Complete UPALe .....ccccoeiieeeieieeeeeeee e e e e e e e 154
7.4 Data MesSsage FOrWarTiNg.......... it e e e e e e eeeeeeeeeennnan 155
7.5  ROULE MAINTENANCE ... ...uuiiiiiiiiiiiiiiieie et e e e e e e e e e e e aaaaeaeaaaeanans 155
7.6 Loop Detection and Prevention...........ccooviviieeeeiiiiiiiiiiss e ee e e 156
7.7 Optimizations based on VNLayer Implementation...............ccoooevevviiiiininnnnnnnn. 157
7.7.1 Hello Messages Sent and Managed by the VNLayer ...........cccccceeeeeeenenn. 158
7.7.2 Neighbor Region ACHVENESS........ccccvveiiiiiiiiiiieee e e e e e e e e 158
7.8 SUIMIM@IY .ottt ettt e e e et ettt e e e e e eett e e e e eestba e e e aeensnnn e eeaeennes 159

CHAPTER 8. Performance Evaluation on VNLayer based Address Allocation and
MANET Routing 160

8.1 Performance Evaluation 0N VNDHCP ........ccooiiiiiiiiiii e 160
8.1.1  SIMUIAION SEHINGS ...vvvrieiiiiie e e e e 160
8.1.2  SIMUIALION TIME ... e 162
8.1.3 VNLayer message OVerN@ad .........ccoooeeiiiiiiiiiiiiiiiiiiiicce e 162
8.1.4 Different Renewal Methods..............uuuiiiiiiiiiii e 164
8.1.5 Different NOde DENSILIES ........ccoiiiiiiiiiiiiiiiiiee e 171
8.1.6  SUMIMAIY ...ttt ettt e e et e e e e e e e et e e e e e eeeb e e e eeensnaaaaaaeees 174

8.2 Performance Evaluation on VNAODV and VNRIP ...........oovviiiiiiiiiiiieeeeee, 177
8.2.1 VNRIP and Base Line Implementation of VNAODV .............ccevvvvvvrnnnes 180
8.2.2 The Effect of Selective State Synchronizations and Selective State
CONSIStENCY CECKS ... e e e e e e s 191
8.2.3 The Effect of USINg LONG LINKS .....ccoooiiiiiiiiiiiiiiiiiiin e 194
8.2.4 The Effect of Using Directed Broadcast...............uuuuiiiiiiiniiiiiiiiiiiceeiiiiiins 197
8.2.5 Route Stability Brought by the VNLayer Approach............ccccccceiiinnennn. 199
8.2.6 The Value of State Replication................uuuuuuiiiiiiiiiieee 203
8.2.7 Effect of other Optimizations at the VNLayer...........ccccvvveviiiiiiniiiinnneenn. 206
8.2.8 The Effect of Application Layer Optimizations.............ccccvvvvvvevvvvvnennnnnnnn. 212
8.2.9 Different Node Motion Rates and Different Node Densities.................... 216

Xii



8.2.10 Different NEtWOIK SIZES .....ouinie i 217

8.2.11 Different REQION SELUPS.....ccoiiiieeeeeiieeeeeeeeeiere s e e e e e e e e e s 221
8.2.12 SUMIMATY ..ttt e et e et e e e et e e e et e e e et e e e enaneeeenas 225
CHAPTER 9. Conclusions and Future WOIKS .............euiiiiiiiiiiieieeeceeiii 227
9.1  SIMUIAtIoON RESUITS.......cceiiiiiie e 227
0.2 FULUIE WOTKS ...ttt et e e e e e e e e e e e e e e s e anee 230
9.2.1 Applying Insights gained on the Implementation of Cluster-based MANET
PIOTOCOIS ...t et e e e e e e e e e e e e e 230
9.2.2 More Works 0N VINRIP ..o 237
0.2.3  Better REQION SELUPS......coiiiiiiiiiiiiiiiieer et a e e 237
9.2.4 The VNLayer Shared by Multiple Applications ............ccovvvvvrvvvvvnncinnennnn. 237
9.2.5 Geographical based MANET ROULING .....ccoouiiiiiiiiiiiiiiiieiiiiiien e 238
Appendix A:  Simulating the VNLayer With NS-2 ...........uuuiiiiiiiieeiin 239
Al The StruCture OF VINSIM .....uuiiiiiiiiiiiiiiii e e e 239
A2 AGENTJOIN .. e et e e e et e e e e e e e e ena e 241
A.3 VNServer, the Parent Class of VNLayer Application Servers..........cccooeeeeeeeeeene. 243
A.4  VNClient, the Parent Class of Application Clients.............ccccovvvvvveviiiiiiiiciiieeeenn. 244
A5 1SSUES WIth POIt NUMDET ....eeiiiiieeee e s 244
A.6  Modified VNSIm Structure for Routing Applications ................eeviiiiiinnnieeeeennnnn. 244
A.7 Interface Functions required by VNSim for VNLayer based Applicatians.. 246
2] ] [ToTe =1 o] 0 /20U 248

Xiii



List of Tables

Table Page

Table 3-1: Implementation options investigated by simulations of the VMlagyeoach
........................................................................................................................................... 61
Table 4-1 Random backoff settings in leader election for nodes at differenvievel

5] F= 10111 UPRURR 81
Table 8-1 Settings for 5 Motion Speed MOUES .......ccoiiiiiiiiiiiiiiieee e 161
Table 8-2 Simulation Speed of VNE and VNSIM .........coovvviiiiiiiiiiiii e 162

Table A.7-1 Interface Functions Required by the VNLayer Class iBiWN............... 246

Xiv



List of Figures

Figure Page

Figure 1-1 The VNLayer works between the MANET and Applications as agonoging

=Y 0151 1= Tox 1o ] [P U RPN 4
Figure 1-2 lllustration of VNLayer based MANET packet forwarding. ...................! 6.......
Figure 4-1 The Architecture of VNSIim on a VNLayer equipped physmdén............ 64

Figure 4-2 A routing loop in VNAODYV when a region is booted ..............cceevvvvvveviinnnnns 64
Figure 4-3 The Leader Election Module State Machine...............iiiiiiiniiieeiiiieeeiiins 75
Figure 4-4 The VNLayer State MacChINe..........ccoieiiiiie i e e e e e 84
Figure 4-5 Details of the Application Packet Processing Module ...............ooouuiiiiiinnnnnnn. 89
Figure 5-1 Address Allocation and Address Renewal in VNDHCP ..............ccccoevvvveiins 102
Figure 5-2 Address Allocation across Region Borders when a Region Run$ Out

AQAIESSES ..ttt ettt et e et e e e e e e e e e e e e e — ittt r ettt e e e e e aeeas 105
Figure 5-3 An address lease renewal across region borders (gecairépked routing

fOr RENEW MESSAQES) .oieviiieieiieiiiiiiiiaseeeeeeeeeaeeeeeeeeeasssssssaasasaaaaaaaaaeaseeeessssssnnnnnaaeeaes 109
Figure 6-1 A routing loop in VNAODYV when a region is booted ..........ccccoevvveeeeiiininne. 124
Figure 6-2 A routing loop in VNAODV when an out-of-sync node takes over a r&gibn
Figure 6-3 Routing loops in VNAODV when a Backup node learns a wrong route...... 126
Figure 6-4 Optimizations in VNAODYV that shorten forwarding paths.............cccccceennn. 132
Figure 6-5 One forwarding hop saved by the Long Links option.................vceiiiinnnennn. 134
Figure 6-6 With LL option, a vrouter should not report routes for local destination nodes.
......................................................................................................................................... 135
Figure 6-7 One forwarding hop saved by the Powerful Emulator Option in VNLag&r

Figure 6-8 Example on How Local DMSG Recovery WOrks .........cccooeeeeeeeiiiieeeiiiiinnnnnns 145
Figure 8-1 Allocation performance with different renewal methods, laetyeank, fast

[ aT0)Y T g Lo o= 1S = PRSPPI 165
Figure 8-2 Renewal overhead with different renewal methods, large networofasg

(072 K] PRSP 166
Figure 8-3 Distribution of addressless times with different renewéhoas, large

NETWOIK, fASt MOVING CASE.......uuiuiiiiiiiie ettt e e e e e e e 168
Figure 8-4 Allocation performance with different renewal methods, laetyeank, slow

L0}V TgTo o= 1S = PRSPPI 169
Figure 8-5 Renewal overhead with different renewal methods, large netvaovk, sl

[ aT0)Y T g Lo o= 1S = PRSPPI 170

Figure 8-6 Distribution of addressless times with different renewthoas, large

XV



NEtWOrK SiZe, SIOW MOVING CASE......ciii ittt e e e e e 170
Figure 8-7 Allocation performance with different node densities and elifferode

motion rates when geographical routing used for address renewals...........cccccceeeeeeeennnn. 172
Figure 8-8 Virtual node layer message overhead with different node densitie..... 173
Figure 8-9 Packet Delivery Fraction of AODV, VNAODV and VNRIP................. 181.

Figure 8-10 Length of Forwarding Paths Created by AODV, VNRIPv@WwODV ... 183
Figure 8-11 End to End DMSG Delivery Latency of AODV, VNAODV and VRRI183

Figure 8-12 Routing Traffic Overheads of AODV, VNAODV and VNRIP.................... 185
Figure 8-13 Control Traffic Overheads of AODV, VNAODV and VNRIP.................... 185
Figure 8-14 Total Traffic Overheads of AODV, VNAODV and VNRIP................... 185

Figure 8-15 Causes of End to End Delivery Failures in AODV .........ccccccceiiiiiiiiiiiinnne 188
Figure 8-16 Causes of End to End DMSG Delivery Failures in VNAODV .................. 190
Figure 8-17 The Packet Delivery Fraction of VNAODV with selecstate

synchronization and selective state synchronization checks disabled ........................... 192
Figure 8-18 The control traffic overhead of VNAODYV with selectiveestat

synchronization and selective state synchronization checks disabled ........................... 192
Figure 8-19 The Effect of Using Long Links on the Forwarding Path therfg

VWINAODVY .ttt e e e e e e e e e e e ettt et e e e e e e e e e e e s 195
Figure 8-20 The Effect of using Long Links on VNAODV'S PDF ...........cccooiiiiiiiiiiiinne 196

Figure 8-21 The Effect of using Long Links on the Delivery LatencyMAODYV .... 196
Figure 8-22 The Effect of using Long Links on the Total Traffic @ead of VNAODV

Figure 8-23 The Effect of using Directed Broadcast on the PDF of VNAQD....... 198

Figure 8-24 Route Discoveries/Repairs done by AODV and VNAODV ..........ccccvuuueee 200
Figure 8-25 PDF of AODV and VNAODV with Static Endpoints in CBR sessions ..... 202
Figure 8-26 Route Stability of AODV & VNAODYV with Static Endpoints in CBR

RS IST] 0] FS PP 202
Figure 8-27 PDF of VNAODV with Different State Sync Modes ..............cccevvvvvveennnnns 205
Figure 8-28 Route Stability of VNAODV with Different State Sync Modes......... 205..

Figure 8-29 The Effect of Using the Powerful Emulator Option on the PDF ofGMDM

......................................................................................................................................... 208
Figure 8-30 The Effect of Using the PC on the forwarding path length 80D/ .. 208

Figure 8-31 The Effect of Using the PC Option on the delivery latency QMDY . 209

Figure 8-32 The Effect of Reducing the Number of Backup Servers in a region on the

PDF Of VINAODV ...ttt e e e e e e e et e e e e e e e e e e e eaaraaas 211
Figure 8-33 The Effect of Reducing the Number of Backup Servers in a region on the
Control Overhead Of VINAODY ...ttt eeeeaae s 211
Figure 8-34 The Effect of Directed Broadcast and Local Recovery on thePD

RV N @ 5 A P 213

Figure 8-35 The Effect of Directed Broadcast and Local Recovery on comgdiead of

XVi



RV N @ 5 A PPN 213
Figure 8-36 The Effect of Route Correction on the PDF of VNAODV ......ccccceeeeeeene. 214
Figure 8-37 The Effect of Route Correction on the route stability of VNAQDV.... 215
Figure 8-38 The Effect of Route Correction on the delivery latency of OD¥....... 215
Figure 8-39 The PDF of VNAODYV with different node densities and node motia rate

Figure 8-40 The PDF of AODV and VNAODV in a large network setting............ 218
Figure 8-41 The Route Stability of AODV and VNAODYV in a large netwetkirsy .. 218
Figure 8-42 The Delivery Latency of AODV and VNAODV in a large nelws®atting219
Figure 8-43 The Control Overhead of AODV and VNAODYV in a large networkgetti

......................................................................................................................................... 220
Figure 8-44 The Total Traffic Overhead of AODV and VNAODV in génetwork

=] 1] o TP SRR 220
Figure 8-45 The PDF of AODV and VNAODV with different region setups........ 221..

Figure 8-46 Forwarding Path Length of AODV and VNAODYV with differeegion

1< LU ] 01 7 PP PPRTPPIN 224
Figure 8-47 Delivery Latency of AODV and VNAODV with different regisetups .. 224

Figure 8-48 Total Traffic Overhead of AODV and VNAODV with diffet@egion setups
......................................................................................................................................... 224
Figure A.1-1 Architecture of a VNLayer emulator node in VNSIM ..........cccccceeeeieenennn. 240
Figure A.1-2 Interaction between a Leader node and a Non-leader. Node........... 241

Figure A.6-1 the Architecture of the Modified VNSIM ..........ccciiiiiiiiiiii e 245

XVii



CHAPTER 1. Overview

Mobile Ad-hoc Networks (MANETS) are wireless networks settempporarily among
wireless devices, without the support of any infrastructure. VEsalevices in a MANET
may move around continuously and each one of them may need to forward gacket
other devices in the MANET. Because MANETs can be deployed quitidy can be

used for disaster rescue, battlefield communication and sensor networks.

1.1 Difficulties in Mobile Ad-hoc Networking

While MANET can be deployed easily, networking in a MANET faces manydifies.

e Absences of designated servers. As the word “Ad-hoc” indicates, the first
difficulty any MANET has to deal with is the absence of geated servers such
as routers, DNS server and DHCP servers, etc. This is beaayswireless
device can leave the MANET or run out of battery power at iamg. {Therefore,
to provide any service, a MANET protocol can’t count on any spawifite being
able to work permanently. Any MANET service has to be supporteditejess
devices in a distributed way so that the failure of a single dewidl not

significantly affect the service.

e Shared transmission medium: Wireless data transmissions in a MANET are
usually done in a shared radio channel. Given a radio channel, & pankeut

by a wireless device can reach every wireless device witleirsender’s radio



range. When more than one packet is heard by a wireless devncdhfe same
radio channel at the same time, neither packet can be recawmaessfully. This
kind of interference between packets can cause message collBSi@ms.with
collision avoidance mechanisms such as CSMA/CA in 802.11, packediaruli

can still happen due to issues like the “hidden terminal problem”.r@hdt is

that packets get dropped more frequently in MANETs. MANET protocols must be
carefully designed to use the wireless channels efficiemiiyle avoiding

collisions.

Limited transmission range: Unlike the long transmission ranges offered by
cables in wireline networks, the radio range of wireless devige typically on
the order of a few hundred meters. Short radio ranges translatgeo hetwork
diameters and longer forwarding paths when a packet needs to beedefroen
one node to another. Long forwarding paths in turn translate into longryel

latencies, high delivery failure rates and slow routing convergence.

Dynamic network topology: The network topology of a MANET can be very
dynamic due to the mobility of the wireless devices. Unlikeshvie networks in
which links between network devices can be very stable, the linksedetw
wireless devices break frequently. To keep a MANET protocol opesdfia lot
of control burden is involved in dealing with the dynamic topology. MANE
protocols have to struggle to keep the balance between perfmenmeamd

efficiency.



The dynamic topology of a MANET also leads to the lack of ndtwegerarchy in
a MANET. A wireline network can be easily constructed as aatubical
network, using routers/switches to carve the network into subnetssTesause
devices in a wireline network don’t move around. They can stay in atsseing
for them. With the dynamic topology and the absence of fixed routers, is no
easy way to bind a mobile device to a specific subnet. Most MIAN{Ee created
as flat networks, in which the MANET protocols don’t scale wiglimprove the
efficiency of MANET protocols, complex ways must be designed tater

dynamic hierarchies in MANETS.

e Limited battery life: Mobile devices in a MANET are powered by batteries. This
not only limits the lifetimes but also the radio transmission eangf mobile
devices. A MANET can split into components when a mobile device cangect
the partitions together runs out of power. To deal with this problemy man
MANET network protocols are designed to make efficient use of pewe to

prolong the lifetime of a MANET.

1.2 What is Virtual Node Layer

The Virtual Node Layer (VNLayer) [1] is a programming abgtoec designed to
alleviate the difficulties in MANET networking, as discussalobve. The VNLayer
creates mobile device clusters and defines “virtual” servetedc“virtual nodes”, at

fixed locations or predictably changing locations in a MANET.



Different definitions and implementations of the VNLayer have bdmscussed in
theoretical literature [2][3][4][5][6][7]. In this thesis, weaua specific implementation of
VNLayer called “the Reactive VNLayer” [1]. In the Reactiv&Layer, each virtual
node’s operations are controlled by an automaton driven by incomingagessg-or
simplicity, for the rest of this thesis, we use the term ¥ij#r to refer to our VNLayer

implementation.

In this thesis, we use the VNLayer abstraction with virtualesodefined at fixed
locations. A mobile ad-hoc network is divided into regions at fixedgiggdhical
locations. Within each region, a subset of the physical mobile efewlects a leader,
which processes and responds to incoming protocol messages. Nos-lpsdetain
replicated states which are consistent with the leader& atat work as backup servers.
In each region, this set of nodes hence emulates a virtual node. Jeagbhyobile
devices in a region, a virtual node works as if it is a fixedlleeaver. Now, within a
MANET, we have a matrix of virtual nodes/servers definedxatfiocations, which can

cooperatively provide services in a distributed way.

Application Layer

Virtual Node Layer

MANET Link Layer

Figure 1-1 The VNLayer works between the MANET and Applications ageprming
abstraction



Figure 1-1 shows the relationship between a MANET and the V&IL&aythis thesis, we
define application layer protocols to be any protocols running on top ofNhayer.
This can include routing protocols (which would be considered netvayds lin the
Internet or OSI model) and transport layer protoéls.a programming abstraction, the
VNLayer handles tasks such as node location checking, leaderoejeatid state
synchronization. It also provides a set of user interface functaisén be used by the
application layer to pass packets and state to the VNLayer.application layer also
must implement a number of interface functions required by theay®& so that the
VNLayer can use them to pass packets to the application dageget/save state to the
application layer. At the bottom, the VNLayer interfaces g MANET link layer. It
passes packets to the link layer and receives incoming paaketshie link layer. It may
also elect to use link layer services such as address resglARP), RTS-CTS and data

packet acknowledgement.

1.3 An Example of VNLayer based Data Forwarding
Figure 1-2 shows an example of a packet being forwarded theodghregion MANET

using VNLayer-based routers.

! This application layer is different from the ajpliion layer in the OSI 7 layer network model.
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Figure 1-2 lllustration of VNLayer based MANET packet forwarding.

In each region, a leader node and a number of non-leader nodes enmalater.aFor
example, in region 2.2, the virtual node is emulated by node 1 and node 2 aridisode
the leader node. Pure client node 3 (a client node that doesn’t erawlatual node) in
region 1.0 sends out a packet destined for client node 7 in region 2.2. Kee ipdost
processed by local leader node 1 and non-leader node 2. Leader nad@artidahe
packet to region 2.0. As a backup router, non-leader node 2 buffers the ip&ogetto
forward to region 2.0 in its sending queue. When node 2 overhears th¢ foaskeded
by leader node 1, it removes the matching packet from its sending.qlle virtual
node emulated routers in region 2.0, 3.1 and 2.2 then forward the packet athy to
the destination node 7. Node 4, 5 and 6 are the nodes forwarding the paciet8 N
works as a backup router for node 5. Node 7 is the destination node. Itcalso av
backup router for node 6. The dotted arrows indicate forwarded packatd by the

backup routers. Node 9 is another pure client node that is not involvedfonitzeding



at all. To a client node, a virtual node in its region works fasea router, although it is

emulated by multiple physical nodes.

1.4 Benefits of Using the VNLayer

There are a number of benefits of using the VNLayer. Firstl,ofha VNLayer works as
a clustering scheme that creates a level of hierarchey MANET. This reduces the
number of nodes that has to handle a distributed network service. igdistes the work
load each distributed server has to handle. Therefore, VNLayer bapgdes can be

more scalable than services that run over a flat MANET.

In addition, the virtual nodes are defined at known and fixed locations.nTdkses the
topology of the overlay network formed by the virtual nodes stablgeattictable. It can
also make the communication between remote virtual nodes easierex&maple, to
forward a packet to a remote virtual node, when all the viriodes are up, a virtual
node can simply relay the packet to a virtual immediate neigite that is closest to

the destination region and expect a good delivery’ratio

As a generalized programming abstraction, the VNLayer hidesy nMANET
complexities from programmers. Because programmers only need ftowilkeathe
VNLayer user interface, rather than dealing with a sdtigiily unpredictable physical
nodes, they can deploy applications on both the client side and theskstaticaservers

with greater ease and efficiency.

2 This is used in our address allocation protoc@@HAPTER 5.
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Furthermore, on mobile nodes emulating the virtual node in a regioncappli states
can be kept consistent between leader and non-leader nodes in aussggthe state
synchronization mechanism. Hence, the virtual node in a region catamagbersistent
state and be fault tolerant even when individual physical nodes ffaigldar leave a
region. This state replication capability also helps make ttks between neighboring

virtual nodes more reliable.

Finally, the geographical location based clustering makesltiséeing job trivial and
robust. In the VNLayer, mobile nodes check their geographicaidosato determine the
clusters they are in. Each time a node’s region changes, ptysjains a new cluster.
When a cluster’s head leaves the region, the nodes left in tloa I€tdi stay in the same
cluster. In dynamic clustering schemes, the membership changesluster can cause
other clusters to re-cluster. This is known as the “rippling &ffi]. This problem

doesn't exist in VNLayer clustering due to the geographical location lohssdr setting.

1.5 Limitations of the Virtual Node Layer

One assumption we make in our implementation of the VNLayéatsall mobile nodes
can find their geographical locations at any time. While tesumption brings great
convenience for clustering and gives VNLayer based clusteriragheantage over other
dynamic clustering schemes, equipping every mobile device wit8 Gipability is
expensive. There is a lot of research [9][10][11] on node lod@izgervices that allows
the majority of mobile nodes in a MANET to infer their locations based on thedoaiti

a small subset of mobile nodes in the MANET that are equipped W8 Sor example,
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in [9], Lingxuan Hu et. al. designed a low cost Monte Carlo methaghich mobile
nodes make random predictions about their locations at the end dafmexihterval and
use observed beacon messages from seed nodes who know their Idoafiibers bad
predictions. The predicted locations finally converge on the aatgatibns of mobile
nodes. Since precise localization is not neced$arythe operation of most VNLayer
based applications, when not all nodes can have GPS capability,dbvocalization

algorithm can be used by the VNLayer to determine a mobile node’s region.

As a clustering scheme, the VNLayer improves the scdlalmfi MANET protocols.
However, clustering comes with its cost. Within each clusteitral messages have to be
generated by mobile nodes to do leader election and maintaindieipddn addition,
during leadership changes, a cluster could stop functioning for@pw&riime when the

leader of the cluster is missing.

In addition, the VNLayer is designed to maintain consistent applicataie among
leader and non-leader nodes in each region. This also requireshngxcbi control

messages between the leaders and non-leaders to facilitate statersygatibns.

The VNLayer message overhead is composed of the clusteringeadefileader election
overhead) and state synchronization overhead. The VNLayer needs dardjally

designed in order to keep the VNLayer message overhead low.

% We only need a node that resides in the geographiea set up for a region or that is very closée
area to identify itself with the region.
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For applications running over the VNLayer, a VNLayer headedseebe added to each
application message. This increases the traffic overhead wheapplication is

implemented over the VNLayer.

Although the VNLayer state synchronization mechanism can guarareeain level of

state consistency between leader and non-leader nodes, a homtedelerhose state is
out of sync may have to take over a region before it is algettds state synchronized.
As we shall see later, tricky issues (for example, routogpd) can arise when this

happens.

In the existing implementation of the VNLayer [1], local broaticmextensively used to
ensure all physical nodes emulating a virtual node in the sano® iGN hear a message
for the virtual node. Because link layer capabilities such as ssldesolution, RTS/CTS
and data packet acknowledgment can’t be used on broadcast mekszagsast is more
susceptible to transmission failures than unicast messages. Asighlyr discussed in
[12], messages sent by broadcast not only are subject to higiserate by themselves,
they also interfere with other packets, including other broadcastages. Excessive use
of local broadcast can limit a protocol’s effectiveness in conveying gessa the whole

network.

To deal with these limitations, we created a more realiskiclayer mode, extended the

existing VNLayer model and optimizations on our VNLayer implementation.
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1.6 Research Objectives

The first research objective of this work is to find out whetherNLayer approach is a
practical way to adapting wireline based protocols to MANET andmiproving the
efficiency and reliability of existing MANET protocols. The ead objective is to design
and verify techniques that can be used to alleviate the impabe dimitations of the
VNLayer, as introduced above in section 1.5 . To achieve these objeuiveesigned
an ns-2 based VNLayer simulator, VNSim, and conducted extensive sonudtudies

on a number of VNLayer based applications.

1.7 Overview of the Simulation Studies

In this section, we give an overview of the simulations studies @verdVNLayer based

address allocation, reactive routing and proactive routing in MANET.

1.7.1 MANET Address Allocation over the VNLayer

To validate the intuition that the VNLayer approach can be usedldpt avireline
protocols to MANET, a wireline protocol, DHCP, is adapted to run over the VNLD\Ajger
pick DHCP for our first case study for the following reasongstFDHCP is a simple
and important wireline protocol. Second, based on our survey, addresai@tion
MANET is difficult. Existing address allocation protocols for MEN are either node
robust enough or not scalable for large networks. Third, the stateatepl capability of
the VNLayer suits the strict needs of address allocation apptican state consistency

very well.
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The research goal here is to find out whether a VNLayer bastdbdied address
allocation system can actually work in a MANET and whether YNLayer generates

too much control overhead.

1.7.2 Reactive MANET Routing over the VNLayer

Ad-hoc On-demand Distance Vector routing [13] (AODV) is one of et popular
MANET routing protocols. The main strength of AODV is its on-demaatlire. Since
forwarding paths are only created when there is a need for thethpert,is no need to

use periodic routing messages to maintain routes once there is no more tragfihesi.

AODV also has some weaknesses that may be addressed by thsingNLayer
approach. A major weakness is that AODV’s route discovery is figotased. Each
route discovery involves every single physical node in a network. filies AODV'’s
routing overhead proportional to the number of nodes in a MANET. When a MANET
contains a large number of physical nodes, AODV’s route discoveoesnly cause
broadcast storms but also are unreliable. Many discovery fabaresccur. The use of
expanded ring search and local repair only partially allevtategroblem because every

node receiving an RREQ message might still need to forward it or respond to it.

Another problem of AODV is that the protocol picks routes based onligeopdth length
and path freshness, without considering the stability of the route.ekample, a
downstream router that has a shorter route could move away. Whertiba rates of
nodes in a MANET are high, the routes created by AODV mightfréguently, leading

to large number of route discoveries.
12



A cluster-based scheme like the VNLayer approach is a natohation to the two
problems above. By implementing AODV over the VNLayer, we exgeciptotocol to
generate less routing overhead and to create routes widn betbility. This is because

the on demand routing is conducted by a set of virtual nodes, each oftakkeshcare of

a region at a fixed location. Only the virtual nodes in a MANEher than every
physical node, need to send and forward routing messages. The topology and
connectivity among the virtual nodes at fixed locations are much stalpée, especially

when individual physical nodes are moving around quickly.

The goal of this simulation study is to find out whether a VNLayased AODV
(VNAODV) can provide better routing performance than standard YAQiD terms of

data message delivery ratio, routing path length, delivery latency aficl akadrhead.

In addition, during the implementation and performance evaluationgefaiades of the
VNLayer based AODV protocol were investigated. For exampéetare cases in which
a region doesn't have a leader or has more than one leader. dmoplexthe current
leader in a region might leave and the leadership needs to biertratido a non-leader.
The state on different virtual nodes may not be synchronized. Thensysteed to be

engineered to be resilient to such failures.

1.7.3 Proactive MANET Routing over the VNLayer
Due to the dynamic network topology of MANETs, traditional proactreeting
protocols won't work in a MANET due to the heavy routing traffic rbead. The

VNLayer approach provides a good way to adapt wireline based igemaouting
13



protocols to the MANET. With the VNLayer, MANET routing can hditsinto two
levels, the intra-region routing and inter-region routing. The @ggen routing is trivial.
Inside a region, each physical node uses the virtual node asfdlné gateway. Physical
nodes can communicate with each other directly. The inter-regidimg is handled by
the overlay network of virtual nodes. Routing in the overlay network wegobnly the
virtual nodes rather than all the physical nodes. In addition, the pvertevork can have
a stable topology when the MANET is dense. This is not only Becaegions are
defined at fixed geographical locations. It is also because wgual node is emulated
by a number of physical nodes. The failure on a single physicalwodé necessarily

cause a virtual node to fail.

A simple version of RIP [14], is implemented over the VNLayer. i#search objective
here is to find out whether wireline based proactive routing aiit can be easily
adapted to MANET using the VNLayer approach. Again, the majorecons whether
the VNLayer based RIP protocol will cause high message overAesad. proactive
routing protocol, the routing traffic overhead of RIP will be prdéipoal to the total

number of mobile nodes in the network. This may hurt the performartbe MNLayer

based RIP protocol. However, with the benefits brought by the VNLayamach, we

expect the protocol to perform reasonably well.

1.7.4 Scope of Optimizations
In order to improve the performance of VNLayer based applicatogtsnizations were

done both in the VNLayer and in the application layer. The majoribpobptimizations

14



are done inside the VNLayer. They can benefit any application ngnaver the

VNLayer.

In the MANET research community, many research are done aminpg MANET

routing protocols through techniques for improving the route maintenfbisl

optimizing forwarding paths [16], etc. Since the objective of s®arch is to verify the
feasibility of adapting routing protocols to MANET using the VNé&r approach, we
limit our optimizations at the application layer to the ones tratuaed solve problems
introduced by the VNLayer approach, rather than general techrtiopptesan be applied
to MANET routing. We believe the existing optimizations designgather researcher

can be easily adopted by virtual node emulated routers.

1.8 Structure of the Thesis

This dissertation is structured as follows. CHAPTER 2 discusskeéed works on
MANET address allocation, MANET routing. CHAPTER 3 introduces lthke layer
model and VNLayer model we started this research with anéxtemded models we
designed in order to improve the performance of VNLayer bapplications. Major
implementation choices we investigated in the simulation study onay&tLare also
discussed in this chapter. CHAPTER 4 presents the detailed dafsiopur VNLayer
implementation. CHAPTER 5 presents the design of our VNLayerdb&&&NET
address allocation protocol. CHAPTER 6 presents the design of \OINA@ VNLayer
based reactive MANET routing protocols adapted from AODV. CHAPTERroduces

the design of a proactive wireline routing protocol, RIP, adaptedABNET using the
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VNLayer. CHAPTER 8 presents our simulation results on MAN#g@ress allocation
and MANET routing over the VNLayer. Conclusions and future worksgaren in

CHAPTER 9.
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CHAPTER 2. Background

In this chapter, we go through a number of related works in theteas our VNLayer

based applications are developed for, MANET address allocation and MANET routing.

2.1 MANET Address Allocation

A robust address allocation scheme is critical to successfigage delivery and correct
routing operation. However, address allocation in a MANET is difficlittere is no
centralized entity that can provide DHCP [17] service becausereiniie node may
leave the network at any time. Because most mobile devieggower constrained, using
any single mobile device as a dedicated server would grdatiyen the lifetime of the
device. Mobile devices may move around quickly and the wirelesdbétkeen nodes
may fail any time due to message collision and congestionoRertif a MANET may
separate and merge together frequently. During network partittmsatne address may
be picked by different mobile devices (duplication) and addresses ysddphrting
devices may never be recovered (address leakage). A good MANESsscdiocation
protocol should generate little message overhead. It should be deddribbasilient to
node/link failure, avoid both address duplication and leakage and be alelicthis in

the presence of network partition and merging.
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2.1.1 IP Address Auto-Configuration for Ad Hoc Networks (IAAC)

A simple solution to address allocation was presented by C. Peekiat in [18]. The
solution assumes a MANET uses DSR [19] or AODV [13] as its routing protocol. When a
mobile node joining the network needs an address, it first picks a raamiiness from a
“temporary” address pool (1-2047 from the address block 169.254/16) asadsiriss.
Then, it picks an address from a “permanent” address pool (2048-65534hizcsame
address block above) and floods an AODV or DSR route request m¢R&4ge) to the
network. The use of the temporary address is to allow RREP gessgabe forwarded
back to the new node. If there is any mobile node using the aduidexl, there is
supposed to be a response (RREP) message from an AODV or DSRTbistevay, the

new node knows the permanent address is not available. It picks a new address and floods
another RREQ message. Otherwise, to make sure the addredsedd not in use, the
new node repeats the flooding of the RREQ message a few more rotomsitostarts

using the address as its permanent address.

IAAC is a simple solution to MANET address allocation. Howe\rezré are a number of
limitations. First, IAAC relies on the assumption that some sort of on-demanag{@aii
protocol is running in the MANET to support the use of RREQ messageddition,
since IAAC doesn’t detect and handle address duplications, when a ketmrttions,
multiple mobile devices can have the same address. This becgmeslem when the

partitions merge.

Finally, the use of the small “temporary” address pool can aldtrin the case in which

multiple new node are using the same address during their seasshaiflable addresses.
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When this happens, the RREP messages generated for the RRE&yanesan be
returned to the wrong node. Missing RREP messages destined forodeanight start

using the “permanent” address it picked. This leads to address duplication.

There is also a small chance that two new nodes, although wiithettngporary addresses
picked differently, pick the same permanent address that is mbtbysany node in the
network. Since there will be no response to either node’s RREQ gassshey’ll start

using the same address.

As a summary, IAAC has problems with address duplications andbretmergers. In
addition, flooding is used by IAAC to send the RREQ messages.tbaehvhen a new
node enters a MANET, there will be a few rounds of RREQ starm#ich each mobile
node in the network has to forward the RREQ message. This cantaffgmerformance

of other applications in the network.

2.1.2 MANETConf: Configuration of hosts in a mobile ad hoc
network

MANETConf [21] is more complex than IAAC. In MANETConf, each mohilede

maintains two sets of addresses for address allocation. On@alketated”, holds the
addresses that, to the knowledge of the mobile node, have been dlldteether set,
“pending”, holds addresses that are in the process of being atloéatery mobile node
knows the range of addresses that can be used by the whole knetveoefore, any

address that are not in the two sets above are “free” addresses.
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In MANETConf, a new node entering the network doesn't launch itslsdar available
address by itself. Instead, it picks one of its immediate neighdmits address allocation
proxy. If a proxy can't be found, the new node is in a new partitidhe network. It

picks a random address and starts using it.

Since the proxy node already has an address, it can communitatvaer nodes in the
network in a reliable way. The proxy handles the address alloatmeventually sends
an available address to the new node. The communication between thedewand the
proxy can use MAC address, rather than an IP address becausea itbome hop

communication.

The proxy node does the address allocation as follows. It picks addeess based on its
knowledge about the “allocated” and “pending”, puts the address inedtsrd of
“pending” and floods a QUERY message to the network, askingritiee network to
confirm the selection. Receiving the query messages, a mobileseads back a NO
message to reject the selection if the address in questitreaslyain use or marked as
“pending”, based on the two set of addresses it maintains.v@$kerthe mobile node
sends back a YES message to confirm the selection. In additionpiyenade puts the
address in question in its record of “pending” to prevent the adfteasbeing picked

locally.

The proxy node needs to collect YES messages from all the agklinssts “allocated”
set before it can send the attempted address to the new node as an availatdelatidre

proxy node receives YES messages from all the addressesahatated” set, it means

20



every other node in the network has confirmed the selection. It pussithess it picked
in the “allocated” set and tells the new node to start usingadlaeess. It also floods
another message telling every node in the network to move the addgiesed for the

new node into their “allocated address” sets. Therefore, every molde network knows

the address is in use.

If at least one NO message is received or at least onenvdsSages is missing from
some node, the proxy node picks a different “free” address andtsdpeaprocedure

above.

If not moved to the “allocated” set, an address in the “pending” ealiytexpires and

becomes a free address and can be used in address allocations.

Because a new node can move around before it gets its addreated|lby the time its
proxy node gets the address allocation done, it may have moved outraditheange of
the proxy node. To solve this problem, when a new node moves away $rqroxy
node, it picks a new proxy and asks the new proxy to contact the old fanoxiye

address allocated for it.

Address leakage can happen when a node using an address leawssrk wahout
giving back its address to the network. In MANETConf, an AddressGfeaessage is
flooded by a node about to leave the network to ask all the nodes intén@knéo
remove its address from their “allocated” set. If a node dicgavera chance to send out
the AddressCleanup message before it leaves the network, MANET&wosfilt reclaim

the address. During address allocations, due to the absenceadtfila node, a proxy
21



node can never collect enough YES messages. If a proxy node noticesc#manever
get either a YES or NO message from an address after a nah@QEIERY messages are
flooded. It sends out an AddressCleanup message for the “inactive” gdsvabat the

address can be moved back to the set of free addresses on every node.

There is no need to handle network partition in MANETConf because wihappens,
addresses used by a partition will eventually be set tarrether partitions. However,
when partitions merge, there has to be a way to resolve depdiddtesses. To do this, in
MANETConf, each patrtition is identified by a 2-tuple of (address]b). Where the
address is the lowest address in a partition and UUID is a unigméer generated by

node with the lowest address in a partition.

Therefore, when a network partitions, one partition can presendeittifier because it
still has the node with the lowest address. The nodes in the othigopaeventually

realize that the node with the lowest address is gone and geaera&ddressCleanup
message. By checking the “allocated” set, the node with thestaadelress in the other
partition generates a new UUID and broadcast it to the partifihis partition gets a new

identifier.

Each time two nodes discover each other as immediate neighborexttenge their
partition identifiers. If their identifiers are different, arption merging procedure starts.
The two nodes first exchange their “allocated”. Then, they flihed “allocated” set
received from the other partition in their own partition. Receivimg ‘allocated” set,

each node in a region combines it with its own “allocated”I5¢tere is any duplicate
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address allocations detected, the node with fewer TCP connecti@ssugivits address

and requests a new one.

MANETConf is a comprehensive solution that solved all the problemscémaarise in
MANET address allocation. However, each address allocation in BIAMNf involves
every node in the network. The protocol’s complexity and extensivefudeoding on

all kinds of message both limit its scalability.

2.1.3 Zero-Maintenance Address Allocation (ZAL)

As we have discussed, the main problem of IAAC and MANETConf ke t
inefficiency because each address allocation attempt in thept@tocols has to be
confirmed by all the nodes in the network through flooding. Zero-Maamtee Address
Allocation is a protocol [22] aiming at improving the efficiencyanoidress allocations in

MANET.

Preventing and detecting duplicate address allocation quickly aresyhdifkculties in
MANET address allocation that lead to the complexity. To redueedifficulty of

duplicate address detections (DAD), ZAL distributes addresses usingrartifiey.

In a network, the first node owns the entire pool of addressesahabec used by the
network. The first node picks an address from its address pool fibr Tisen, each time
when a new node joins the network, it asks its neighbors for addrés=smsyving the
request from a new node, a mobile node offers a slice of its adavekto the new node.
Receiving multiple offers, the new node accepts the offer withattgest number of

addresses and takes one address from the offered address pool. Appgheeobntrol
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overhead of this kind of one hop address allocation is very low becaus®AD is

necessary in ZAL.

There are a few problems ZAL has to handle though. First, #iecevay mobile nodes
split their address pool is like a binary splitting, the size ofatiéress pool shrinks
quickly with the increase of the network diameter. If the fimle has an address pool of
2™ addresses, a node that is more than n hops away from it might ableb® get any
address. To solve this problem, a temporary address pool is setnqués to pick their
addresses from when they can't receive any offer. Once a nogls maode that can

offer permanent addresses to it, it gives up the temporary address.

Now, when multiple nodes pick their addresses from the temporary sadgool,
duplicate address allocation can happen. DAD is needed again. Sinbaiiee that this

happens is low, it is expected that the control cost of DAD is low.

ZAL also designed a one hop distribution equalization algorithm in order to optiov
mobile nodes split their address pools for their neighbors. Immedigteboes exchange
information about the size of their address pools. Based on this inionncailected, a
node can find out the total number of addresses owned by its immeeighdors and
compare it with the size of its own address pool. If a node ownsgya #aldress pool
compared with the number of addresses owned by its neighbors, the notetds a
portion of its addresses to its neighbors. By doing this, the addoe$sdigtribution

among mobile node is fairer and address depletions happen lessfiedliee control
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overhead of this optimization is low because it only involves the agesexchanges

between 1 hop neighbors.

Second, ZAL has to deal with partition mergers. ZAL uses aaipibcedure as the one
used by MANETConf to handle partition mergers. Each partitiadestified by an id
generated by the first node of a network. When two nodes with ediffgrartition ids
meet each other, ZAL uses the following way to give nodes innfadles partition the
addresses belong to the larger partition. Starting from the hbdreleveen the two
partitions, nodes in the smaller partition give up their address ppakidghbors that are
still in the smaller partition and request for addresses froben larger partition.

Recursively, all the nodes in the smaller partition get addresses froarghaehrtition.

Compared with MANETConf, ZAL is solution with much lower control dwesad.
However, it doesn’t use address efficiently. A network with diametrequires the order
of 2" addresses. In addition, address leak can happen in ZAL when a node loedstees
it returns the address pool it has. The author claims the probabditythis happens is
low under a given model of the lifetime a mobile node. However, ihtde that fails
happens to have a large chunk of addresses, its impact is big. Tileirdandling of
network merging is not efficient because collecting the information evonlesize could

involve Ofm?) complexity.

* The collection of this information is not explaihelearly in the paper. The overhead of exchantiisy
information throughout a partition can be costly.
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2.1.4 MANET Address Allocation in IPv6

Another solution to MANET address allocation [23] uses a combinatitPvef MANET
prefix’ and a node’s MAC address as its address. This solution takes advainthge
abundant address space provided by IPv6 and eliminates the need forcdgidereiss
allocations in a MANET. As pointed out in [21](section 11I.C), thedution assumes that
MAC addresses are unique for each mobile device, which is nogsatvwee. In addition,
when IPv6 is not available and the address space is limitedniyaddress allocation is

still necessary for MANET applications.

Another solution [24] uses a combination of a mobile node’s MAC addumdsthe
network address provided by a designated gateway so that a motddein a MANET
can communicate to the global Internet. This solution is no lorayepletely a MANET
address allocation scheme since a fixed gateway node exieess MANET as an address

allocation server.

2.1.5 Summary

The current solutions are either not reliable or too expensiveodile tuse of message
flooding. In our simulation studies, we have found that flooding introduces eptabte
overhead and causes large number of message collisions. Therefer®f tloa current
solutions can support large networks. In CHAPTER 5, we introduc¥Muayer based
address allocation application, VNDHCP, which does address allocatianslustered
MANET and doesn’t use flooding for control messages. On top of that, HQ¥DIs also

free of address leakage and duplication in face of network partitions and snerger

® The prefix is FE:C0:0:0:FF:FF
26



2.2 MANET Routing

Compared with routing in wireline networks, routing in a MANETii$icult because of
MANET’s limited radio range and channel bandwidth, collision pronenréla flat
network architecture and dynamic network topology. Popular routing pisteach as
the distance vector routing protocol RIP[14] and the link state roptwtgcol OSPF[25]
can't be used directly in MANET. There are three reasonst, Rlre wireline based
routing protocols usually assume that the network topology isvedlastable. However,
the highly dynamic network topology in a MANET leads to frequente updates and
slow routing table convergence. Second, the flat network architectudANET
requires each router to have a route entry for every destinatiomethagic routing
information exchange in tradition routing protocols creates much hezonémwol traffic.
Third, the wireless channel is shared between adjacent mobils. niduke heavy routing
overhead and limited channel bandwidth can cause frequent packstdass® message

collisions and congestions.

Therefore, new protocols that suit the special needs of MAMEIE be designed. The
routing problem has been studied by the MANET research communitydoy years.

Various routing protocols in different categories have been proposed.

Using Zhou's classification in [20], routing protocols for MANET ¢tenclassified into
the following categories.
e Topology-based routing protocols
0 Proactive routing protocols

0 Reactive routing protocols
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e Geographical-based routing protocols

Topology-based routing protocols are routing protocols calculating the best route to a
destination based on topology information collected from the network.inMihs
category,proactive routing protocols are routing protocols that calculate the routes to
all the destinations before a transmission actually happtastive routing protocols

are routing protocols that calculate the route to a destination drdg Ww's necessary for

a transmission.

Geographical-based routing protocols are routing protocols that calculate routes based
on the geographical locations of the destination node and neighboring nbidesefTof
routing protocols requires that each mobile node can determine gatlacation or can
access a distributed location service that can return the clooation of any mobile
node in the network. With this knowledge, a mobile node can make loeartbng
decisions based on the geographical location of the destination. apbimgd based
routing suits MANET because it requires fewer routing inforomaexchanges and is
more scalable. The disadvantages of such routing schemeiratee&ch node needs to
have GPS-like capability, which can be power consuming, and, second, #tenoc
service may introduce extra message overhead. One of the mostr pmngaaphical
based MANET routing protocol is Greedy Perimeter StateRmsting (GPSR) [26].
GPSR uses greedy routing to relay packets to mobile nodes thatlomer to the
destination than the current router. When no such nodes can be found befoketa pa
reaches the destination, GPSR uses face routing to relay paoketrd the destination

using mobile nodes that are farther away from the destination than the curremt route
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In this section, we first discuss a number of popular proactive audive MANET
routing protocols. Then, we introduce two Cluster based routing protdeaisate
designed to improve the efficiency of MANET routing. Because out.ayr based
routing is closely related to this set of MANET routing protocdlsummarize the
differences between the cluster based protocols and the VNapgevach at the end of

this section.

2.2.1 Proactive Routing Protocols

2.2.1.1 Destination Sequence Distance Vector (DSDV)

DSDV [27] is one of the earliest MANET routing protocols. Ag thame suggests,
DSDV is a distance vector routing protocol based on the clasBieinan-Ford

algorithm [28] (RIP is a wireline protocol using this algorithrtiy. most important

contribution is the use of a destination sequence number in the routing protocol.

Now, in the DSDV routing table, other than the destination id and eneiaich route
entry for a destination also contains a sequence number thafimally generated by the

destination in order to indicate the freshness of a route.

In DSDV, each router periodically broadcasts Update messeagels,of which contains
its entire routing table or changes to its routing table storimediate neighbors. Routers
update their routes with incoming Update messages. For a destjindtthe router
doesn't have a route and the Update message contains a routaytéhes rinstalled. If
both the router and the Update message contain a route for a destitieiogouter

replaces its route with the one in the Update message iftteeitatagged with a greater
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sequence number or the latter is tagged with the same sequertoer it has a better

metric.

In short, a newer route or a better route will be chosen.

Although DSDV is not much different from traditional wireline-baskstance vector
routing protocols, the use of the sequence numbers reduces the chamdaegfloops.

This feature is used by many other MANET routing protocolsaAwoactive routing
protocol, DSDV doesn't scale well because every single nodené@tveork has to do the

periodic broadcasting of routing tables.

2.2.1.2 Optimized Link State Routing (OLSR)

Another popular proactive MANET routing protocol is OLSR [29]. OLSRuilink state
routing protocol similar to OSPF. However, in order to adapt to MANET
environment, important optimizations are done in OLSR to drasticadiyce its control
overhead. (Control overhead is the reason why traditional link siateng protocols

can't be used in MANET)

As a link state routing protocols, OLSR routers still construct routing talbles flsoded
link states that are generated by each router in the networknmumace its list of

immediate neighbors. The difference is, Multi Point Relay (MPR) is us@dL5R.

MPR works as follows. Each router exchanges beacon messagegswitimediate
neighbors and maintains a list of its one hop neighbors. In addition, ibe#eon

messages, a router also gives its immediate neighborstitsf esne hop neighbors.
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Therefore, based on the beacon message exchange, a router canrdabo enést of its

2 hop neighbors and knows the 2 hop topology of routers around itself.

Based on this knowledge, a router picks a minimal subset of its one lyhfporsi such
that all of its two hop neighbors can be reached through (aka. cavgrdatis set of
nodes. The one hop neighbors chosen are called the MPR nodes of a router theout

informs its MPR nodes that they are chosen as its MPR nodes.

Now, when a router broadcasts its link state to the network, oalpdlghbors that are
chosen by the router as MPR nodes re-broadcast the link Biatdink state messages
are in turn forwarded by the MPR nodes of the MPR nodes of thmaiog of the

messages. This way, the number of nodes that participate imdaknth of the link states

can be greatly reduced.

In addition, only routers that are chosen by at least one routes M$R node generate
link state messages. Finally, a router’s link state messalyecontains the nodes that

have chosen it as their MPR nodes (MPR selector nodes).

This way, both the number of routers originating link states ansizbeof each link state
message can also be greatly reduced, while the route toward swgky node in the

network can still be found with the Dijkstra algorithm[30].

OLSR can greatly reduce the routing overhead. However, in a tlabriewith large
number of nodes, its route overhead is still proportional to the ofize network,

limiting the scalability of the protocol.
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2.2.2 Reactive Routing Protocols

Reactive routing protocols only do routing when there is traHiowever, since routes
are often discovered reactively, there will often be a rdigeovery delay before a route
can be used to forward data packets. This category of routingcpl®tis more suitable
when the network size and data traffic load are moderate, thverketopology is very

dynamic.

2.2.2.1 Dynamic Source Routing (DSR)

Dynamic Source Routing [19] is a source routing protocol that can iwncakMANET
with either undirected or directed links. Each DSR router maintinsute cache (as
opposed to routing table) that records the entirety of the routesutex has learned for
each destination. Each destination can have multiple route entries route cache. In
DSR, when a router needs to send a data packet to destinatioddegntt have a route,
it does a route discovery by flooding an RREQ messages to the keftm RREQ
message carries the source of the route discovery, a discowgugnse number
generated by the source of the route discovery and a vectodirgcthe sequence of
routers it traverses. The first two fields are used by reuteavoid forwarding RREQ
messages of the same route discovery more than once. Thelthss fised to facilitate

source routing.

When an RREQ message arrives at a router, the router gegesra routing table entry
for the initiator of the RREQ by reversing the sequence of rottaversed by the RREQ

messages.
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Then, the router checks to see if it has a route to the destinaked #or by the RREQ
message or the router itself is the destination asked for. fre&puins an RREP message
to the initiator of the RREQ message. The route the routewitidse combined with the
list of routers traversed by the RREQ message and put in t&® RiRssage. To forward
the RREP message back to the originator of the RREQ messageter can use the
source route it just learned from the RREQ message, or, when therkdinks are
directed, the router sends another RREQ message for theomitiath the RREP
message attached to it. This way, the RREP message can eyemaet the initiator of

the route discovery.

Receiving an RREQ message, if a router doesn't have a rowgdyrivadcasts the RREQ
message with its id added to the source route carried in the RiSQage. Eventually,
the RREQ message can reach either the destination or a haithas a route toward the
destination. In the flooding of the RREQ messages, a routerfamiprds the RREQ
messages for the same route discovery (identified by a discmvenyd the initiator’s

node id) once.

Receiving an RREP message, a router puts the route carriedrmeisage in its route
cache. When the initiator router receives the RREP messags famute discovery, it

sends out the data packets it buffered during the route discdsamly. forwarded data
packet carries a source route, so that the data packétsvaaeded along the path picked

by the first hop router.
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When a broken link is detected due the absence of acknowledgemeata packets, a
router sends a ROUTE_ERROR message back to the sender oftahpadket. The
ROUTE_ERROR message carries both sides of the broken link. Recdiveng
ROUTE_ERROR message, each router that has route cache asing<ither side of
the broken link as a downstream router removes those entries. Recémang
ROUTE_ERROR message, the sender of the data packets stahsraoute discovery

if there is no other route available.

DSR is simple and can support networks with directed links. Itsofiseurce routing
helps prevent loop formation. As a reactive routing protocol, no periodmihgaor
routing updates are used in DSR. In addition, the use of route cdlhe trean routing
table helps reduce the number of route discoveries needed becaeaehfatestination,

multiple alternative routes can be cached.

DSR also has a number of problems. The use of source routing indfeasee of both
routing messages and data packets being forwarded. The usetefcache also uses
more memory than other approaches. Finally, the use of flooding at MANET is

costly when the number of mobile nodes in the network is large.

2.2.2.2 Ad-hoc On-Demand Distance Vector routing (AODV)

AODV [13] is one of the most popular MANET routing protocols. The ebgerithm of
AODV is very close to DSR. The two protocols both operates m stages, route
discovery and route maintenance. However, as the name suggests, i&@at\a source

routing algorithm. AODV routers use routing tables rather tbatercaches. That is, for
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each destination, only one route is maintained a routing table. AO&s/pnoposed by
Charles E. Perkins, et al., who also proposed DSDV. This might beséisen why
AODV is similar to DSDV, in that destination sequence numberbgrahan source

routes are used to ensure freshness of routes and prevent loop formations.

In AODV, when a router needs to forward a data message butsib’'tibave a route, it
buffers the data message and sends out a RREQ message. An RRIBEY message
carries a 6-tuple including source id, source sequence numbenatiestid, destination
sequence number, BCAST id, hop count. The source id is the addresgnifidte of
the route discovery, the source sequence number is a monotonicalpsingraumber
generated by the initiator to ensure the freshness of routesdtdwahe destination id is
the address of the destination of the data packet. The destineqense number is the
largest sequence number generated by the destination node knownnitatoe of the
route discovery (If an initiator knows nothing about a destinationjsesece number, it
uses 0). The BCAST id is a monotonically increasing number gedebgt an initiator
node to uniquely identify a route discovery. The hop count starts withcarrles the

number of hops the RREQ message has traversed.

When the RREQ arrives at an AODV router, as in DSR, the raweupdates its route
entry for the initiator’s address using the route and informatitimeiRREQ message. As
in DSDV, if the router doesn’t have a valid route or, compared witlrab&er’s route
entry for the destination, if the incoming message carriessadr route or a route that is
the same fresh but shorter, the route in the incoming messadeewitled by the routing

table.
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Then, the router checks its routing table to see if there dait@ fresh enough for the
destination. (By fresh enough, we mean the router has a route sattuance number no
less than the destination sequence number carried in the RREQg®¢3f so, the router
returns an RREP message to the initiator of the route discovaryg, the route it just
learned through the RREQ message. Otherwise, it increase treinapcarried in the

RREQ message by 1 and rebroadcasts it.

Eventually, the RREQ message can reach either the destinatiorouter that knows a
route to the destination and an RREP message can be returnechibatos of the route
discovery. If it is the destination that receives the RREQ agesshe RREP message
carries a new sequence number generated by the destination nogginigdiee route is
the latest. Upon receiving an RREP message, a router updatesitésentry for the
destination the same way as it updates its route for the anitietde with incoming

RREQ messages.

As in DSR, the address of the initiator and the BCAST id aed by AODV routers to
avoid forwarding more than one RREQ message for the same rocteettis Route
error (RERR) messages are also used to report broken links teampstuters. When a
router receives an RERR message, it checks if its rontésd destinations carried in the
message uses the sender of the message as next hop. If sdylésdise route and report

the error to its neighbors using another RERR message.

In addition, a “Ring Search” mechanism is used to control the safopeite discoveries

in order to reduced the flooding overhead of route discoveries. Theibasiof ring
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search is to try route discoveries with smaller TTLs used orRREQ messages first

before the search for routes is expand to greater scopes.

In AODV, a local repair mechanism is designed to allow iméghiate routers to fix route
failures locally by starting a route discovery themselvesidally, when a broken link is
detected at the"2 half of a forwarding path, a router buffers the packets ielaying;
sets the routes affected to a “repair mode” and send RREQtpdokethe affected
destinations. This way, the need for reporting route errorb@Nvay back to the sender
of the data message and letting the sender node start a netiderkoute discovery can

be reduced.

DSR and AODV are both on-demand routing protocols that work in simiggs.

However, there are major differences between them. DSR ases=gouting to avoid
loop formations while AODV uses route sequence numbers. In additiony@&&s use
more bandwidth than AODV for routing and data forwarding also duédouse of
source routing. On the other hand, AODV routers keep only the frashestfor each
destination. DSR routers maintain a collection of alternative rdatesach destination.
While costly in terms of memory use, DSR responds better to topatbgnges.
Performance comparisons on DSR and AODV in [31] proved that AODMssbatter

than DSR while performs worse than DSR in face of frequent network topology shange

2.2.3 Cluster Based Routing

The MANET routing protocols we have discussed so far work withNE#As with no

hierarchies. The routing process involves every single node itwanke In addition, due
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the heavy control overhead and unreliability of message flooding thasing protocols
usually can’'t support a MANET that has over 100 nodes. As in wirelete/orks,

hierarchical/cluster based [8] routing is the solution to this pnobBy grouping mobile
node into clusters each of which has a cluster leader, the ingterckouting can be
handled by cluster heads/leaders. This way, the number of mobile thadldsms to be
involved in the global routing can be reduced and the number of routingseeéch
router (now the cluster heads) has to maintain can also be multersmmahis section,

we discuss a number of routing protocols that create clusters in a MANET.

2.2.3.1 Enhancing Ad Hoc Routing with Dynamic Virtual
Infrastructures (CEDAR)

In order to tackle the two problems faced by reactive MANETimgutchemes without
hierarchies, CEDAR[32] is designed to provide a virtual infrastructure to on-demand
routing protocols. CEDAR uses a core extraction algorithm t alset of “core” node.

In essence, this set of core nodes is an approximated minimum domieftthat cover
every single node in a MANET. Each core node then acts astardeeder, does routing
and forwarding for the mobile nodes in its domain (cluster). Thig e number of

nodes need to be involved in routing is now the number of core nodes.

The core extraction algorithm results in a set of core nddgsate at most 3 hops from
each other. To perform route discovery over this virtual overlayarkt there needs to

be a way to for a core node to flood RREQ messages to altlieecore nodes. In order

® CEDAR stands for Core Extraction Distributed AdzHouting.

" In graph theory, a dominating set of a graph regmted as G=(V, E) is a subset D of the set ofcesrv
such that every edge in E is connected with at lz@s member in D. A minimum dominating set is the
smallest dominating set of a graph.
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to solve the problem caused by broadcast based flooding, in CEDARaaturhiannel is
created and maintained between neighboring core nodes. Now, a Cadcd&to
mechanism, rather than simple local broadcast, is used to propd&fa@ mRessages. On
a core node, an RREQ message is flooded to neighbor core node usenghttienels by
unicast. This way, the reliability of route discovery can be imgt@re the interference

of the flooding on other packets in the channel can also be reduced.

Core Broadcast in CEDAR is unreliable because the maintewwrice unicast channel
requires periodic beacon messages and the channels are tulijequent failures in a

dynamic topology.

An enhanced version of CEDAR, E-CEDAR (E for enhanced) [12] furthperoves the
core broadcast mechanism. In E-CEDAR, every core node maiatdfosvarding set”,
in which each address is a node that the core node has to deliiz) RIRBssages to
during a route discovery. A forwarding set of a core node thus needslude the core
node’s 1 hop neighbors that are core nodes, a minimal subset of theodefs 1 hop
neighbors that can be used to cover core nodes that are two hops awaynaachal
subset of the core node’s 1 hop neighbors that can be used to cover corthabdes
three hops away, through nodes dominated by these remote core node®rd hiie
“forwarding set” serves similar purpose as the MPR set iBRLThe difference here is

that the “forwarding set” is used to reach core nodes that are within 3 hops.

The “forwarding set” is created using periodic beacon messaxgsanged between

nodes. However, the unicast channels are created by local computatimrghan using
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explicit message exchanges between core nodes. Thereforahtreed core broadcast
is more efficient and more resilient to topology changes thancaéhe broadcast in

CEDAR.

In order to further reduce packet interferences, E-CEDARmatstified the 802.11 RTS-
CTS mechanism. A NCTS (negative CTS) message is used by donoglect an RTS
request if it finds out the RTS is for a Core Broadcast nges$laat it has already

overheard.

E-CEDAR is shown to be able to improve the performance of the éactive routing
protocols, DSR and AODV, we introduced in the previous section. The xtreeten
algorithm can be used by any application to create a virtuasinfrcture in a MANET.
There are a few problems with E-CEDAR, though. First, the cdreetion algorithm
creates dynamic clusters based on the edge degree of molake mbd dynamic clusters
are subject to frequent changes when mobile node moves around quicklyerire
changes in the set of core nodes can lead to unreliable forwaoditgs. In addition, in
order to maintain the connection between the core nodes, periodic beacageses
(basically link state messages) still have to be used sa#eht core node can collect
information on its 3 hop connectivity to neighboring nodes. This constant odasheat

correlated with the data traffic.

2.2.3.2 Cluster Overlay Broadcast (COB)
Cluster Overlay Broadcast (COB) [33] works similarly to B [13], but with RREQ

messages and RREP messages flooded only by cluster headsB,lnly®@mic clusters
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are formed using a 1-hop clustering algorithm, Least Clust@nge [34], in order to
reduce the clustering changes in face of node mobility. Eaelpdaket sender sends the
data packet to its local leader first for routing servicengisa short range radio
transmission. Upon receiving a data packet, a cluster leadeisf(a controlled flooding)
a RREQ message to the network using a long range radio tssrmm When the
destination node receives the flooded RREQ, it responds with an AGKages, which
works similarly to RREP messages in AODV. Upon receiving the ACK rgessecluster
leader marks itself as active for the session between therseydke and the destination
node. When the originating cluster leader receives the ACK megsadgo broadcasts
data packet to the network using the long range radio transmisgisabsequent hops,
cluster leaders that have been set as active for the seskigrthre data packet and set
themselves as inactive for the session. This way, the data jméketvarded hop by hop
toward the destination node. COB is proved to perform better than [D9Rby
simulations. However, as mentioned above, COB requires mobile nodes bteb® a
switch between two transmission powers and uses broadcasthatoeaarding hop.
Furthermore, a connection created by COB through a route discauergnty be used
once because a router marks itself inactive for a session dretavesource and a
destination once it forwards a packet for the session. This is oagse unnecessarily

high control overhead when each session contains a large number of data packets.

2.2.3.3 Summary
Cluster based routing protocols such as COB and CEDAR improvedfitieney of

MANET routing by creating hierarchies in a flat MANET. CER is a more complex
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and practical solution than COB. However, both COB and CEDAR/E-CEDAES
dynamic clustering, which are subject rippling effects whenelusembership changes.
In addition, in each cluster, there is only one cluster head. VNImaged routing is also
a cluster based routing scheme, in which the leader and non-leadeesh region
emulate a virtual router. Compared with the existing clusterdod&NET routing
protocols, the VNLayer approach has the following advantages: FestyVNLayer
approach is a generalized programming abstraction. It hides thelecates such as
clustering, message buffering and state synchronization fromotii@g application. In
addition, the services provided by the VNLayer can be shared biplaw@pplications,
rather than just the routing application, so that the overall peafacencan be improved.
Second, to our best knowledge, our VNLayer implementation is the cfustering
scheme that has the capability of maintaining replicatedssiata cluster. A virtual node
emulated router can stay functional even when the cluster head leaegion. Third, the

geographical based VNLayer clustering is very efficient and is frdeeafgpling effect.
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CHAPTER 3. Models for the Link Layer and
the VNLayer

The Virtual Node Layer (VNLayer) is a general programmingtrab8on that hides
MANET complexities from applications. With this abstraction, pangmers only write
programs for virtual nodes at fixed geographical locations, eetulay physical nodes
nearby, so that they don’t need to deal with node motion. In the T@GfR{lRI [35], the
virtual node layer resides between the link layer and the Inteayetr. The VNLayer
uses the service provided by the link layer and provides servicggplicaéions at the
Internet Layer. To define the VNLayer approach, both the hykrl and the VNLayer
needs to be modeled. In the first section of this chapter, | intrathlecenodels for the
Link Layer and the VNLayer defined by Mike Spindel in [36]. Theosel section
defines a more realistic model for the Link Layer and an extexitiddiyer model that
supports better performance in the presence of message logbesthird section, | give
a review on the VNLayer implementation by Mike Spindel. In ths Eection, the

implementation choices we investigated in this research will be discussed

3.1 The Basic Link Layer and VNLayer Models

Mike Spindel described models for the ffriyer and the VNLayer in [36]. In this
section, | give a review on the two models. In this thesis, thesenbdels are called the

Basic Link Layer model and the Basic VNLayer model.

8 The term used in [36] is physical. However, inl ig@lementation, the link layer is what the VNLays
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3.1.1 The Basic Link Layer Model

3.1.1.1 Physical Node

A physical node is modeled as a timed input/output automaton [37] marbitcarily in

a two dimensional plane with no obstadleBhe set of physical nodes is modeled as a
finite set of automata. The location of a physical node, say inasleeferred to asoc(i)

and its motion rate is bounded by a constapt, .

Location Determination: Each physical node is able to determine its current

geographical location and the global time evetiyne.

Node Clock: Every physical node has a local clock that runs at the rate of real time and is

synchronized everytime.

Each physical node is able to do arbitrary computation. It is askuhs local
computations do not take any titiePhysical nodes may suffer stopping failures. That is,

when a physical nhode stops, it stops all local computations and stops sending messages.

3.1.1.2 P-bcast Service
At the link layer, each physical node is assumed to have ac&sbcast, a broadcast

service. Physical nodes have different broadcast ranges.

built upon. Therefore, we choose to call the laykich provides basic communication service to the
VNLayer the link layer.

°In [32], obstacles are not considered. Howevestaitles not only affect node motion but also affadto
range.

9 This assumption is reasonable because for thequtstunder study, network activities dominate the
power and time requirement.
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The maximum reliable transmission distance for a physical nategeographical
locationsrc when sending toward geographical locatisn is determined bysrc and

dst

The P-bcast service guarantees:
1. Integrity Property: Every message received was previous broadcast.
2. Reliable Local Delivery Property: Every message broadcast will be received by
every physical node in-range in a timely manner. When physical irsstels a
message, there exists a tuné for a physical nod¢ is located within the reliable
transmission distance betwekat(i) andloc(j). for the entire transmission, then

physical nodg can receive the messagediseconds.

The basic link layer model here doesn’t consider message lossesvétpin reality,
there is no wireless link layer without message losses. Isithalations? described in
this thesis, message losses are allowed. Thus the second guaanaeprovided by the

simulations.

3.1.2 The Basic VNLayer Model

3.1.2.1 Regions

The geographical area of a MANET is subdivided in to regions. dssumed that the
region configuration is known by every physical node. Regions arguaoed or chosen
so that every physical node in a region can reliably send aed/eedata from every

other physical node in the region and neighboring regions.

™ 1n the simulation, the function is dependant aiythe two locations, not on the node i.
12\/NE simulated the basic VNLayer without collisions
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A physical node’s region is uniquely determined by its locafldre set of neighbors is
also determined by the region. For all locatigrjsand any physical nodeat locationi,
if physical nodep is in a region angl is in the same or a neighbor region, then node is

within the reliable transmission range of nque

3.1.2.2 Virtual Nodes

Each region hosts a virtual node. A virtual node is an automaton driv@&mcdming
messages. A virtual node’s operation is defined completely bggiReteived handler.
With an incoming message, a virtual node can change its stiti@rdy and send out a

set of messages using V-bcast.

Virtual Node Clock: A virtual node doesn't have access to a real time clock.aldste

simulates a clock by synchronizing to timestamps on incoming messages.

There are two failure modes of virtual nodes related to the behavior of chieespes.
1. If there is no client process in a region, the virtual node for the region has failed.
2. There is &4+ associated with the system such that if a physical node stays in a
failed region for more than,., the virtual node for the region restarts with its

initial staté”.

3.1.2.3 Client Process
Client processes hosted by physical nodes solicit services Vimbnal nodes in each

region. A physical node can host any number of client processesirfiplicity, for a

13 Here, it is assumed that every physical node eesik virtual node.
14 This can also be regarded as a recovery mode. oytle virtual node state won't be recoveredwas
are going to see, when a virtual node restartse thee tricky complications.
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single application, it is assumed that each physical node haostssabne client process.

Therefore, clients can be modeled as a set of timed input-output automata.

A client process has access to the location of its hostinggathyside. It also has access
to a real-time clock. A client process can communicate usttoral virtual node only

through the V-bcast service.

3.1.2.4 Virtual Broadcast

For VNLayer based communication, Clients and Virtual Nodes hasesado another
broadcast service, V-bcast. V-bcast is used by clients andlviddas to communicate
with other clients and virtual nodes. The V-bcast guarantees thgritytBroperty and

Reliable Local Delivery Property.

V-bcast provides two additional guarantees. First, it guarattiaed a client or a virtual
node is not in a region originating or neighboring a broadcast, ift weceive the
message. Second, it guarantees that all broadcast messadpesevil total ordering and

will be received by all clients and virtual nodes in the same order.

The V-bcast service therefore requires that a virtual node alient can communicate
with any virtual node or client in the same region or in a neigtgggion and only with

those nodes.

This combination of the reliable delivery and inverse reliabilgguirements has the

consequence that in any region, either all client processes anirttted node in the
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region receive a message or none do. In other words, the transnigssitmmic with

respect to the regions. This is the atomicity property of the basic yMLa

3.1.2.5 Virtual Node State

The virtual node state includes the clock and discrete variabiles application layer. In
the absence of message collisions, the VNLayer guarantees \thfatal node maintains
its current state as long as the virtual node doesn't fail. V@harual node does fail and

restarts, its state resets to its initial state.

3.1.2.6 Requirements on Applications
In order to use the VNLayer, an application needs to be ablenthehmessages passed

up by the VNLayer. It also needs to allow the VNLayer to read and ovensrgtate.

In addition, an application must be able to tolerate virtual node dailand virtual node

resets (the two failure modes described in section 3.1.2.2).

3.2 The Extended Link Layer and VNLayer Models
3.2.1 The Extended Link Layer Model

In order to use a more realistic communication model, we extehdeddasic model for

the link layer. The extended link layer model allows message collisions ansl losse

3.2.1.1 Physical Nodes
The model for physical nodes is same as the one in the basicy@iNeacept that the

local clock has the current real time and doesn’t need to be synchronized.
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3.2.1.2 LL-bcast Service

Instead of P-bcast, each physical node has access to an 802libk likger service, LL-
bcast. Physical nodes have different broadcast ranges. Themuomaxireliable
transmission distance between two physical nodes is determirtbd bgnder’s location

and transmission power and the receiver’s location and receiving cagabilit

Compared with the P-bcast service in the basic link layer mobddicast takes message
losse&®into consideration. That is, messages may not be received Isyimatlen node
even if it is in-range. In addition, with LL-bcast, a message loe sent with either a
broadcast destination address or a unicast destination address. Wbadaast address
is used, it is not possible for the sender to determine whether a message has iveen rece
by a potential recipient. We call this kind of data transmissiocal’ broadcast”. When
unicast address is used, message transmission is more reliedlesddehe sender can
determine before sending the message if the receiver is aroundftandending the
message if the message is received by the intended retipldotvever, using unicast
destination addresses in LL-bcast require all physical nodesten to all messages and
process or discard them appropriately. In addition, the improved rigdiabith unicast
comes with an additional transmission delay because of thedmaa facknowledgement

from the receiver to the sender.

15 Receiving capability on mobile devices can beedéft. For example, a device using a high-gainneate
can communicate with a device out of the reguldioraange.

1 Here, we assume all message losses are due itiora|

"1n 802.11, when unicast is used, Address Resolu@d1SA/CA (using RTS-CTS) and link layer
acknowledgement and retransmission can be useeteotdink failures quickly and improve the reliéti
of data transmission.
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In the extended link layer model, when the sender of a messajedetermine the
intended recipient node, a broadcast destination address must be usedith&\deder
can determine the address of the intended recipient, the messsythe address of the
recipient. Since all physical nodes listen to all messagesssage sent to a unicast
destination can still be heard by every mobile in range. | vall this kind of

transmission Directed Broadcast”.

Like P-bcast in the basic link layer model, LL-bcast guaranteeftegrity Property but

only guarantees the Reliable Local Delivery property in the absenceisiord|

3.2.2 The Extended VNLayer Model

In order to improve the performance of VNLayer based applicatioascreated an
extended VNLayer model. Now, each virtual node has access td-@amealock. A

virtual node or client process is allowed to communicate with ofiert rocesses or
virtual nodes that are not in local or neighbor regions. This removesvirse reliable

delivery guarantee provided by the basic VNLayer model.

3.2.2.1 Regions

Regions are the same in the extended VNLayer model.

3.2.2.2 Virtual Nodes

Virtual nodes have access to a real-time clock. A virtual nodea@gion is an automaton
driven not only by incoming message but also by timer events. Therefore, anaodes

operation is no longer defined completely by a msgReceived hamlladdition to
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incoming message, with a timer expiration event, a virtual nodalsarchange its state

arbitrarily and send out a set of messages using V-bcast.

The use of timers allows actions to be taken exactly atlstdaktimes. Because network
applications often age state so that it expires and is discafgeda period of time, the
message driven approach in the basic VNLayer model requiot®fdrocessing time to
locate expired state and expired messages in the buffer. Usiags tis much more

efficient.

Here, we don’t assume each physical node emulates a virtudfnBdeh physical node
that emulates a virtual node is defined agmaaolator node. This introduces a change to
the failure modes. There are two failure modes of virtual naeated to the behavior of
emulator nodes.
1. If there is no active emulator node in a region, the virtual node for the region has
failed.
2. If an emulator node stays in a failed region for more thap, the virtual node

for the region restarts.

3.2.2.3 Client Process
One difference in the extended VNLayer model is that a cliemtegs is allowed to

receive messages from a virtual node that is not in the client proceskietpoa.

Another difference is that a client process doesn’t need to prdweddittual Nodes with

clock information, because the Virtual Nodes already have it.

18 This is to reduce the number of emulator nodeswehBIANET is dense enough.
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3.2.2.4 Virtual Broadcast
In the extended VNLayer model, Clients and Virtual Nodes IsiMe access to V-bcast.
Like LL-bcast, V-bcast here guarantees the integrity proertyguarantees the reliable

local delivery property only in the absence of collisions.

V-bcast still guarantees that all broadcast messagebavid a total ordering and will be
received by all clients and virtual nodes in the same order. Howehe V-bcast service

in the extended VNLayer model allows a virtual node or a cliemwbtomunicate with
any other virtual node or client in range. That is, V-bcast inxttended VNLayer model
no longer provides the guarantee that in each region, either all nodes receivege messa

none do (the atomicity property).

3.2.2.5 Virtual Node State
The virtual node state includes the clock and discrete variabiles application layer. A

virtual node’s clock is synchronized together with its state.

In the absence of message collisions, the VNLayer stillagiaes that a virtual node
maintains its current state as long as the virtual node doegnWiaen a virtual node

does fail and restart, its state resets to the initial state.

However, with a lossy channel, the extended VNLayer model caniagie that a
virtual node retains its current state even when the virtual doeen’t fail. Due to state
inconsistencies among emulator nodes, the state on a virtual nodehanrghbccasional
arbitrary changes when leadership of its region changes. Tddelmequires that an

application tolerate such state changes, which are called “accetteethanges.
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3.2.2.6 Requirements on Application

In addition to the requirements in the basic VNLayer model, apioinsatover the
extended VNLayer must be able to tolerate message lossesldiiom due to the
possibility of arbitrary state changes in the extended W&t applications must be able

to tolerate acceptable state changes, as described above.

3.3 The Implementation of the VNLayer

Our implementation of the VNLayer simulator is based on the rgai¢ation of VNE, a
python based simulator developed by Mike Spindel in [36] for the bakitayer model

and VNLayer model. With VNE, a Virtual Node based system is implemestéollows.

A MANET is tiled with square shaped geographical regionsxadfilocations. In each
region, a simple algorithm is used for leader election. In thaithm, all physical nodes
that are in the same region have equal opportunity to become leadeinewériphysical
node that sends out its request for leadership first will be chasdhe leader of the
region. When a physical node becomes the leader of a region, it sengeriodic
heartbeat messages to claim its leadership. When missed heangsages exceed a
threshold, a non-leader node sends out a leader request messagetard|staer re-

election.

In each region, physical nodes collectively emulate a virtual naaeng the emulator
nodes in a region, the leader node processes incoming messagadmadgeresponse
messages. The non-leader nodes process incoming messages theysantetha leader

node does. However, the non-leader nodes buffer their response messageEnding
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gueue. When a non-leader node receives a response message flead¢henode, it
checks its sending queue for an identical response messag®attla can be found, it
removes the matched packets from its sending queue. This way, nandeadator

nodes work as backup servers in a region.

Non-leader emulator nodes maintain replicated virtual node statieef leader node. One
way to do this is that when a non-leader node can't find a mat@nfincoming message
from the local leader, it considers it a sign of a state instamsiy and synchronizes its
state with the leaders. In addition, each time an emulator scgkt to a non-leader in a

leader election, it synchronizes its state with the leader.

In addition, when a node moves into a region and there is alrdadger in the region,
the node becomes a non-leader and synchronizes its state wahdbes. Therefore, in

the absence of message collisions, we can guarantee consistent state onresgtual

3.4 Implementation Choices

In order to support the extended link layer and extended VNLayadeln we
implemented our own ns-2 bases simulator, VNSim, which uses theesprevided by
the extended link layer model. VNSim supports both the basic VNLageel and the
extended VNLayer model. During our simulations, we also investiggtossible
optimizations that can be taken when implementing the VNLayethig section, |

discuss the possible optimizations as implementation choices.
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3.4.1 Region Shapes and Node Sending and Receiving
Capabilities

For simplicity, the simulators for the basic VNLayer model drel éxtended VNLayer
model both have used square shaped regions and uniform node sending amnagreceivi
capabilities. However, other region shapes might utilize radiceremaye efficiently. For

example, a network can be tiled by hexagonal regions.

3.4.2 Leader Election

Receiving a LeaderRequest message, the leader node rejecteqiestrby a
LeaderReply message. Non-leader nodes in the same region caet e send
LeaderReply messages too. Doing so can reduce the chance thatiag aode falsely
claim itself as a leader. However, it will also incredse leader election message

overhead.

On top of the basic leader election algorithm, to speed the $poleswitching, a
LeaderLeft message can be added to the leader election tatgaatspeed leadership
switching. Now, when a leader leaves a region, it sends out arLefid®essage to ask

the non-leaders in the region to start a leader re-election immediately.

In addition, in a leader election, nodes that move more slowly and noddsmteahad
their state synchronized with the leader are more likely torbecthe new leader of a

region.
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In addition, to reduce the chance of multi-leadership, we can requira tiwale that just
arrived at a region wait longer after sending out its leadersiguest before it can claim

leadership.

Any combination of these choices can be used to improve the perforrohriter
model. The more complex leader election algorithm reduces the noffrdtate resets in
the basic VNLayer model and arbitrary state changes in the extended \NHay@ver,

these options are tested by my simulations only for the extended VNLayet.m

3.4.3 Number of Emulator Nodes

When a network is dense, it is not necessary to use every pmaiigato emulate virtual
nodes. Doing so would increase the burden on every physical node asalsénthe
number of state synchronizations. One implementation choice liewoaphysical node
to decide dynamically on whether it should be an emulator node. This epuld put

control on the total number of physical nodes that are emulatingrtbal node in each

region and increase the efficiency of the VNLayer approach.

When not every physical node is an emulator node, the guaranteesuah nvade still

hold as long as there is at least one emulator node in a region.

3.4.4 State to Be Synchronized

In the implementation of the basic VNLayer model, the entire Vinwae state is
synchronized when a non-leading emulator node detects a statastermrys In order to
reduce the state synchronization traffic overhead, an option gnthrenize only the

critical part of the virtual node state. We define hard state and sofasthiows.
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Hard state is the virtual node state that is critical to the correctraipe of an
application. An example of hard state is the address allocatimmation maintained by
a DHCP server. Incorrectness on this information can lead to dtgliaddress

allocations for extended period of time.

Soft state is the virtual node state that is non-critical to the coroperation of an
application. An application will run correctly in spite of incorreoft state. An example
of soft state is the non-critical parts of a routing tablentamed by a MANET router.
The non-critical parts include route lifetime, expired rougts, Since MANET routers
are meant to tolerate frequent routing failures due to node mphilttynsistencies on

routing tables is not critical to the correct operation of MANET routing.

With hard state and soft state defined, an implementation optidadas the VNLayer
synchronize the hard state only. To do this, the programmer of ffieaion layer
software needs to determine what hard state is and what aeftist With this option

turned on, the VNLayer guarantees on hard state remain.

3.4.5 Subtypes of State Synchronizations

There are two types of state synchronizations. When a node amgggi®n and becomes
non-leader, it synchronizes its state with the leader’s. Wk tb type of state

synchronization motion sync because it is triggered by node motiom When-leader

detects state inconsistency, it synchronizes its statethvatleader’s. We call this type of

state synchronization message sync because it is triggered by a nmressageevent.
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In the implementation of VNLayer, the two types of state Byotizations can be
enabled or disabléd When either subtype of state synchronization is disabled, tliére w

be more state inconsistencies on emulator nodes.

3.4.6 Control Over State Synchronization Frequency
In order to reduce the number of state synchronizations a virbdal, a minimum inter-
state-synchronization interval can be set up on virtual nodes. However, doingesséscr

the chance that emulator nodes can have out of sync state.

3.4.7 Use of Overheard State Synchronization Messages

A non-leader can use any overheard state synchronization messagéhé leader to
synchronize its state even if it hasn't detected any staensistenc$’. This option

reduces the number of state synchronizations needed in a region.

3.4.8 State Consistency Checks

A non-leader emulator node can choose to check every messageddoam its leader
to check for state consistencies. In order to reduce the nustdder synchronizations
caused by state inconsistencies detected on non-critical piae @frtual node state, an
implementation can choose to check messages that are morddikelye affected hard
state only. Doing so would increase the chance an emulator noidg ita state out of

sync.

91t is expected that motion sync is more importhah message sync because when an emulator node
moves into a new region, it relies on a message &yreceive the entire copy of a virtual nodeestkts

also what guarantees consistent state when themoamessage losses. Message sync is used when the
are message losses to patch up the state.

2When a non-leader detects a state inconsisterunps all the messages in its sending buffer and
synchronizes its state with the leader’s. Howewten a non-leader’s state is synchronized before it
detects the state inconsistency, some messagsssieniding buffer might not be valid.
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In addition to using incoming message to look for state inconsisteracieash of the
virtual node state can be carried in each message sent bhya mbde. The state hash
can be used by emulator nodes to look for state inconsistenciesplibis would reduce
the false positives in state inconsistency detection. Howevalsd@ increases the

processing overhead on virtual nodes.

3.4.9 State Inferencing

This option allows non-leader emulator nodes to fix parts of ite atinferring the
virtual node state from messages sent by the leader emulatorDwdg.so can reduce

the number of state synchronizations. However, this option breaks the abstractioe becaus
it requires an application on an emulator node to act differensigdban its role (leader

or non-leader) at the VNLayer.

3.4.10 Communication Rules

In the basic VNLayer model, a client process can only communigttets local virtual
node and virtual nodes can only communicate with neighbor virtual nodds. thgit
extended VNLayer model, an implementation has the option of keepingléseabove
or allowing a client to receive messages from non-localialirhodes and allowing a
virtual node to communicate with any other virtual node that isngeraDoing so would
reduce the number of forwarding hops needed for a transmission. Howaboaiing
virtual nodes to communicate with any other virtual node breaks thecateoeption
guarantee. State inconsistencies can happen even in the absentisi@is@hen non-

neighboring virtual nodes communicate with each other through long links.
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3.4.11 Powerful Emulators

Another implementation option allows an emulator node to act as therSer a client
process that resides on the same physical node, using the tapplstate of the region.
This implementation choice is called Powerful Emulator becauiselike an emulator
node is given the full power of a server. With this option, ratherllarg constrained to
its own region, a client process on an emulator node can seek séroicevirtual nodes
in any region. This option can be used when the efficiency obtaqwl is critical to its
performance. However, doing so breaks the abstraction becaasgiiies an emulator
node to act differently when processing messages from clienegs®g on its host

physical node and allows an emulator node to act alone.

3.4.12 Summary of Implementation Choices

There are two simulators for the VNLayer, VNE [36] simulaies basic VNLayer.
VNSim simulates both the basic VNLayer and the extended VNLBigavever, it needs
to be noted that VNSIim simulates the basic VNLayer model térextended link layer
model. Table 3-1 summarizes the implementation choices investigatée simulators

for each model. The impacts of the choices are also listed.
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Table 3-1: Implementation options investigated by simulations of the VMlagyeoach

Features Options Basic VNLayer | Extended  VNLayer | Impacts
M odel M odel

Region shape Square, hexagon Square Square Usilagescggions and uni-

form radio ranges simplifies

Node radio range| Uniform, non-uniform Uniform Uniform

simulation

reception ability

Number of emula- All physical nodes, a se-All physical | A physical node can Reducing the number of emi-

tor nodes lected subset nodes dynamically decide tq lator nodes reduces syncs and

be an emulator node grincreases chance that regions
not can be empty.

Leader election Taking node motion rateSimple LeaderLeft  message,The more complex leader eleg-
node status, node state cdn- node status, node mg-tion algorithm reduces leader
sistency into consideration tion rate, node state changes; reduces leader switgh-

consistency took intg ing delay and reduces the num-

consideration ber of state resets in the basic
VNLayer model and arbitrary
state changes in the extended
VNLayer model.

Consistency Check all messages, che¢kCheck all mes{ Check only critical| Checking only critical mes-

Checking only critical messageg, sages (Fol messages sages, syncing hard state only,
check state hash VNDHCP, mes- doing motion syncs only and

sages with ng limiting the rate of state syn-
impact on state chronization reduce syncs or
excluded) sync traffic and increase state
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State to be syn

Sync all state, sync han

dSync all state

Sync hard state only

inconsistency

chronized state only
Synchronization | Motion Sync, Message Always sync. Two sync subtypes ¢
subtypes Sync be turned on or off

an

£S

-

Limit rate of state| Used, not used. N/A Rate limit used on state

synchronizations synchronization.

On overheard Ignore, use to sync localignore Use overheard stateUsing overheard sync msg

sync messages | state sync messages reduces number of syncs.

Client communi-| Only with local virtual| Only with local | Can choose between theNon-atomic reception whe

cation rules node, can receive from anyvirtual node first two options. long links are used. It increas
virtual node, can send tp syncs and state inconsistency
any virtual node

Virtual node| Can only communicate Communicate Can choose between the

communication with neighbors, can com- with  neighbors| two options

rules municate with anyone only

Powerful Emula-| Emulator node can act asNot used Investigated Making protocols more e

tor server for client processes cient but breaks the abstractio
on the same physical node

State inferencing Used, not used N/A Can be tuamedr off | Using state inferencing reduc

syncs but breaks abstraction
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CHAPTER 4. Virtual Node Layer Implementation

In this chapter, | first give a review on a python based VNLayrulator we used at the
early stage of the research. Then, | present in detail thenmepitation of our ns-2 based
simulator VNSim. Because VNSIim is built over ns-2, it uses #iended link layer
model introduced in the previous chapter, which considers packet.|d$¢$88n can be

used to simulate both the basic VNLayer model and the extended VNLayer model.

4.1 Virtual Node Emulator

Virtual Node Emulator (VNE) [38] developed by M. Spindel, is a Igyight VNLayer
simulator. VNE supports the basic link layer model and the basicay&lLmodel as
introduced in the last chapter. VNE includes a Mobile Node (MN)|ay®/irtual Node
Emulator (VNE) layer and an Application layer. At the bottom,Nii¢ layer simulates a
simplified wireless link layer. It supports functions such as rwdation, node motion
and packet transmissions. The VNE layer simulates the VNL&ykeeps track of a
node’s current location, sets up a node’s region id, does leadeoredetiuffers packets
for the non-leader nodes and synchronizes a non-leader’s statinavleader’s state. On

top of VNE, the Application layer supports the application servers and clients.

VNE works well as a tool for proof of concept studies. The codimgapplications in
VNE is easy. In our early work on VNLayer based address albmsatsimulations using
VNE provided quick results and useful insights. However, VNE has a nuofber

limitations. First, VNE’s link layer doesn’'t model the packets caused by message
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collisions and congestions. This limits the validity of thedation results. Second,
Python runs slowly. This makes VNE unsuitable for large scalelgiions. Third, VNE
is time based. Periodic checking on flags, node locations, etesed to drive the
simulation in VNE. This makes the simulation time of VNE sdadly with increasing
network size. In addition, the fixed checking periods can affeandg related simulation
results. For example, if the checking period for incoming messaget to 0.1 second,
the response time for a message observed by the simulatoppmzsr 40 be 0.2 second

even if the actual latency is much shorter.

4.2 Virtual Node Simulator (VNSim)

Application Layer (VNLayer based applications)

VNLayer Send() Receive() Equal() Server Save/Get
API: Initialization State

VNLayer u 4 4 *

Sending Application Packet VNLayer State Machine
Queue Processing

A 4

A A

Location Checking
Module

A 4 A 4

Leader Election Module State Synchronization
Module

G?nee”r(;tor TT T T T T u
u | Packet Classifier |
V T <

Link Layer (provided by ns-2)

Figure 4-1 The Architecture of VNSim on a VNLayer equipped physical node
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To deal with the problems with VNE, we created a discrete dwaesdd VNLayer
simulator, VNSim, on top of Network Simulator ns-2[39]. As shown igufé 4-1,
VNSIm is built over the link layer provided by ns-2. It takes acvges of a mature
simulator of the 802.11 link layer model, which is the same asxtieaded link layer
model introduced in Chapter 3. VNSIim can be used to simulate both the/bisayer
model and the extended VNLayer model. However, it doesn’t support tiedibldayer

model, which is an unrealistic model.

Programs for VNLayer based applications are developed at theampli layer, which

implements the following major interface functions required by the VNLayer

e receive(): a function that the application layer uses to hamélesages passed up

from the VNLayer.

e send(): a function that the application layer uses to push mesdagesto the

VNLayer.

e equal(): a function used by a non-leader node to check incominggesdsam the

local leader with the messages in its sending queue.

e save/get state: functions used by the VNLayer to retrieve itg torthe Application

Layer State.

e server initialization: a function used by a virtual node to iliisits state when it is

restarted.
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Except the send() function, all these functions are triggeredifstion modules at the

VNLayer. The send() is initiated by the applications.

Figure 4-1 also shows the core function modules in the VNLayer.

e Application Packet Processing Module: a function module that handles
application packets21 received by the VNLayer from the link |ayel passes

them to the application layer. (To be explained in section 0)

e Hello Generator: A function module that is used by a node to infermeighbors

about its presence. (To be explained in section 4.5.2)

e Location Checking Module: a function module that checks a physical snode’
geographical location and determines the region a node is ine(€ggained in

section 4.6)

e Leader Election Module: a function module that determines and nmnéai
node’s leader status by communicating with physical nodes in the szgion.

(To be explained in section 4.7)

e Packet Classifier: a function module that checks and passesimgcomassages to
appropriate function modules. It also keeps track of the activenassigitbor

nodes and neighbor regions. (To be explained in section 04.5)

e Sending Queue: A buffer at the VNLayer for packets sent down fien
application layer. The VNLayer controls when the packets areteethte link

layer. (To be explained in section 4.9 0)

2 packets created by the application layer.
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e VNLayer State Machine: the state machine that support sptieation at the

VNLayer. (To be explained in section 4.8 )

In section 4.3 and section 4.4 , | introduce the VNLayer packet headetha state
maintained by the VNLayer. Most of the terms used in this chapéerlso defined in
these two sections. Then, | introduce how each core function module workewa they

interact with each other and with the application layer.

4.3 VNLayer Packet Header
The VNLayer inserts a 20 byte VNLayer header to every paiciadays to the link layer.
The VNLayer header contains the following fields.

e Type (1 byte): The packet type.

e Subtype (1 byte): The packet subtype.

e Region ID (2 bytes): the sender region of the packet

e Source (4 bytes): the address of the sending physical node

e Destination (4 bytes): the address of destination physical node

e Send_time (4 bytes): the sending time of a packet

e Hash (4 bytes): a hash of the virtual node emulator’s applicaiate at the

moment the packet is sent.

There are four types of packets that the VNLayer has to hafppgication messages,

Leader Election messages, State Synchronization messages and Hello messages
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Application messages are the messages sent and received by the VNLayer based
application. There are four subtypes of VNLayer application messdpur subtypes
provide finer grained control on what kind of messages should be usbd MNLayer

to look for state inconsistencies.

e Client messages. application messages sent to the VNLayer by a client moces
Local Client messages are the messages that a clientgratesh doesn’t know
anything about the VNLayer, sends to VNLayer on the same nodekinbiof
message is always considered an application message by thga&fNLaerefore,
when the VNLayer inserts the VNLayer packet header, the of the message
will also be set to “Application message” and the subtype of g&sage will be
set to “Client message”

e Server messages. application messages originated from a virtual node.

e Forwarded Server messages. application messages forwarded by a virtual node.

e Forwarded Client Messages: A subset of client messages forwarded by a virtual
node that neither use nor affect the application state. For exanipa, a client
message is relayed by a virtual node to the neighbor that isstlts the
destination region, the message forwarding doesn’t use angappii state, the

message is a forwarded client message.

Leader Election messages are messages for leader elections and leadership maintenance.
There are three subtypes of Leader Election messages.
e LeaderRequest: messages used to request for leadership

e LeaderReply: messages sent by a leader to decline a leader request
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e Heartbeat: periodic messages used by a leader to claim its leadership.
e LeaderLeft: a new message type in the leader election algorithm for teaded
VNLayer. It is used by a leader node to inform the non-leadetrd isdeaving a

region.

State Synchronization messages are messages for state synchronizations between leader
nodes and non-leader nodes in the same region. There are two subtypeseof
Synchronization messages.

e SYN: synchronization request messages sent by a non-leader.

e SYN-ACK: synchronization response messages sent by a leader.

Hello messages are generated by the VNLayer to help VNLayer based apphsato

maintain a list of immediate neighbors.

4.4 VVNLayer State

The VNLayer operates on VNLayer state. The VNLayeestah be changed only by the

VNLayer but is readable by the application 1&yer

The first part of the VNLayer staterisgion 1D, which identifies the geographical region
a VNLayer emulator node is in. A region ID is also used to ifjethte virtual node in a

region.

22 |n VNSim, the VNLayer state is implemented as gcted members of the base class for VNLayer based
applications.
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The second part of the VNLayer state is theader Status. It indicates the leadership

status of a node in the region. The Leader Status can take onefofldlnéng seven

values.

INIT: The initial state before a node learns its region.

Unknown: The node just enters a region and doesn’t know about its role. A
LeaderRequest message is scheduled but not sent out yet.

Requested: The node has sent out a LeaderRequest, no responsead rgatei
and the LeaderRequest timer hasn’t timed out.

Leader: The node is a leader of its current region.

Non-leader: The node is a non-leader in its current region.

Unstable: The node has missed at least one Heartbeat message fresugre L

The third part of the state 6N Status. It is updated by the VNLayer State Machine and

used by a physical node to determine its current role among thal viode emulators of

its region. The VN Status can take one value from the following values.

UNKNOWN: The virtual node emulator hasn’t learned its regiorand does
nothing. This is the initial state of a virtual node emulator.

NEWNODE: The virtual node emulator just entered a region and hasn’t
determined its role.

SERVER: The virtual node emulator plays the Server role. Foretsteof this

thesis, we refer to a node with this status 8srmer node
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e BACKUP: The virtual node emulator plays the Backup Server mudeitahas its
state synchronized with the Leader’s. For the rest of thissthes refer to a node
with this status as Backup Servenode.

e SYNC: The virtual node emulator just plays the non-leader rdie. dmulator
either just entered a region or it detected a state incongisterscsynchronizing
its state with the leader.

e PURECLIENT: The virtual node emulator, when not elected as iarrdgader,
chooses to not work as a Backup Server. It acts psre clientand doesn’t

process to any service request.

The fourth part of the VNLayer state ig@jion activeness table that keeps track of the
activeness of regions from which messages can be heard byttls node. Each entry
in the table maintains a region id, the address of the currergrleadhe region, the

activeness of the region and a “lifetime”.

The fifth part of the VNLayer state is reeighbor list. The list maintains the list of
physical nodes from which messages have been heard recentty.eBag in the
neighbor list maintains a physical node’s node id, current regiondddlifetime”. An
entry for a physical node in the list will be removed if no mgssaan be heard from it

before its lifetime expires.
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4.5 Packet Classifier
On an emulator node, the Packet Classifier is the first moldalgtocesses an incoming
message from the link layer. It performs two tasks, Packetsifitasion and

Neighbor/Region Activeness Maintenance.

4.5.1 Packet Classification

As shown in Figure 4-1, the Packet Classifier passes applicatessages to the
application packet processing module; Leader Election messagies Leader Election
module and state synchronization messages to the State SynatioonModule. Hello

messages are handled by the Packet Classifier and not passed to other functicst module

4.5.2 Neighbor/Region State Maintenance (NRSM)
When the Packet Classifier receives a Hello message artheymessage, it uses it for

its second functionality, Neighbor and Region Activeness Maintenance.

The Hello Generator Module in the VNLayer generates Hello rgessalhe interval
between Hello messages can be adjusted by both the VNLayer amppheation
Layer®. Each Hello Message carries the sending time, region id and dodiethe
physical node sending it. When it receives a Hello messageNR&M on a node
refreshes the lifetime of the corresponding entry in its neigl&toso the sending node

stays as the node’s immediate neighbor.

Since every VNLayer packet carries the sender’s node id amhrielj the NRSM uses

every incoming VNLayer packet as a Hello message. To redweceumber of Hello

% The generation of Hello messages could be turffaflibis not needed.
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messages, each time any message is sent by the VNtteeyetello Generator delays the

next Hello message by a Hello interval.

Each time an entry in the neighbor list is refreshed by aomimg message, the
VNLayer informs the application layer through an optional “Hellantling” interface
function. The application layer decides what to do with the evienthese simulations,

the VNRIP application uses these events to update its table of immedidtieansig

NRSM uses overheard messages generated by leader nodesntaimmis region
activeness table. These messages include HeartBeat, LeagerRsulerLeft, SYN-
ACK and application messages. When NRSM hears a message heoteatler of a
region, it updates the leader id of the region and refreshes tbedssociated with the
region. If no leader message can be heard from a region befonmd¢hexpires, NRSM

sets the leader id of the region to UNKNOWN and set the region to inactive.

There is an exception. When NRSM hears a LeaderLeft messagea fregion, it sets the

leader id of the region to UNKNOWN and sets the region to inactive.

4.6 Location Checking Module
The Location Checking module in Figure 4-1 chétksmobile node’s current location

and updates the node’s region ID in the VNLayer state.

Location checking is the first thing an emulator node has to do wis&rts running. An

emulator node does nothing before it learns its region ID. When a nooleggion

%4 The location checks can be done either periogicaldone around the time a node is predicted teren
different region.
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Checking module finds out that the node has moved into a new region, ituguate
Region ID and informs the Leader Election Module and the VNLayate S¥lachine

about the region change.

4.7 Leader Election Module

As explained in section 3.3 the leader election algorithm works to ensure that thesleader
the first node that requested leadership in a region without antleesler. Whenever a
region change is detected, a node tries to become leader bygsentime stamped
message requesting leadership (the LeaderRequest mesHagajoesn't hear from a
current leader (a LeaderReply message or a Heartbeat messagit doesn't hear an
earlier LeaderRequest message from another new node in ibae, regobecomes the
region leader. One minor implementation choice we have here thevlgr not to let the
non-leaders to respond to LeaderRequest messages too. Doing so wreddeiribe
leader election traffic overhead while reducing the chanceatinawly arrived physical

node becomes a duplicate leader when the LeaderReply message is lost.

A number of timers are used to control how long a node waits to seheatierRequest
message (leader request timer), to decide it is not goilhgado from an earlier leader
(request wait timer), to decide when a leader should send theHeaxtbeat message
(Heartbeat timer) and when a non-leader should start a leadtioelin the absence of

Heartbeat message from its leader (leader timer).

Figure 4-3 illustrates the state machine that controls therledetgion module. The input

actions include: the expirations on the timers listed above, regiogetiavent reported
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by the location checking module, incoming messages such as therReqaest,
Heartbeat, LeaderReply and LeaderLeft. Figure 4-3 omits soacdiaies on incoming
messages that don'’t result in state change. For example, wkadex hode receives a

LeaderRequest message, it sends back a LeaderReply message and &ayglens a

The initial state of every mobile node is INIT, before it knoissegion id. Every time a
node learns it has entered a new region (the first timerridats region is also treated as

entering a new region), its state changes to UNKNOWN.

In: leader timars
expires the 3rd time

Out: request timer set In: regionKnown

In: leader timers
expires the 2™ time
Out: leader timer set,

expires = 2

In: raquast timar expires
Qut: LeaderRequest,
reguest wait timer set

n: reglon(:hanged

In: Regl gnChange

In: RegionChange or
LeaderLeft
Out: request timer set

; ) In: request wait tipfer
In: leader timer expires

Out: ledder timer set

Out: leader timer set

Qut: leader timer set
NOMLEADER

Figure 4-3 The Leader Election Module State Machine

In: heartbeat Umer expires

In: Heartbeat Qut: Heartbeat, heartbeat timer set

Out: leader timer :

The first thing a node has to do when it enters a new region iseioriiee its role in the

region by sending out a LeaderRequest message and set up atigwgre#ftthere is no
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rejection from the region leader (by a LeaderReply) befueerequest timer expires, it
changes its state to LEADER. Otherwise, it sets it® staNONLEADER. When a node
becomes a leader, the Leader Election module sends a leadetoetvenVNLayer state

machiné®.

In order to reduce the number of LeaderRequest messages whegatenmaities compete
for leadership, each node schedules its LeaderRequest mesdage reitdom deldy
using the leader request timer. Before the timer expires mode, if a LeaderRequest
message is heard from another node in the region, the node gives up its leadéarehue
set its state as NONLEADER. Otherwise, the node sendssdugaiderRequest message;

changes its state to REQUESTED and set the request wait timer.

A node starts sending periodic Heartbeat messages rightvelneayit becomes a leader.
The Heartbeat messages are tagged with the time when the Beodmes the leader of
the region. Each time a Heartbeat message is sent by ex leade, the node sets its

Heartbeat time with the Heartbeat interval.

When a node becomes a non-leader, it uses a leader timer {erpinaie set to the
Heartbeat interval plus the one hop transmission time) and a cooinédr when leader
election needs to be done. A non-leader tolerates at most 2 H¢artisses. The first
time a Heartbeat message is missing from the leader \wbdaader time expires, a non-

leader node changes its state to UNSTABLE. When more thanrfBdaamessages are

% When a node becomes a non-leader, it may useraTosser Function (CTF) to decide whether the node
shall become a backup server or a pure client ddtils on CTF will be given in section 4.7.5

“This delay is also used to give nodes that are mgpsfower and nodes that have their state syncredni
with the leader precedence in leader election.
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missing, a non-leader node assumes that its leader has gone@smdstattempt on

leadership.

A good leader election algorithm should react to node mobility quieklgid duplicate
leaders and excessive leadership changes. In section 3.4.2 , wsseéisca few
implementation choices on the Leader Election Module aimed at optgriize leader
election algorithm. As pointed out in section 3.4.2 , the implementaktioices on the
leader election algorithm don’t affect the guarantees providedthiey VNLayer
abstraction. These optimizations will be explained in detailed h& following

subsections.

4.7.1 Faster Leadership Switching

Because it takes 3 Heartbeat intervals for a region to ddéicateits leader is gone,
Leadership switching is slow when waiting on missed Heatt8d0 solve this problem,
we let a leader node send out a LeaderLeft message wheavésl its region. The

LeaderLeft messages triggers a leader election right away in tleedgadvious region.

The addition of this message greatly improves the delivery peafwe. It also lowers
the requirement on the frequency of periodic Heartbeat messagede@tibeat interval
is increased from 1 second to 5 seconds without affecting the perfirmain
applications. The number of Heartbeat messages, the largesirfraf leader election

messages, is reduced by 5 times.
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In the case that the leader node crashes before it can sentleadeal eft message, the
non-leader nodes can still detect, although much more slowly, the aludethecleader

node in three Heartbeat intervals and start another leader election.

The simulations reported here assume no node failures. Frequent fiabdes (as
opposed to motion out of a region) would require a lower HeartBeavahtto keep the

leadership switching delay down.

4.7.2 Reducing Duplicate Leaderships

Duplicate leaders can happen when messages are lost due tornllisor example,
when a node enters a region, it sends out a LeaderRequest mddbtageedderRequest
message couldn’t be heard by the current leader of the regiba ader’s LeaderReply
message couldn’t be heard by the requesting node, the requestingaudelaim itself

as a leader.

In a routing application, when duplicate leadership happens, a virtuataolieforward
the same data message multiple times toward the same nexiahsemg amplified data
traffic. Second, since the new self-claimed leaders don’t haveoate, data packets sent
to them can trigger incorrect data packet drops and unneceeséeydiscoveries. This
disrupts the data forwarding and increases the traffic overhdwmdl, Tvhen there are
multiple leaders in a region that have different applicatioresta&ach incoming message
could trigger a state synchronization in the region. This incredbes state
synchronization overhead. The increased traffic overhead can icduse even more

duplicate leadership in the network. Therefore, duplicate leadership is verfuhar
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In a lossy channel, it is impossible to prevent duplicate |ebigerslowever, measures
can be taken to reduce the chance that duplicate leadership happensmaratee

duplicate leadership quickly when it happens.

Since most duplicate leadership happen when a node enters a newweginareased

the delay before a newly arrived node can send its LeaderRenessage. Therefore,
the newly arrived nodes have a greater chance of receivingsageeom the current
leader of the region and give up its attempt on leadership. In addifien,a newly

arrived node sends out its LeaderRequest message, it alsowetltmger (than a non-
leader node has to wait in a leader re-election) before it lemm ¢eadership. This
increase the chance a LeaderReply message can be heard fraumrding leader by the

requesting node.

When a node whose state is LEADER receives a Heartbeat gaesan the same
region, it checks when the sender became the leader. If the $endene the leader of
the region earlier, the node gives up its leadership and setatiéisto NONLEADER. If

the sender became the leader of the region later, the node senddeautiteeat message

right away to ask the other leader to give up its leadership.

With these optimizations, duplicate leadership rarely occurréeeisimulations reported

here.

4.7.3 Stabilizing Region Leaderships
Each time a region leader leaves a region, the services prawdedirtual node has to

be paused for a period of time so that a new leader can be electedeadership
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switching, there is always a chance that the new leader tbes@ consistent state. As
we are going to see later in this thesis, loops can form whehdppens. Therefore, it is

desirable that the number of region leadership switches be minimized.

Excessive leadership changes can happen when rapidly moving nodes lezmisre so
that some penalty for rapid motion is useful in a leader eledtioour implementation,
nodes that can stay in a region longer are given an advantage in thetidom for
leadership. Here, we assume mobile nodes can find out their corodion rates and
direction they are heading. Based on this information, a mobile nodindaout how
long it would take it to enter a different region. In a leadectiele, when mobile nodes
decide their random delay before they can sends out their Leafes® messages,
different random delays are used for nodes with the following 4 eiifelevels of
stability.
1. Static nodes: nodes that are not moving.
2. Stable nodes: nodes that can stay in the current region longer than 2 seconds.
3. Unstable nodes: nodes that can stay in the current region shortez geeonds
but longer than 0.1 seconds. (This is the waiting time before a requesting node can
claim leadership, if there is no rejection.)
4. Very unstable nodes: nodes that are leaving the current region hefareclaim

their leadership if they send out LeaderRequest messages right away.

Table 4-1 shows the random backoff settings we used for nodes aerdifiability
levels. This way, the slowest nodes send out their LeaderRequesagaesoonest.

Therefore, they have the greatest chance of being electied sder of the regions they
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are in. With this optimization used, the average number of leagessanges is reduced

by 10%.

Table 4-1 Random backoff settings in leader election for nodes at different level of
stabilities

Node Stability Level Random Backoff Setting (pickedformly random in the range)
1. Static Nodes 0~0.05 second
2. Stable Nodes 0.05~0.1 second
3. Unstable Nodes 0.1~0.15 second
4. Very Unstable nodes 0.2~0.25 second

4.7.4 Electing Better Leaders

When a node whose state is out of sync is elected as the Ié&mdenrtaal node in the
region may operate incorrectly. In order to improve the performah®Layer based
applications, nodes whose application state is out of sync (onge, newly arrived

nodes) can be given lower precedence in leader elections.

The solution is, each time a state inconsistency is detecteoin-keader node sets its
Sync Status to “out-of-sync”. Once its state is synchronitteddnon-leader node clears
the flag. During a leader election, if a node is flagged as “osyt”, it delays itself
longer before it can send out its LeaderRequest message. ayisfwhere are other
Backup nodes in the region, the chance that the out of sync node takeseokegion is

lower.
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4.7.5 Reducing the Number of Backup Servers

When a MANET is dense, there is no need for every region to havg Beaokup
Servers. Having too many Backup Servers in a region can alddddarge number of
state synchronizatiofs As discussed in section 3.4.3 , an optimization can be done to

control the number of Backup Servers in a region.

An optional Coin Tosser Function (CTF) is added to the leaderaetivdule to reduce
the number of Backup Servers when the network is dense. Each tilreathey Election
Module on a node finds out the node is to become a non-leader, theal§F to decide
whether the node will become a Backup Server or a Pure Qloele. The CTF makes
the decision using a preset threshold value and the currenttestimanber of nodes in
the region. The preset threshold value is an integer between 0 and lib@0thieshold
is 1000, a non-leader node always sets itself to be a Backup Jetivethreshold is 0, a
non-leader node always set itself as a Pure Client node. Thalpeneans there is no
Backup Server in any region. The CTF calculates the current nahplkysical nodes in
the local region using the neighbor list maintained by the Hi@igand Region State
Maintenance functionality in the Packet Classifier. Let thisnber be “size”, the
following formula is used to calculate the probabifitthat the node will set itself as a
Backup server. If the node density of the local region is 0, p tistesepreset
threshold/1000

preset threshold
2000 X size

if size >0,p =

27 Both MSG-SYNC and MOV-SYNCs
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preset threshold
1000

if size=0,p =

The CTF makes a random Boolean decision with probailégd informs the VNLayer
state machine about the decision on whether a non-leader node is to be a Pure @lient nod

or a Backup Server.

4.8 The VNLayer State Machine

Figure 4-3 shows the state machine that controls the core VNbpgeations. The state
transitions are triggered by input actions such as “regionChawvgeits generated by the
Location Checking Module, “leader” event generated by the leBbtsction Module
(when a node becomes a region leader), “backup server” or “pur€@ieent generated
by Coin Tosser Module, state inconsistency detected by the @mtgisManager,
synchronization waiting timer expiration and incoming messageb ss the SYN
message and SYN-ACK messages. The output action includes the sen8ivily and

SYN-ACK messages.

The VNLayer of every mobile node starts with the initial staddKNOWN before it
finds out for the first time about its region id. Once its regtis iknown, a node enters
the state NEWNODE. In addition, whenever a node enters a new rdggastate of the

node always transits into NEWNODE.
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In: backup
Out: Syn, sync wait
timer set

n: pureClient

In: backup
Out: Syn, sync wait timer
set

In: regionChanged In: backup

Out: Syn, Sync wait timer
set
In: regionChang

: pureClient

In: Syn \‘ .
Out: Syn-ack

In: leader

In: pureClient

In: leader

In: leader

Figure 4-4 The VNLayer State Machine

In: sync timer expires
(Out: Syn, sync timer

set

Each time a node enters the state NEWNODE, the node resstatthat the application

layer using the interface function “server initialization”. &fthis, the node waits for the

events from the Leader Election module so that it can determinter@aat will play in

the new region. If the Leader Election Module decides that the sdtie ieader of the

region, the node changes its state to SERVER. When the LEEedéon Module decides

that the node will be a non-leader, if the Coin Tosser Functionafetidt the node will
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become a Backup Server, the node sets its state to SYNC. Gihetta@ node changes

its state to PURECLIENT.

A Server node remains in the state SERVER as long aystistés region. In addition to
responding to application messages, it also handles incoming redoesttate
synchronizations. However, when duplicate leadership happens and the nauiEs Le
Election module decides to give up its leadership, the Coin Tossetidrumgll then

decide whether the node shall act as a Pure Client node or a Backup Server.

When a node is to act as a Backup Server, the next thing it meddsd to synchronize
its state with the leader’s state. Therefore, it asks thee SSynchronization Module
(SSM) to do a state synchronization. More details on the Stath@ynzation Module
will be given in the next section. Once the node’s state is synchhntg state turns to

BACKUP and it becomes an operational Backup Server of its region.

As mentioned before, a Backup Server node checks its statéheierver node’s state
(using the Consistency Manager). Once it determines thataits st out of sync, it
changes its state to SYNC and asks the State Synchronizationévimddo a state

synchronization.

When the leader of a region leaves, a leader election will be dotie beader election
module. This results in changing the role a node has to play iregien, even if the

VNLayer status of a node is originally PURECLIENT.
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4.9 Sending Queue
As discussed in chapter 3, the application layer on both Server nuti&aekup Server
nodes put their response messages in a sending queue in the VNLay&rekHonly the

response messages on a Server node actually get sent.

If a node’s VN Status is Server, the Sending Queue module isdrtalbdend. Packets in
the queue are sent out one by one, with a small interval (10ms)elpetaeh sending.
The small interval between each sending is added to reducageesollisions in the

channel.

When a node’s VN Status turns from Backup Server into Serverremikh of a leader
election, the sending queue will also be enabled to send so thatcketspeemained
there will be sent out. The packets stored in the sending quegetdare expire after a
period of time (2 seconds). This prevents Backup Server nodes fromgenudivery old

messages left in their sending queues, when they become Server nodes iohits reg

As explained in section 3.2.1 , the extended link layer model allowscghy®des and
virtual nodes to communicate using Directed Broadtastenever it is possible. When
this implementation choice is used, if a packet to be sent imel@dgbr a virtual node
rather than a physical node, the current leader of the regiomdndisé virtual node will

be looked up from the region activeness table. If the current leader is known, the packet i

% Direct Broadcast means when promiscuous modeeis g physical nodes, a packet can be broadcast to
nearby physical nodes using a unicast destinatoness. The use of unicast destination addresssllo
link layer acknowledgement and re-transmission.
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sent out using a unicast destination address. Otherwise, the paskei isut using a

broadcast destination address.

In order to use Directed Broadcast, we need to consider packsimissions in the

following three cases:

Client process to virtual node transmission: Client processes use the region activeness
table maintained by the Packet Classifier to find out the asldrbshe leader of the
virtual node. If the address is known, it sends the packet to the adfitbedeader node

by unicast.

When the address of the leader node is unavailable, the clienspreseds its packet
using a broadcast address. With the response packet sent outldryriede, the Packet

Classifier will find out the address of the leader.

This implementation requires a client process to be able totkaspof the address of
the leaders of regions. This breaks the abstraction and makedet taidevelop client
code. One alternative implantation is to let virtual node emulator nodase two IP
addresses, one unique address identifies itself, the other oneiedaigifegion. When a
client process needs to communicate with a virtual node, it beed’taddress for the
region. The Server node in the region responds to unicast packetsdiéstities virtual

node. However, doing so requires a more complicated link layer model.

Virtual node to virtual node transmission: When a virtual node needs to send a packet

to another virtual node, from the region activeness table, it odntlie address of the
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current leader of the destination region. The packet is sent tedader node of the

destination region using unicast.

When the transmission of the packet fails due to leader chahgesender virtual node
replaces the address of the destination region to UNKNOWN. fidnisrission failure
can be reported to the application layer together with the packquestion. The

application layer then determines whether the packet shall be retransmittgd or

When the address of a region’s leader is unknown, a virtual node serke$sp@ the

region by broadcast.

If a LeaderLeft message is missed by a virtual node, a hatlsént the LeaderLeft may
continue receiving packets for its old region’s virtual node afteast left the region. In
this case, the node sends another LeaderLeft message to infoneighkorhood again

about the leadership change.

Virtual node to client process transmissions. When a virtual node needs to send a
packet to a client process, the address of the client node is knaWwe wrtual node.

Using unicast destination address for this transmission is natural.

4.10 Application Packet Processing
In this section, we explain in detail how the Application Packet d3sang Module
works. This involves a number of sub-modules. Figure 4-5 shows a delakéchtion

of the module.
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Figure 4-5 Details of the Application Packet Processing Module
4.10.1 Client Message Handler (CMH)
If a physical node is equipped with VNLayer capability, allaloclient messages are
passed to the CMH by the Packet Classifier. Since othataton nodes in the same
region need to hear the message too, the CMH module makes a ctpy dfent
message, and broadcasts it to the MANET. After this, the CMH raquhdses the client

message to the next module, Application Packet Filtering (APF).

If a physical node doesn’t support VNLayer, it still needs to é@mgint the CMH module

so that its local client message can have a VNLayer headbriype set as VNLayer
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Application message and subtype set as Client Message. Thé @bdule then

broadcasts the Client Message to the MANET.

4.10.1.1 Implementing the Powerful Emulator Option

This section presents the implementation of the Powerful Emulaionopis introduced
in section 3.4.10 , an implementation choice called Powerful Emuladarbe used to
allow emulator nodes to act as independent servers and processliEramessages
directly. When this option is turned on, the CMH module does nothing exgagding
the local client messages to the server process at the Applideayer through an
interface function called Direct Client Message Handling (DGMBICMH handles

client messages alone.

Because the DCMH function at the application layer can commenia#t other virtual
nodes on its own, messages sent by the DCMH function always nbedsémt directly
to the link layer rather than controlled by the Sending Queue efitrer the DCMH
function is given direct access to the link layer. Every paskat out by the DCMH
function is set as a Client Message, so that it won't trigggrstate synchronization on
other emulator nodes in the same region. Simulations on VNAODV théHPowerful

Emulator option use this function.

4.10.2 Application Packet Filtering (APF)
When implementing the basic VNLayer model, a VNLayer applicgtexket can only

be passed on if it comes from the local region or from an imneediatghbor
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region/virtual node. Hence, the APF module drops all messages cdramgnon-

neighboring regions.

With our extended VNLayer model, virtual nodes are allowed to conuatenwith any
virtual node it can reach. When implementing the extended VNLagdelnpackets sent
from any virtual node can be passed on by APF. Doing this reducedlittislity of the
virtual node based network while increases the efficiency. ¢ ection 6.3.2 , we can
see this implementation allows us to use fewer hops to forwsadpdakets in a routing

application.

In addition to filtering packets coming from remote regions, the A#He blocks
application packets on emulator nodes whose state is out of syrscisTto ensure
VNLayer emulator nodes whose state is out of sync don't pracessiing application

messages and generate bad response messages.

4.10.3 Application Packet Total Ordering (APTO)

This module buffers packets passed up from the APF module for gpshiod of timé®.
The packets buffered will be sorted using their sending timesctease the likelihood
that different virtual node emulators receive packets in roughlysénee order. Order
matters because we want the state on each emulator node to change in segsems.
This way, when the next module, Consistency Manager, uses the mgcamssages to
detect state inconsistencies, it makes fewer false positteetadaes of an out-of-sync

State.

29We set this parameter to 10 milliseconds.
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4.10.4 Consistency Manager (CM)

Consistency Manager is the last module an incoming packet bastoough before it is
passed onto the application layer. The Consistency Manager aledins sending queue
and detects state inconsistencies using incoming application paahketpasses packets

to the application layer.

4.10.4.1 Sending Queue Clean Up and State Consistency
Check

Since the Server node and Backup Server nodes in the same regsupp@osed to
prepare the same sequence of responses message, a Backugderdereceive from
the Server node a copy of every message in its sending buiferBackup Server node,
the consistency manager uses the messages it receives frddertlee node to drop
identical response messages from its sending queue and to ddedhcasistency

when no identical response messages can be found.

On a Backup Server node, when the Consistency Manager receivesLayerN
application packet from the local region, it checks the subtype ifieltie VNLayer

header.

Each Client message is sent by a single client processiantbt buffered in the sending
gueue. Therefore, this subtype of local application messages is dgtyrethe

Consistency Manager. As defined earlier, Forwarded Clientddesshave nothing to do
with the application state. Therefore, we don’t do state consistdrexks on Forwarded

Client Messages either.
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For Server Messages and Forwarded Server Messages, the é&mysManager checks
the sending queue to see if it holds a packet that is identita tmcoming packet. To
tell whether two response packets are identical, the Congistdacager calls the
application layer user interface function equal(). In the VNLayesign in [1], two
packets have to be exactly the same so that they can be cahdfdesame. This way,
there is no need to ask the application layer to check if twoepmaeke the same. Since
there are cases in which we might want to allow the respoessages of from a Backup
Server node and the Server node to be a little bit different. Bon@g, the timestamp on
each response message could be slightly different due to out of $gok$ @n different
node. However, triggering a state synchronization over such differenag not worth
the cost. Therefore, we propose to allow the VNLayer to ask thécaiimph layer to
check whether two packets are similar enough to be considergctaieesponse to the

same message.

If a match can be found, the Consistency Manager removes the mygpeltket from the
sending queue. If no match can be found, the Consistency Manager asstatéhe

synchronization module to do a state synchronization (This is a MSG-SYNC.).

When a VNLayer based application involves large number of ForwardecerSe
Messages (for example, routing application), in a lossy chaheettate synchronization
overhead can be very heavy because Backup Server nodes in acadbmiss many
packets received by the Server node in the same region. Thenefsueh applications,
to reduce the number of MSG-SYNCs, we only do state synchramzatiecks on

Server Messages.
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Another option provided by the Consistency Manager is to use the yéXbaader state
hash field to check for state inconsistencies. To do this, eaigoing message shall
carry a hash of the sending node’s application state. Using an ajopliénterface
function, getHash(), the CM can check if the local state isdheesas the Server node’s
state. One disadvantage of the method is the computation cost involved statine
hashing. Also, many state synchronizations can be triggeredatayistonsistencies on
irrelevant parts of the state. To alleviate the impact th@eblems, the getHash()
function in the application layer could be programmed to just do state Hashing ao$ubse

the server’s state that is deemed critical.

4.10.4.2 Passing Application Packets to the Application Layer

Depending on the VN Status of a node, the Consistency Manager detiddser an
application packet needs to be passed to the application layer thaaightdlface
function receive(). If a node’s VN Status is Server or Backugp Qbnsistency Manager
passes the packet to the application layer. If a node’s VN S&RIRECLIENT, the

CM doesn't pass the packet to the application layer.

4.11 State Synchronization
Application layer state is maintained by the application lajrerorder to do state
synchronization, the VNLayer can read and change the applitay@nstate through the

API.

94



When the State Synchronization Module is aSkemido a state synchronization, it sends
out a SYN message by unicast and sets a waiting timéhdaresponse. When a Server
node receives a SYN, it uses an interface function, getState(gtrieve the local
application state and creates a SYN-ACK message. Whenka@B8erver node receives
a SYN-ACK message from the Server node, it uses another ggduaction saveState()

to update its local state with the payload of the SYN-ACK message.

If the timer expires and no SYN-ACK message is received, the Backup Besagain.
The time interval between consecutive synchronization attemptsases linearly with

each additional attempt.

In VNE, each non-leader checks all incoming messages from thedadai to look for
state inconsistencies. Each packet missed by a non-leader notie chlésion could
trigger a state synchronization. Therefore, the state syncatmm overhead increases
quickly with heavier application traffic. In addition, in a statacdyonization, a Server
node has to send its state to the Backup Servers. The size of each SYN-ACkKemagssag

be large when the application layer state is large.

Because state synchronization messages can be large and cotsuofdandwidth, we
want to reduce the number of unnecessary state synchronizatiottse lollowing
subsections, | discuss in detail the optimizations/implementation esheve used to

reduce the size of the SYN-ACK messages, to reduce the numB¥iNoand SYN-ACK

% by either the VNLayer State Machine or the Corsisy Manager Module in the application message
processing function.
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messages and to reduce the number of state synchronizations ttreggered in the

consistency manager.

4.11.1 State to be Synchronized

In section 3.4.4 , | introduced the optimization we used to reduce the state
synchronization overhead by including only hard state in state mmehtions
messages. The application layer decides what state is hardasthiwhat state is soft
state. The VNLayer creates SYN-ACK messages using #te gassed down from the

application layer.

If there is further need on reducing the size of the SYN-AQiSsages, one solution is to
synchronize only the portion of the state that is deemed triioaexample, in a routing
application, the routes that are in use and the routes thatcarglyeused can be deemed
as critical state. In addition, the information maintained foloater in region, (for

example, the local time) shall also be deemed critical.

4.11.2 Subtypes of State Synchronizations

As explained in section 3.4.5 , there are two types of state reynzations in the
VNLayer. The first type is motion sync (MOV-SYNC). MOV-8ICs happen when a

node enters a new region and becomes a Backup Server. The second type is nressage sy
(MSG-SYNC). MSG-SYNCs happen when a Backup Server node deteaits st
inconsistencies based incoming messages from the local Sexger Based on our
observation, in routing applications, MOV-SYNCs are more important @pikg the

state of the Backup Servers consistent with the Server’s. This is easy toamtiefgthen
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a node just enters a new region, it has completely no idea abouirtbet state of the
virtual node emulated router of the region. The quickest wayigetits state updated is
to do a state synchronization with the Server node. However, MSG-Saifd@ike doing
patches on emulator states that has flaws. Routing applicatianigerment on state
consistency is not as strict as in MANET address allocation.ekample, a Backup
Server may use a different viable next hop from the Server netefdy because it
received RREP messages in a different sequence. When the Esrkep takes over the
region, nothing bad will happen. A MSG-SYNC triggered by this kind atest
inconsistency will be unnecessary. Therefore, in the VNLayempmvide the option for

the user to turn off MSG-SYNC completely when it is deemed necessary31.

4.11.3 Control Over State Synchronization Frequency

As introduced in section 3.4.6 , a limit can be set up for the maxifragquency a Server
node can send out SYN-ACK messages. For example, a Servecarothe set to send

out at most one SYN-ACK message to its region per second.

4.11.4 Use Overheard SYN-ACK messages.

When a Backup Server’s state is inconsistent with the Serveisslikely that there are
other Backup Servers in the region whose states are inconsistehhéoefore, multiple

non-leaders in the same region can send out their SYN messggietoResponding to

each SYN message with a SYN-ACK is not necessary.

3L with another option, MOV-SYNC can also be turnéfdla the next chapter, simulations are done & te
what happens when all state synchronizations aneduoff.
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As introduced in and section 3.4.7 , we can let Backup Servers use ote3i@&&ACK
messages to update their state. This is done as follows. SYNmA€3Sages sent out by
the Server node as a broadcast message so that every BackupnSdevean use it to
update their state. A random backoff mechanism is used bydatiaiB Server nodes so
that they delay their SYN messages with a random period efligfiore sending them.
When a SYN message is heard from another node in the same eefaokup Server

whose SYN message hasn’'t been sent out cancels the SYN message.

4.11.5 State Consistency Checks

In VNE, a non-leader uses every incoming message from theléackdr node to check
for state inconsistencies. In a routing application, when ttee tdafic is heavy and the
channel is congested, the Server node and Backup Server nodes in acelgioraeive

very different sets of messages. Therefore, many MSG-SYé¢dUkl be triggered. In
order to reduce the number of state synchronizations, in section 3.4.8odugdd the

optimization in which only messages that affects hard staechecked for state

inconsistencies. In this section, | discuss this optimization in greatdr deta

We classified VNLayer application messages into four subtyflesnt Messages, Server
Messages, Forwarded Client Messages and Forwarded Servageseskhe reason why
we do this is because different application messages reflecapblecation state in
different ways. In general, Server Message are the most cedriedhe application state
because they are usually generated based on the applicatiolCktateMessages have
nothing to do with the application state because they are geneyatied tlient process.

When the application state is used to forward Forwarded Sensgages and Forwarded
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Client Messages and can be affected by the forwarding apesathese two types of

messages are connected to the application state too.
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CHAPTER 5. MANET Address Allocation over
the VNLayer

In this chapter, | present a VNLayer based address allocataiocpt for MANET,
VNDHCP (Virtual Node Dynamic Host Control Protocol). VNDHCRagapted from the
standard DHCP [17] for a wireline network, which operates basias follows. When a
client in a network needs an IP address, it broadcasts a MEROnessage to the
network. When a DHCP server receives the DISCOVER message lmglavailable 1P
addresses, it sends out an OFFER message by broadcast. Whieentheeaeives the
OFFER, it confirms to the server that it wants to use thaltiPeas by sending back a
REQUEST message. When the server receives the REQUESSRgee it sends back an
ACK message, informing the client that it can start usingRheddress it asked for, for a
period of time (a lease time). Before the lease time egpithe client sends another
REQUEST message to renew the lease with the server. The senfirms the renewal
request with another ACK. By renewing the lease for its addpesodically with the

server, a client can use an IP address assigned by the DHCP serveitéhgef

VNDHCP was implemented over VNSim using the extended linkr leyadef® and the
basic VNLayer model. In VNDHCP, address allocation serversearelated by the
virtual node in each region. The addresses owned by the MANEpaatitoned into

pools” for allocation to the virtual node servers. Inside each regionest gliocess can

%2 This is due to the use of VNSim, which uses thk layer service provided by ns-2.
33 In our implementation, the address pool owneddshevirtual node is of the same size.
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ask for addresses from the local virtual node, as if it isedfRHCP [17] server in the
region. The operations of VNDHCP are therefore the same as DHER both the client
and server are in the same region. However, this isn't alwaysaie because a client
process can leave the region after getting its addressatatbcTo solve this problem,
VNDHCP lets a client node talk to the virtual node that orityrslipplied its address in
order to renew its lease on the address. This inter-region communication is el jyaat

simple geographical routing algorithm.

As discussed in section 2.1 , a MANET address allocation serverdsldatate
addresses to clients in such a way that each client cam geldaess until all addresses
have been allocated; that no two clients have the same address) addrass can
eventually be recovered for allocation to a second client ifclieat using it fails or
leaves the network. It should be able to achieve this in the peesEnessage losses. In
addition, since the address allocation servers in VNDHCP are teahddg virtual nodes,
they must work correctly under the failure modes of the VNLaykigiwinclude virtual

node failures and resets.

The following sections explain how VNDHCP operates inside desiegion and how a
client node can get its address renewed or allocated from @erenmtual node. An
important VNLayer implementation choice that reduces the sgtechronization
overhead is also explained. Section 5.5 discusses the advantages dwanthg@s of

VNDHCP, compared with other MANET address allocation protocols.
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5.1 Address Allocation and Renewal inside a Single Region
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Figure 5-1 Address Allocation and Address Renewal in VNDHCP

Figure 5-1 illustrates the basic operations of the VNDHCRopabt from a client’s point
of view*. In a region, a client process that needs an address broadcaS@UEST

message to its region. Each REQUEST message is uniquelyfietkbir the sender’s id
and a sequence number generated by the client process. WhenJE EE@essage is
received by a virtual node, it responds with an available addréssas one, using an
OFFER message. Receiving the OFFER message, the cliegsproonfirms that it
wants to use the address by sending back an ACQUIRE mé&sdadgen receiving an
ACQUIRE message from the client process to which it off¢hedaddress, the virtual
node sends an ACK message to the client process. The ACK measage the amount

of time the address can be used (Hase time) by the client process. Receiving the ACK

% The protocol is the same for address allocatioasacregion borders. However, the messages would be
relayed by the local virtual node to neighboringioas. However, from the point of view of a clietite
interaction it has with a virtual server is the saams shown in the figure.

% The reason why this confirmation step is needdméause a client process can receive multiple
OFFERs, as we'll see soon.
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message, the client process can start using the addreskedse ame. These four steps
conclude the address allocation stage of VNDHCP. If an offadeldess isn’t allocated

with an ACK, it remains available.

To prevent duplicate address assignment and to allow reallocatiomueéd addresses,
each address in the address pool of a virtual node is associdieal fleigy indicating the
allocation status of the address. The flag can take one of tHtesfrae, pending® and
assigned. Each address is also associated with a vifegme®, which indicates when a
pending or assigned address should be set backfitee. In addition, each address is also
associated with a valuewner, which records the # of node that is currently using the

address.

In order to keep using an address, a client process has o tten&ease before the lease
on its address expires. The renewal comes from the virtual naderigniaally assigned
the address. To renew an address lease, a client proces®seadBENEW message to
the virtual node (indentified by its region id). When a virtual naaives a RENEW
message, it checks its state to see if the address in quisstideed assigned to the
sender of the RENEW message. If so, it extends the lifetinieechissigned address by
another lease time and sends an RACK message back to tiigoabieess. Like the ACK
message, the RACK message carries the amount time thepheess can keep using

the address. On receiving the RACK message, the client prefesshes the lease time

% An address is “pending” state when it is offered tclient process but yet allocated to a clientess.
%1t is set to a lease time when an address isaibdc It is set to a smaller value when an addsesst to
“pending”.

3 MAC address, for example.
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on its address. These two steps conclude an address renewal. NEVREACK

procedure repeats between a client process and a virtual node every lease time.

If an address renewal fails because the RENEW messagédHeodfient to the server is
lost in the channel and the lease expires, the virtual node wiles@ddress allocated to
the client process back feee® On the client process, when the lease on the address it

uses expires, it gives up the address and start a new address allocation procedure

If an address renewal fails because the RACK message from the sereeclterthis lost
in the channel, the client process will give up the address whézage expires. On the
virtual node, the address remainsadlecatedfor another lease time. Then, the lifetime

on the address also expires. The address will also be set back to a fres.addre

5.2 Address Allocations and Renewals across Region Borders

If a client process never leaves the region where it tetddress assigned, the address
allocation and renewal procedures are almost the same as ®BidiiPess allocation and
renewal procedure. However, in VNDHCP, a client process may teaveegion from
which it originally got its address. A virtual node that asgigae address for a client
process can also crash when the virtual node’s region becomes ehwgfoife, some

alterations are necessary to VNDHCP.

There are three cases in which address allocations and remeedl$o be done across

region borders. First, a virtual node may run out of address (Section).5.8dcond, a

3 There is no extra attempt on renewal allowed irDHUCP.
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client node mayeave the region from which it got its address (®eac5.2.2). Third, all

nodes may leave a region so that the virtual nedéawn” for a period (Sectio5.2.3).

5.2.1 Local Address Depletion
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Figure 5-2 Address Allocation across Region Borders when aidRe§uns Out of
Addresses

In the first casewhen a local virtual node runs out of free addredee client processe
in the same region, it forwards the REQUEST mesgageeives from the client proce
to its immediate neighbor regions. As showiFigure 5-2 the REQUEST message frc
the client process on node 5 is forwarded by théual node in region 0.2 to i
immediate neighbor regions. In the forwarded REQUHEBessage, thisequence of
virtual nodes the message travels through is recbrd®n receiving the forwards
REQUEST messages, virtual nodes in the neighbaonmegend back OFFER messa

when they have free addresses. These OFFER messageswarded back to the ent
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process by source routing, using the inverse of the forwarding qaatied in the

REQUEST message.

A client process may get multiple OFFERs relayed (by its local Vin@e) to it from its
immediate neighbor virtual nodes. The client process takes theO#KBER and sends
back an ACQUIRE message toward the region that originated RR&R message. The
local virtual node forwards the ACQUIRE message by broadcasts tammediate
neighbor regions. Like the forwarded REQUEST messages, tH@UMRE message
records the virtual nodes that have forwarded it. When the virtual hatlenade the
offer receives the ACQUIRE message, it sends back an ACKagesThe message is
also forwarded back to the client process the inverse of the fiinggpath carried in the

ACQUIRE message.

5.2.2 Node Motion

In the second case, when a client process needs to renew itsdddses it might have
already left the region from which it initially got its address. Amliprocess must be able
to renew its address lease with the remote virtual node thgihally assigned it its
address. Therefore, the RENEW message needs to be forwardetublynodes toward
a remote region and the RACK message also needs to be fadviamalea remote region

back to the region where the client process is.

5.2.3 Virtual Node Reset
In the third case, in VNDHCP, when a virtual node is just booted ap Empty region,

it sets all the addresses in its address pool as “assigneslioole lease time and set the
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owner of all the addresses as “unknown”. This is because the hewfigd virtual node
doesn’'t know whether there are client processes in other regithnssisty an address
allocated by the region. Setting all the address to “assighedéfore prevents duplicate

address allocations.

During this one lease time waiting period, client processeBeméwly booted region
must rely on the virtual nodes in neighbor regions for address atiocatiddress
allocation and address renewals are done across region borders exacthase s&en in

the two cases above.

If there are indeed client processes using addresses origisaigned by a newly booted
region, it would be ideal if they can keep using their addresgerigh the virtual node
in the newly booted region has crashed before. Receiving a RENEWAgeetor an
address, if a virtual node finds out that the address is “assigmetithe owner of the
address is “unknown”, the virtual node extends the lease for 8 pliocess and set the
owner of the address to the original sender of the RENEW mesHaigevay, the truly
“assigned” addresses can be used by their owners without intemu@therwise, if a
renewal request comes from a node that is not the owner of thesaddrescorded by a
virtual node, the virtual node ignores the RENEW message. Thisanaignt process

that is using the address wrongly eventually gives up the address.

5.3 Application Layer Implementation Choices
When a virtual node is not able to assign addresses to a local client process duest add

depletion or due to virtual node reset, as described above, it réleyREQUEST
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message from the client process to neighbor virtual nodes. In oumemtiation, we
allow the REQUEST messages to be relayed to the immeed@&ghbor regions only.
This is because in case the local region runs out of addresses, a clierg panceave up
to 8 neighbor regions that can help on assigning it an addresss Hoisd enough when

the address pool maintained by each region is large enough.

In addition, when an address renewal must be done across regiorspttdeRENEW
and RACK messages need to be relayed by intermediate virtual nddedirst method
to forward the RENEW messages is to use flooding. BasicallfgNERV message from
a client process is relayed by all the virtual nodes that iedihe flooding of the
RENEW message is controlled such that a virtual node forwamlsame RENEW
message only once. Flooding is simple and it is guaranteedecdalver a RENEW
message as long as there is a path and there is no messadéolwever, flooding is also

expensive in terms of traffic overhead and message collisions.

Because a client process knows the geographical location of thal viode that gave it
its address, the second method is to use a simple geograplsied! rbating to forward
the RENEW messages. Basically, a RENEW message is fovhydeach virtual node
to its neighbor virtual node that is closest to the destination Virnode, no matter

whether the virtual node’s region is empty or not.

The forwarded RENEW message also records the virtual nodesséistrthrough, the
RACK message sent back from the destination virtual node can bedeoMaack to the

client process using source routing.
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Figure 5-3 A address lease renewal across region borders (ggdgcal based routin

As illustrated in Figur®-3, the clienfprocess on node 1 initially got its address alled
in region 2.2. When the client process tries toeverits address lease, it has alre
moved into region 0.0. Its RENEW messages is fostarded by virtual node in regic
0.0 to region 1.1, the rghbor region that is closest to the destinationore@.2. The
virtual node in region 1.1 then forwards the RENBEWSssage to region 2.2. The RA(

message sent back from the virtual node in regi@n2forwarded back along the rol

Thus a choice must be made betwflooding or geographical routingr forwarding the
RENEW messages. Flooding generates more messagesgéographical routincA
flooded RENEW messa, however, is more likely toeach the server region because

single path picked by geographical routing may due to node mobility or message |.




A second choice is, how many hops a RENEW message is forwaiithed,by flooding

or geographical routing. Using a higher hop limit increases Haoe a RENEW
message reaches the intended virtual node and causes highegenme&shead. Using a
lower hop limit reduces the control traffic overhead and the chhed@ENEW message

can reach the intended virtual node.

5.4 Implementation Choices taken at the VNLayer
Based on the discussion so far, the VNDHCP protocol is impledever the extended

link layer model and the basic VNLayer model. However, performaanebe improved
by reducing synchronization checks based on message types. Messagategorized
into different subtypes by at the application layer. In VNDH@G®, messages types used
in address allocation are REQUEST, OFFER, ACQUIRE and ACKages. The other
two types of packets are used for address renewal. When agmeesoriginated from a
client, it is marked as a Client Message or (when sent to neigintal nodes by the
local virtual node) a Forwarded Client Message. When a messaggginated from a
virtual node, it is a Server Message or a Forwarded Server message.

Based on the observation that all the forwarded address renesshges, including the
Forwarded Client messages and Forwarded Server messaget asing or affecting the
VNDHCP state, we turned off state consistency checks in theay®&tlLconsistency
manager on these two types of messages. This optimizatiorecethee number of state
synchronizations without affecting either the state consistamong emulator nodes in a

region or the address allocation performance.
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5.5 Discussion: VNDHCP vs. Existing Address Allocation
Solutions

Compared with existing MANET address allocation solutions introducéthapter 2,
VNDHCP is a distributed address allocation server that has strong failmvability. The
address allocation workload is shared by the virtual nodes ngvegparate geographical
regions in a MANET. Because both the address allocation/renewlalinger-region
message forwarding are handled by virtual nodes, the failure or neavehindividual
physical nodes won't affect the address allocation servidergsas there are backup

emulator nodes who can take over a virtual node after a leader moves to anabher regi

Although flooding is used for client messages such as REQUESRGQUIRE, the
number of hops that these messages can be forwarded is limRed lias generates at

most two time&® the message overhead than the case that these messages are not
forwarded at all. When RENEW messages need to be forwarded segass borders, if
flooding is used, the forwarding of RENEW messages can causeg/ meassage
overhead. However, when geographical based routing is used, theakremessage
overhead is proportional to the hop distance between the client andversgion. In

that case, our simulation results show that VNDHCP is scalatbiteincreasing network

sizes.

Although duplicate address allocations are very rare in VNDHCP{adakeck skew or
state inconsistencies during region leadership changes, thestilamappen. For

example, due to message losses, a Backup Server doesn’t know ars &ddrdmen

“0This is because the local virtual node only retioaat the messages to one extra hop by sendiraneut
message when it can't do the address allocation.
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allocated by the Server node. Before the Backup Server can syzehitsrstate with the
Server node’s state, it becomes the Server node of its regioighlt alocate the address
to another client process. Because any given address can algdaged from a single
virtual node and every client process needs to renew its leasis faddress, address
duplication can be detected within a lease time. When there atiplenabdes using the
same address, the virtual node assigning the address acknowtedgesne of the
RENEW messages. The client processes that can’'t get alK RfgSsage give up their

addresses.

VNDHCP doesn't have the address leakage problem. When thedeaseassigned
address is not renewed by RENEW messages from the cliensprabe status of the

address always goes bacKiee.

Due to the fixed setting of regions in the VNLayer implemeoasind the fixed address
pool distribution among regions, network partitions and mergers wamise any
problems for the address allocation. When a network partition happens, a degspn
a network partition using an address allocated from a sepataterkéartition loses the
address in one lease time. Before this happens, the virtual node ath#repartition
won't allocate the address to any other node. When two networkigregtiherge into
one, the client processes in both partitions can keep using theantuwddresses.
Therefore, the virtual node based protocol doesn’t need any spacdling for network

partitions and mergers.
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VNDHCP also has its disadvantages. First, the virtual nods gnerates extra message
overhead, although our simulation shows that this overhead is small eoirtpathe
channel bandwidth. Second, when the local virtual node and all the neighluad virt
nodes run out of addresses, a client may not be able to get an al@messough there
might still be addresses available in the system. In this taseREQUEST messages
may need to be flooded to more regions. Our simulation results #taawvhen the
address pool on each virtual node is large enough, the chance that eantbdget an
address for extended period of is very low. Third, when a regiconteEsempty and the
virtual node in the region is down, all the client processes whthgotaddresses from
the region have to give up their addresses when the renewaltfasuld be better to

back up the state of a region at the servers in neighboring regions.

The advantages over the existing solutions (for example, MANETConf) déscribed
in CHAPTER 2 suggest the virtual node based address allocationgroémchbe better

suited for mobile ad hoc networks than all previous approaches.
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CHAPTER 6. Reactive Routing over the
VNLayer

Simulation results on VNDHCP show that the VNLayer approachaistipal for simple
protocols with little overhead. Can protocols involving continuous activity and ajerger
significant overhead also be supported efficiently with the VNLamproach? One
rigorous test of this would be adaptation of a mature MANET roytinogocol to the
VNLayer approach. Can the adapted routing protocol deliveckepan the absence of
message losses, with a bounded delay whenever there is a viatdediog path? To
answer this question, we created VNAODYV, an adapted version of theapaeactive

routing protocol, AODV, as introduced in section 2.2.2.2 .

VNAODV uses the core AODV algorithth However, there are a few major differences.
1) In VNAODYV, the routing entities are virtual nodes running routingcesses at the
application layer. In the rest of this thesis, we call tiveouters. Vrouters are identified

by region ids, in contrast to physical nodes, which are identified by Ehanldresses.

2) In addition, the routing table on each vrouter maintains routes fophgsical nodes

and other vrouters.

3) At the application layer, each VNLayer emulator node implem#msfunctions

required by the VNLayer API. These functions pass applicaticer lmessages to and

“1 The simulation code of VNAODYV retains the core A®BIgorithms, packet types (with additional
fields) and the settings on most parameters. Toexethe performance comparisons between AODV and
VNAODYV are fair.
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from the link layer and allow the VNLayer to initialize,rreve and synchronize the state

at the application layer.

Now, in a MANET supported by VNAODYV, the routing job is handledvibguters at

fixed locations in non-empty regions. The reduced number of routingiesntthe
relatively stable topology among the vrouters and the state regiicapability provided

by the physical nodes implementing vrouters would seem to givdODY/ an
advantage over AODV. On the other hand, as we have pointed on in section 1.5 , the basic
VNLayer model has its limitations. The small region setteads to longer forwarding

paths and the use of local broadcast in data delivery leads tehea$sage losses.
However, using the extended link layer model and the extended VNirepyael shortens

the forwarding paths and greatly reduces the message logs YWAODYV. Simulation

results presented in Section 8.2 show that VNAODV based on taedext link layer

and VNLayer models performs better than AODV.

This chapter first presents the basic operations of VNAODV. Tihelescribes how the
implementation choices provided by the extended VNLayer model imptoge
performance of VNAODV. Finally, it explains a few optimizations atdpplication layer

in VNAODV.

6.1 Basic Operations of VNAODV
The basic operations of VNAODV include three parts. Route Disconadgys to the
operations taken by a vrouter to find a route for a data packit.NDessage Forwarding

refers to the operations taken by vrouters to relay data paitkébe destination. Route
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Maintenance refers to the operations taken by vrouters to dgteictk failures and

recover lost data packets.

6.1.1 Route Discovery

As a reactive routing protocol, VNAODV doesn’t do any route discogerpaintenance
when there is no data traffic. When a data message (DMS@intidog a client process
and received by a vroufér the vrouter checks its routing table for a route. If a route is
available, the DMSG is forwarded to the next hop vrouter idedtifiy a region id. If
there is no route, the DMSG is put in a buffer, namely, the Rec\iéen, the vrouter
starts a route discovery by broadcasting a route request (RRES3pge to all the other

vrouters.

An RREQ message carries the address of the destination notieatt®s address) and
the last known route sequence nunfBefor the destination (destination sequence
number). It also carries the region id of the virtual node imgathe route discovery
(the initiator address), a reverse route sequence number and arB€ABe last two
fields are two non-decreasing integers generated by thatamitiThe reverse route
sequence number is used by other routers to update the reverséordh initiator
node. The BCAST id is used by other routers to avoid duplicate fomgaodiRREQ

messages.

2 As we have discussed in chapter 3, when the noslény the client process is a VNLayer emulatoreyod
its VNLayer passes the data message up to thecappti layer and sends a copy of the data packéeto
channel, by broadcast, so that all the other emufaides in the same region can hear it.

“*3The number is 0 initially, when there is no prexsty known route.
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In each region, a vrouter responds to incoming RREQ messageartiee vgay as
standard AODV does, except that the router ids involved now are alkwridst rather
than the IP addresses of physical nodes. On receiving an RRESage, a vrouter first
uses the reverse route information from the RREQ message ateupsl route for the
initiator of the route discovery, if necesséryrhen, the vrouter checks to see if it has a
route for the destination with a sequence number that is no lowerttbadestination
sequence number carried in the RREQ message. If so, it nimamsouter has a fresh
route for the destination. The vrouter sends an RREP messagewacd the initiator

of the route discovery, using the reverse route just learned.

If the vrouter has no fresh route, it re-broadcasts the RRE®agmswith its TTL field
reduced by 1. The process goes on until every node in the netwoakhedeor the TTLs

on the RREQ messages reduce to zero.

Each route discovery is uniquely identified by the initiator addagssthe BCAST id
carried in the RREQ messages. When a vrouter sends or forwar@REa) iRessage, the
two fields above are saved in a queue for a period of time sdhihatrouter doesn’t

forward the RREQ for the same route discovery again.

When the flooded RREQ message is received by the destination nadearter that
has a fresh route for the destination, an RREP message istgdrard forwarded back
toward the initiator of the route discovery. If it is the destorathode that receives the

RREQ message, the RREP message carries a destination sequenicer newly

*4|f there are two or more alternative routes, thete with a greater destination sequence number or
route with the same the same destination sequamber but a smaller hop count is picked.
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generated by the destination node (As in AODV, it is an even euthht is no less than
the destination sequence number in the RREQ message and greatifvetsaquence

number maintained by the destination node for itself.).

When a vrouter receives an RREP message, it updates itenttdor the destination
address, if the incoming route is fresher than its own or ifrtb@ming route carries the

same seqguence number but is shorter than its own.

Unlike AODV, an extra field is added in the RREP messagddnea specify the next
hop vrouter that is supposed to forward it, since the RREP messages arelseatibgst
at each hop. To take advantage of the broadcast RREP messagesrayer that can
receive an RREP message uses the message to update itstadagingowever, only the

vrouter specified by an RREP message as its next hop forwards the RRE§emessa

The AODV expanding ring search is also implemented in VNAODV. Using Thefi€ld

carried in the messages, the expanding ring search puts atinmiow far the RREQ
messages will be flooded in each route discovery attempt. Eaglatnoute discovery is
attempted by a vrouter, a wait time is set up in the route émtrthe destination. The
wait time is calculated based on the TTL used for the @Rtessage and the estimated
per hop delay. During the wait time, if more DMSGs are redeiyethe vrouter, they are
just buffered in the RecvQueue. When the wait timer expireshend is no response for
the route discovery, another route discovery attempt will be trigg€hesitime, a greater
TTL and longer wait time are used to expand the radius of the dmtevery. As in

AODV, at most 3 route discovery attempts are allowed for a DMSG.
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6.1.2 Data Message Forwarding

The Data Message forwarding mechanism of VNAODYV is also ttireclapted from
AODV. Vrouters forward each DMSG region by region toward thatidation node. An
extra field is added in the DMSG header to specify the next hopevrtutrelay a
DMSG. Each time a vrouter forwards a DMSG, it extends fha@ntie of the route entry

used. This way, an active route doesn’t expire unless a link failure is detecte

6.1.3 Route Maintenance

DMSGs are most frequently lost because a link fails (e.g.mgtyeregion resulting from
the leader node leaving the region cannot forward messages).iptatk failures
quickly is crucial to reducing DMSG delivery failures. AODV@rds DMSGs at each
forwarding hop using unicast. This permits various mechanisms to 8daidetect link
failure quickly. For example, a failure can be reported when asldesolution can'’t
resolve the MAC address of the next hop router, the RTS/CTS msghaan't reserve
the channel with the next hop, or no ACK for the DMSG can be receawed

retransmission attempts also failed.

In VNAODYV, detecting link failures is harder because the VNLagguires that DMSGs
be broadcast so that both Server and Backup Server nodes can heaidhenof the
previously mentioned capabilities such as address resolution, RTSAD@Sdata
acknowledgement and retransmission can be used on broadcast médsagéste, the

route maintenance mechanism used by VNAODYV is different from AODV'’s.
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The AODV specification [40] suggests two alternatives to lemket detection. One is
periodic Hello messages to maintain a neighbor list on each rosieg, it to detect link
failures. The other option is “passive acknowledgments”, i.e.,vifoater overhears its

next hop vrouter forwarding the message, it treats it as an acknowledgement.

Using Hello messages, the Hello interval determines how ldlages to detect a broken
link. To respond to link failures quickly, the Hello interval had¢oset to a small value.
Doing so introduces a constant message overhead uncorrelated watindhet of data

traffic. To avoid this, we use the passive acknowledgement mectanisseribed next.

6.1.3.1 Passive Acknowledgement Mechanism

In AODV, each time a route entry is used to forward a DMSSjfétime is reset to 10
second®. In VNAODV, each time a route entry is used to forward a DMB6E set its
lifetime to 3 times the maximum estimated per hop Round Trie {RTT) and mark it
as “unacked”. A “unacked” route entry is set back to “ackegl’ahy data message
overheard from the next hop vrouter, with its lifetime set back tee&Onsls. Therefore,
the route entry expires quickly if there is no activity detedtech the downstream
region. When this happens, the link to the next hop router is considerehlarahd

will be checked.

> The simulation does this at the application lapwever, it is also possible to move the implicit
acknowledgement of local broadcast messages téNhayer
%6 Using the parameter ACTIVE_ROUTE_TIMOUT in AODV.
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Thus a vrouter in VNAODV considers a DMSG that is forwardedspext hop vrouter

within three RTT’s as a passive acknowledgeifent

At the last forwarding hop, the destination node acknowledges a DM®Gn explicit
DMSG acknowledgement so that the last hop vrouter can refresbuteeused by the
DMSG. The use of explicit acknowledgements at the last hop insréhsemessage

overhead proportionally to the data traffic.

6.1.3.2 Local Connectivity Check before Local Repair

The likelihood that a link failure reported by link layer detectieflects an actual link
failure is much higher for AODV than VNAODV, because the vroutees far more
likely to miss a passive acknowledgment due to message collisidimis AODV

assumes that the apparent link failure is real and either tre@3MSG being forwarded
and sends a route error message (RERR) upstream, or etsesitdocal route repair (it
does the latter when the place the link breaks is closer to thieaties than to the

source of the DMSG being forwarded).

To avoid excessive route discoveries, VNAODYV uses a differemveeg mechanism
from AODV. If a link failure is reported by link layer detext, VNAODV either sends
an RERR message or starts a local repair. If the linkreailvas detected by passive
DMSG acknowledgement, VNAODYV first does a Local Connectivity dBh@CC) to
find out whether the link is really broken. To do LCC, the route antrgived is marked

as “route in repair” so that incoming DMSG messages are bdffierthe RecvQueue,

*"The DMSGs are forwarded by broadcast, making thedible to the previous hop vrouters.
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waiting for the route to be verified. An RREQ message, with 3éilto 1, is broadcast to
the neighborhood. Because LCC is not meant to find a fresher rouRRREB® message
carries the current destination sequence number of the route involued. next hop
vrouter is still working and the link is good, it responds to the ngessath an RREP
message. On receiving this message, the router restoresutheentry’s status back to
“up” and delivers the DMSGs buffered in the RecvQueue. If no suessage can be
heard within 2 RTTs, the vrouter considers the link broken and proceddsmetof the

two AODV options.

In response to the one hop RREQ, other vrouters in the neighborhood can alde provi
alternative routes. This can reduce the service interruption wieeneixt hop vrouter is
indeed down. However, to prevent using alternative routes that ardlyacisiag the
current next hop vrouter as a downstream router, upon receiving RRESagas from

the neighborhood, a vrouter that is doing LCC only accepts alternativesrthat are

either fresher or no longer than the current one.

6.2 Preventing and Detecting Routing Loops

One important design objective of routing protocols is to provide lcep fisrwarding
paths. In AODV, routing loops rarely happen because the routes are tagged with
sequence numbers to ensure freshness and each physical nodearrdataintains its

own routing tables independently.

“8 In our simulations, loops never happen in AODVaiese no AODV crashes. Therefore, the sequence
number maintained by a router for a destinatiameiger stale.
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In VNAODV, routing loops are more likely. The root cause is thayNAODYV, routers
are virtual nodes, each of which is emulated by a number ofgahyodes. When the
leadership in a virtual node switches and the new leader’s saateneonsistent with the
state of the old leader, the new leader could accept bad routefoll®twing subsections
explain three cases in which loops can happen in VNAODV and prsskions to

them.

6.2.1 Restarted Regions

Figure 6-1 illustrates the first case in which routing loopshagpen when a virtual node

is booted up by a newly arrived mobile node. A forwarding paginésent between node

S and node D along region &1.1>2.1->3.1. When the last node (node B) in region
2.1 leaves, the virtual node in 2.1 is down. Then node C enters the regibnasdip

the region again. At this moment, node C doesn’t know the latest sequenber used

by the vrouter in region 2.1. Therefore, it may accept an RREBage from region 1'0
which uses region 1.1 as the next hop toward node D. When the vrouegjian 2.1
receives a DMSG from region 1.1, it forwards the DMSG to re@iOn The vrouter in
region 1.0 in turn forwards the DMSG back to region 1.1. A loop forms. The key problem
here is that after the vrouter in region 2.1 went down, the vroutezgiorr 1.1 still

forwards packets to it.

*9When region 1.0 gets an RREQ message with a segurmber lower than its current sequence
number, it sends out a RREP message if it hasta.rou
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Figure 6-1 A routing loop in VNAODYV when a region is booted

To solve this problem, when the vrouter for a region is restartadneyvly arrived node ,
the vrouter sends out a special RERR message right aftdralizes its state. Receiving
this special RERR message, neighbor vrouters tear down allrindal that are using

the sender of the RERR message as the next hop vrouter. This wal]S®Gs will be

delivered to the newly booted vrouter until it learns a valid route.

6.2.2 Out of Sync Nodes
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Figure 6-2 A routing loop in VNAODYV when an out-of-sync node takes over a region
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When a non-leader node loses track of the latest sequence numbey tisedrouter in
its region due to message losses, its state is out of sytie leader node leaves the
region before the out-of-sync non-leader’s state could be synchronittethes leader’s
state, and subsequently the non-leader node takes over the regiondifayvi@ops can
form. Figure 6-2 shows an example. Node B was the leader of r2dgiaand node C'’s
state was out of sync. When B leaves the region and C takesnoder,C’'s sequence
number for the route toward destination D could be smaller than #s¢ tatite sequence
number used by node B. At some point later, during a route discoveay, RREP
message is received from Region 1.0, an out-of-date route couldcbpted by the
vrouter in region 2.1 because the RREP message has a greaterceegqueber. (A
correct RREP message from the destination node D could fixssioe right away.
However, sometimes the destination node D's RREP message is libs&t channel.)
When the vrouter in region 1.1 sends a DMSG to region 2.1, the vroutegiom 21
forwards the DMSG to region 1.0. The vrouter in region 1.0 forwards the DMSGs back to

region 1.1. Aloop forms.
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Figure 6-3 Routing loops in VNAODYV when a Backup node learns a wrong route

Figure 6-3 shows another example. Here, node C used to be a Backupobeegeon

2.1 while node B was the Server node. During a route discovery launarmadtie
source node S for destination node D, the RREP message refiunmethe destination

node D was received by the Server node B but was missed by ndale G collision.

When the upstream Server node A forwards the RREP messageivesefrom Server

node B, the RREP message is accepted by Backup Server node C as a viable ralite towa
D through A. Before this problem could be fixed through state synclattomnz Server

node B leaves and node C takes over region 2.1. A loop forms when DM8Gs a

forwarded to region 2.1 from region 1.1.
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The root cause of the two types of loops here is that a physidalwhose state is out of
sync could take over a region. As introduced in section 4.7.4 with the edtehdeayer
model, the leader election can make sure that an emulator nodgymativonized state is
more likely to be chosen as region leader than one without ®&mebd state. However,
this only makes loop formation less likely, it doesn’'t eliminéteTherefore, we use

additional loop prevention and loop detection methods in VNAODV.

In order to reduce the likelihood of loops, when a vrouter receiveR&QRnessage and
is about to respond with an RREP message, it compares thieapextouter in its route
with the sender of the RREQ message. If they are the sadmgsh’t send the RREP

message. This prevents 1 hop loops.

Loop detection is also used to detect and break loops quickly. Fiest, atrouter learns
that a DMSG is to be forwarded back to the vrouter where it cdroes the vrouter
drops the DMSG and sends a RERR message upstream to tearhéolvopt Second,
when a DMSG’s TTL field reaches 1 and still hasn't reachedaestination, it indicates
that something might be wrong with the route. When this happens, a vdoops the

DMSG and sends an RERR message upstream to report the error.

As an alternativ® to our last loop detection technique, a packet’s expected hop count
toward the destination could also be used to detect routing loops. Thaeskpepcount
at each forwarding router should decrease monotonically as it getsamolseloser to the

destination. Instead of decreasing the TTL field as it fatsvarDMSG, a vrouter can fill

%0 This alternative is not tested in our simulations.
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the TTL field of a DMSG with the hop count from the route it hastlier destination.
When a DMSG s received, if the local hopcount is greater tham Thecarried by the

incoming DMSG, a possible loop is detected.

6.3 Taking Advantage of VNLayer optimizations

The purpose of the extended link layer model and extended VNLayer nsodel

improve the performance of VNLayer based applications. Thadasibn described how
an implementation choice (considering state synchronization stakeader election) at
the VNLayer can help improve the performance of VNAODV. Thidiseqives more

examples of VNAODV benefits from the implementation choicesthi@ extended

models.

6.3.1 Selective State Synchronization and State Consistency
Checks

6.3.1.1 Hard State vs. Soft State

As an implementation option, a virtual node can choose to keep onlyopdiie
application state (that is, the hard state) synchronized. Thise®due size of the state
synchronization packets. This requires a design choice for the \INA@plementer,
who needs to determine which part of the application state dsskeate and which part is
soft state. On a vrouter, the most important state is the rotabig, which contains
routes that are up, down or under repaitn addition, each route entry has a large
number of fields and data structures (for example, a list ofymssr nodes is maintained

for each route entry). The correctness of some state informatibn affects the

*1 The corresponding flags in AODV are RTF_UP, RTF Vi), RTF_IN_REPAIR.
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performance, rather than the correctness of the routingcapph. For example, the last
known hop count for a route that is down helps make the expanding rirudp seare

effective in the next route discovery.

In the simulations reported here, for each route entry, the déstindi hop count,
sequence number and next hop router id are considered hard state, Hezseisalues
directly affect the correctness of route computations. On trex band, since dead routes
are only kept in the routing table for reference, they are deresi soft state. In addition,
the reverse route sequence number and the BCAST id are consideletiake because
the physical node setting these fields for the vrouter in iamegan change due to node
mobility®%. Incorrectness on these reverse route sequence numbers can featihtp

loops. Outdated BCAST id’s can lead to router discovery failures.

6.3.1.2 State Consistency Checks

The extended VNLayer model provides for specifying which messa@ackup Server
must use to detect state inconsistencies. This reduces nundiateofynchronizations.
The simulations reported here specify state consistency cloeckServer Messages”
only, i.e., those messages that are originated from a vroutese Tihelude the RREQ,
RREP and RERR messages sent by a vrouter. These messagthg afifect the routing

table on vrouters. Therefore, they are considered more relevant appheation state

than DMSGs, which only uses the routing tables on vrouters.

2 These two pieces of information could get lost whevirtual node is down. Hence, when a vrouter is
booted by an incoming node, the route discovelguitches can fail if the BCAST id it uses happens t
match with a BCAST id recently used by the regibime Powerful Emulator option, discussed later, can
alleviate this problem.
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Using the two optimizations in this section provides a weakerapntee on state
consistency among emulator nodes. We can only guarantee eachviimgest sends an
RREQ, RREP or RERR message, if any Backup Server didn’t prégmeame message
in its sending queue, a state synchronization will be initiatednichsgnize the hard state

of all the Backup Servers.

6.3.2 Shortening Forwarding Paths

In the basic VNLayer Model, a virtual node only communicates wghimmediate
neighbor virtual nodes, even though it may be able to reach many additidnal
nodes. In our square region setting, a virtual node is therefore geardatbe able to
reach every single virtual node emulator in its 8 immediatehbergregions. While this
setup ensures reliable communications between virtual nodes) itegjsires that each
pair of consecutive vrouters on a route created by a VNLayer based routmgpprotist

be immediate neighbors.

In addition, in the basic VNLayer Model, a client process can egehanessages only
with its local virtual node for services. Therefore, at thet fiop, a DMSG from a client
process always has to be relayed by the local vrouter at rgtehbp. At the last
forwarding hop, a DMSG has to be delivered to the destination node mc#herouter
in the destination node’s region, even if a vrouter that is eanligye route can reach the

destination physical node.

These communication rules of the basic VNLayer model increasdetiggh of the

forwarding paths. Long forwarding paths lead to heavier DMSG dutivg traffic
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overhead, longer forwarding delay, more frequent route discoveries lsigiea chance

for delivery failures due to broken links.

The extended VNLayer model relaxes the communication rules ibabie VNLayer
model. It allows any pair of virtual nodes to communicate with esliclr and allows a
virtual node to send to packets to any client process it cah.réhts makes the use of
longer links between vrouters and client processes possible In thignseve explain

how this can be used to improve the performance of VNAODV.

6.3.2.1 Direct Receipt (DR)

When a vrouter sends a DMSG addressed to a destination that ms imneediate
neighbor region, the destination node can receive the packet withcelthef its local
virtual node. The extended VNLayer model provides an implementation ctiwte
allows a client process to receive messages from any virtuid. This option is called
Direct Receipt (DR). A client process using DR in VNAODANaeceive a message sent
either by its local vrouter or by a vrouter in one of its neighiegions. This way, a
vrouter can deliver a DMSG directly to its final destinationne¥ehe destination is in a

neighbor region.

As illustrated in Figure 6-4, with DR, the vrouter in region 2.lvdes a DMSG directly
to its destination D. To make DR work, at the VNLayer, we ddioivaa virtual node to
receive a message sent to a client process in its regionainother virtual node. Hence,

the vrouter in region 3.1 doesn’t do anything with the DMSG. DR can eettheclength
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of forwarding paths created by VNAODV by 1 by skipping the vnoutethe final

destination’s region.

0.1 11 2.1 3.1

LA T PN

h |
0.0 1.0 50 |30
/ hop saved

ER may save another hop but not by DR
packet sending by node C

H

Figure 6-4 Optimizations in VNAODYV that shorten forwarding paths

6.3.2.1.1 Direct Route Report from Destination (DRRD)

With the DR option, since vrouters don’t relay DMSGs from otheoregto local client
processes anymore, their route entries for the destination nodexmiag even though
there are still DMSGs forwarded to the destination node. Wherhdppens, a vrouter
can’t respond to RREQ messages regarding a node in its regionthemegh some

neighbor vrouters may still know the route. This can slow down route discoveries.

To eliminate the need for a vrouter to respond to RREQ messagesdfs in its region,
we allow the destination nodes themselves to respond to RREQ ewedszayd from
immediate neighbor regions directly. In addition, vrouters update theingotebles

using RREP messages heard from destination nodes in their inteneeiighbor regions.
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6.3.2.2 Early Receiving (ER)

When communication rules are relaxed so that clients can comnaumitht non-local
vrouters, another optimization is to allow a client process toveemy DMSG for it is
the destination, as soon as it can hear it. This means a DME&8eceeceived by the
destination even before the vrouters on the forwarding path are doregdovgvit. This
optimization, called Early Receiving (ER), doesn’t reduce thieah number of times a
DMSG is relayed. However, it reduces the delivery latency. Eigud also shows the

effect of ER.

ER allows a destination client process to continue receivingG#for a while even
after it leaves its original region. This gives a last hajutar more time to react before

the destination client process leaves its radio range

6.3.2.3 Long Links (LL)

The relaxation of communication rules allowing a virtual nodelkotéeany other virtual
node within its radio range provides another VNAODV optimizatioredallong Links

(LL).

With LL, the vrouters in VNAODYV can work the same way as AOD\ters. They can
use any incoming RREP message they hear to update their rtallieg and pick any
vrouter within their reach as next hop vrouters toward the destinati@nfoFwarding

paths created by VNAODYV can therefore be much shorter. F&Brehows an example

in which when LL is used, a forwarding hop can be saved. Here,h® source client

>3 The application layer optimization “route correctiby destination nodes” in Section 6.4.3 takes
advantage of this.
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process. A, B, C and E are the vrouters in region 1.0, 1.1, 2.1 and 3.1,ive$pdotis
the destination client process. Because the vrouter in region 1.0acdmthe vrouter in
region 2.1 directly, the vrouter in region 1.1 can be skipped. The forwgpdihgength

is shortened from 4 to 3.

0.1 11 2.1 3.1

el B @Xv

5 E\ H»D

0.0 1.0 2.0 3.0/
1 hop saved g) hg%saved
by LL y

Figure 6-5 One forwarding hop saved by the Long Links option

However, this improvement in efficiency comes at the cost of dedréink stability.

With LL, the guarantee of reliable transmission between two catige vrouters on a
forwarding path no longer holds even in the absence of message lassesadple, if

the next hop picked by a vrouter is not in an immediate neighbor region, it is possible that
only a subset of emulator nodes in the next hop region can heaessages sent by the
vrouter. In the next hop region, when the node emulating the leader moves oueaddrang
the leader switches to an emulator node that is out of rangénkhleetween the two
vrouters will break. When this happens, a local route repair or avegtwork route

discovery has to be done to fix the route.

There is an interesting problem that arises with the LL optibrs i§ illustrated in Figure

6-6. In the example, vrouter B can’t reach client process D dirdotlresponse to a

134



RREQ message, server node E sends an RREP message relQardimch is in its own
region. Vrouter B accepts this message and thinks it is just onawapfrom D Later
on, when it tries to forward DMSGs directly to node D, it carfte Teason this problem
happens is that with LL, a good link to vrouter in the destination noégisrmr may not
be a good link to the destination node itself. To avoid this problem withLtfggtion,
vrouters don’t report routes to clients in their own regions. Insteadli¢mts use DRRD

to respond directly to RREQ messages.

0.1 1.1 . 31
%%ERREP from server node E

Y & ©
‘s \g D

0.0 1.0 20 3.0

1
The DMSG can'’t

reach node [

Figure 6-6 With LL option, a vrouter should not report routes for local destination nodes.

6.3.3 Directed Broadcast

To improve the reliability of data transmission in VNAODV, meesa are sent by
Directed Broadcast when the next hop is the final destinatiorhen the address of the
leader of the next hop region is known. Otherwise, local broadcastds together with

passive acknowledgement and LCC for route maintenance.

** Here, we assume the RREP message originated fieutesstination node is lost.
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When local broadcast has to be used to send a DMSG the senderwiam thegaddress

of the next hop region’s leader from the first passive acknowledg(ne., the forwarded
DMSG). Because of this, Directed Broadcast and link layer detectioreaased to send

most DMSGs and to detect most broken links passive DMSG acknowledgement and LCC
are rarely used at intermediate forwarding hops. Moreover, expivSG
acknowledgement at the last hop is not needed at all. Thereforasehef Directed

Broadcast makes data transmissions more reliable and route mainteaaeadfitient.

6.3.4 Powerful Emulator Option

Both the basic and extended VNLayer models require a clientgsdo get service from
its local virtual node only. This may lead to an extra forwardmgp in DMSG
forwarding. This is because no matter whether a client proes&ies on a Server node
or not, a message sent from the client process has to be cgpikd WNLayer to its

region so that all the other emulator nodes can get a copy of it.

Section 3.4.11 described Powerful Emulator, an implementation choicallihvas an
emulator node to act alone as the server for a client process that it hostshi&/betidan

is used by VNAODV, an emulator node of a vrouter hosting a ghertiess can act as an
independent router, using the VNAODV state maintained by the sproeess on the
virtual node. When an emulator node receives a DMSG from a clietggzounning on
the same node, if the destination is in its own region, it delther®MSG directly to the
destination client process; otherwise, it relays the DMSG tooater in a different
region. Therefore, a client process on an emulator node doesn't halyedo tke local

leader for services. At the first hop, the emulator node doesoyt the DMSG to other
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emulator nodes in the same region because they don’t need tosptioedBMSG. As
shown in Figure 6-7, with the Powerful Emulator option used, in addititlops saved
by other options, another forwarding hop at the beginning of the fdimgapath for a
DMSG can be saved because the source physical node S (an emodpisends its
DMSG directly to the next hop vrouter C. The forwarding patledsiced from 3 hops to

2 hops.

X
Y.
..... f = 1 hop saved
0.0 1.0 by LL 3.0/
Another hop saved é hop S_.aved
y DR In
by the Powerful _
section0

Emulator option
|

Figure 6-7 One forwarding hop saved by the Powerful Emulator Option in VNLayer

6.3.4.1 Basic Operations

As explained in section 4.10.1.1 , when the Powerful Emulator option is used, t
VNLayer passes a locally generated Client message froettlglito the application layer
function DCMH. Therefore, to use the Powerful Emulator option, at thécapph layer,

the VNAODV server implements the function DCWHwhich does routing for client
process on an emulator né8éndependently, using and updating the routing table it

maintains.

% handleClientPacket() in our code.
% As opposed to a Pure Client node, this emulatdens the physical node that hosts the client mmce
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The DCMH function in VNAODYV operates as follows. If DCMHahas that the routing
table on the emulator node has a route for a locally generat&GDkhen it relays the
DMSG directly to the next hop vrouter or the destination. OtherwieeDMSG will be
buffered in RecvQueue on the emulator node and route discoveries vaitteloepted.
The DMSGs buffered in the RecvQueue by the Powerful Emulator Optemarked
differently. They will be sent directly to the link layer, withauging the sending queue in

the VNLayer. If no route can be discovered, the DMSG will eventually be dropped.

The DCMH function processes routing messages and updates the rtablggn an
emulator node the same way as a regular VNAODYV server prdoess except that the

messages sent out by the DCMH function go directly to the link layer.

If a client process is hosted by a pure client node, it také& advantage of the Powerful
Emulator option. As before, the client process just inserts the ytlleeader to DMSGs

and broadcast them to its region.

Shortening the forwarding paths is not the only benefit of using the rRbvnulator
option in VNAODV. When Powerful Emulator option is not used, in a rowgeodery,
the BCAST id and reverse route sequence number carried by th® RRRssages are set
by the first hop vrouter, which is a virtual node. When a virtual ne@daken over by an
out of sync Backup node or booted by an incoming node, the first hop vnoayeiose
track of the BCAST id and sequence number used by the region. \WadPowerful
Emulator option is used, in the route discoveries initiated by anagonuiode for client

processes on it, the BCAST id and reverse route sequence numbed bgrthe RREQ
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messages can be uniquely set up by the emulator node. Leaderskimngwith the
region of the source node won'’t affect the correctness of tiRSBGd and reverse route
sequence number used by route discoveries launched by a “Powerfldit@nmode for

a client process on it.

6.3.4.2 Additional Considerations
There are a few additional considerations that must be taken iotmrdcwith the

Powerful Emulator option when it is used in VNAODV.

First, when an emulator node enters a different region, by our i limplementation,
the state on the node must be cleaned up and synchronized with theoletiae new
region. Without the Powerful Emulator option, a client process egtexinew region
simply lets the vrouter in the new region handle its DMSGs. Thetaron the new
region usually has a route for the destination (through overheard Ri&SBages).
However, when the Powerful Emulator option is used, an emulator node haiiegt
process handles the routing for the client process. Each time such an enadatenters
a new region, it loses its routing table and has to wait a Whiéore it can determine its
leader status and gets its routing table synchronized with the vajutee new region.
During this period of time, if there are DMSGs to send for thent process, the
emulator node has to do a network-wide route discovery. Thisases the number of

network-wide route discoveries.

57 About 1 second.
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To alleviate this problem, we let the DCMH function on an emulabde do a 1-hop
route discovery each time it enters a new region while realiNISGs for a client
process on it. The intuition behind this optimization is that when an @nulade
relaying DMSGs enters a new region, it is very likely thatrouter within its one hop
neighborhood still has a viable route for the destination. This optimzareatly

reduced the number of unnecessary network-wide route discoveries.

Second, with our original VNLayer implementation, each time anaomwhode enters a
new region, it should discard all the packets it has in its Reax®Qatthe application
layer because it no longer works for the old region. When the Rdvi&arfulator option
is turned on, when an emulator node enters a new region, the DMSG#tert bafits
RecvQueue for a client process on it should not be discarded, b#uaus®ulator node
is the only node who handles these packets. Therefore, when the Pdwvatfiator
option is used, we let an emulator node keep the DMSGs in itgJReae that are sent

by a client process on it.

Third, when the Powerful Emulator option is used, the state maintayede Server

node in a region may interfere with the state maintained lgc&aup Server node serving
a client process on it independently. The reason is that suchka@B8erver node can
create routes that are not synchronized with the Server node riegiba. For example,

when a Backup Server node discovers a route for a client processdaa to message
losses, the Server node in the same region might still have aoutéd YWhen the Server
node sends out a SYN-ACK message in response to a state syratwoniequest, the

Backup Server will be forced to change its good route to the badthmuteerver node
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has. To solve this problem, we flag a route that is discovered by a Backup Servarnode f
a client process on it a “client route”. As long as a “clientte” is still up, messages

heard from the Server node of the region can’t overwrite it.

In another case, when a Backup Server node serving a clienspmté determines that

a route is no longer goddy it sets the route to “down” and starts a route discovery.
However, if the Server node in the region thinks the route is upsages from the
Server node may force the Backup Server node to set the route back to “up”. Thisolve t
problem, when a Backup Server set a “client route” to “down”, itia®es its sequence
number by 3. (The standard AODV increases the sequence numbeyubdé &y 1 when

it is flagged as “down”.) In addition, we require that in order foowte learned from the
Server node to turn a route on a Backup Server node from “down” to “up”, the route must
have a sequence number that is no less than the local route’s sequieiez minus 1.

This way, only a fresh route from the Server node can rest@leeat‘route” that is set to

“down” by a Backup Server node.

As discussed before, the Powerful Emulator option provided by the VNIzeyeally

breaks the VNLayer abstraction because it requires an emuataderto act differently
depending on whether a DMSG message comes from a client proddssrmde itself.
It requires the application layer to implement another statdima handling local client
messages and leads to tricky complications that have to be dgmitarefully at the

application layer. The solutions to the complications further diwetbié behavior of

8 This can result from its own route maintenance.
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emulator nodes in the same region. One might want to use this option only if doing so can

greatly improve the efficiency of a VNLayer based application.

6.4 Optimizations at the Application Layer

The focus of this simulation study is to find out how to improve théopeance of
VNLayer based protocols using general solutions at the VNLayer.ddfitian to
optimizations at the VNLayer, we also tried a number of appicdayer optimizations

for VNAODV.

6.4.1 Local Recovery of DMSGs

In AODV, when a link failure is detected through link layer détec®, the packet for
which the link failed is re-buffered and can be re-transmitted once the saefeired. In
VNAODV, when local broadcast is used to deliver a DM$@Gnk layer detection can't
be used. Instead, passive DMSG acknowledgement is used to deteat bnkse
Because of this, when a DMSG is sent by local broadcastetiteiscan't recover it.

This section describes how to add such a mechanism.

We use a Local Recovery (LR) mechanism to recover anchsetiatDMSGs suspected
of being lost when local broadcast is used to transmit a DMSG MA{ the source
client process tags each DMSG with a sequence number. Ea&ch SG is broadcast
to a downstream vrout®r a copy of the DMSG is saved in a buffer called Backlog.

When a passive DMSG acknowledgement is received, a vrouter chedacklog for

%9 AODV use unicast at the link layer to deliver DMS@ router keeps a copy of the packet that is just
sent until it is acknowledged. Without an acknowglechent, the link is deemed broken.

0 For example, when the address of next hop regleater is unknown or promiscuous mode is not
supported

61 At the last hop, because unicast is used, LRis@eded when the next hop is the destination node.
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DMSGs from the same session, using the source address, dastiadtress and
sequence number in each DMSG. The matching DMSG will be dropped them
Backlog. The DMSGs in the Backlog that have lower sequencéensmare the DMSGs

not yet acknowledged. Retransmissions might be necessary for them.

The DMSG having a sequence number exactly 1 less than the sequenber of the
passive DMSG acknowledgement will be resent. It is removed frorBdbklog and re-
buffered in the RecvQueue. The next time the router checks tv®QReuae, if the route

for the DMSG'’s destination is “up”, the re-buffered DMSG will be re-trartechit

To avoid excessive re-transmissions, any other DMSG in the Rpd&lothe same
session that has a lower sequence number than the sequence numbepasfsive

DMSG acknowledgement is dropped.

In addition, when a link is suspected of being broken becauseimieaut on DMSG
acknowledgements, there will be a Local Connectivity Check. Befaseis done, if
there is any DMSG for the same destination in the Backlog, thevihethe smallest
sequence number is removed from the Backlog and re-buffered in RemvQlias

DMSG, which must be unacknowledged, will be re-transmitted once the routeredest

With subsequent passive DMSG acknowledgements, the DMSGs teé& Backlog will
be either dropped or re-buffered. If a session terminates, DMS&As the Backlog will

eventually be timed out and dropped.

143



Re-buffered DMSGs are marked differently so that they wba’tput in the Backlog
again when they are re-transmitted from the RecvQueue. This rae@MSG can be
transmitted to the next hop at most twice. Also, to reduce routaffict re-buffered
DMSGs in the RecvQueue won't trigger any route discoveriestdftaiffered DMSG in

the RecvQueue can't be forwarded, the DMSG will eventually be timed out and dropped

Figure 6-8 shows an example of how Local Recovery works. s dteand 2, packets 1

and 2 have been received successfully but passive acknowledgementaohaeen

heard by vrouter A. Vrouter A sends out packet 3 in step 2. Therefore, at the end of step 2,
vrouter A has 3 packets in its Backlog, packet 1, 2 and 3. In stegk&tphis sent out

but lost (e. g. due to collision). Vrouter A also received a passkmoaledgement for
packet 3. It drops packet 1 and 3 from its Backlog and re-buffers tp2cke step 4,
packet 2 is retransmitted without being put into the Backlog amelnapacket 5 is also
transmitted and put into the Backlog. In step 5, acknowledgement &ietpa is
received. Vrouter drops packet 5 from its Backlog and re-buffers fpdcka step 6,
packet 4 is re-transmitted. The retransmission in step 4 is usaegesd the one in step

6 is necessary.
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Figure 6-8 Example on How Local DMSG Recovery Works
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Due to long transmission delay or out of sequence DMSG forwardomgetsnes the
passive acknowledgement for a DMSG can come after it haslglbeen re-buffered. In
order to further reduce unnecessary DMSG retransmissions, wheas@ep®MSG

acknowledgement matches with a re-buffered DMSG, the DMSowitiropped from

the buffer.

By doing Local Recovery, when the transmission failure isatew, the mechanism can
recover most packets dropped due to link failures. However, LocabvBgc does
introduce extra message forwarding overhead because some DMSGsenwrongly
considered lost. When the channel becomes congested, excessiveregoand re-
transmission can make the congestion worse. To solve this prabl@mjmum interval
between consecutive DMSG re-buffers is used to put an upper boundfoeqgtiency of

retransmissions from a vrouter.

6.4.2 State Inferencing
To reduce the impact of not doing a state consistency checll time anessages, in
VNAODV, we can allow the Backup Server nodes to use messagesdhe from the

local Server node to infer its state. We call this option State Infei8ing (

With the SI option, when a Backup Server receives a servesagedrom the same
region, the message must be from its leader. If the message RREQ, the Backup
Server can correct its BCAST id and the current route sequamober using values

from the RREQ message. If the message is an RREP, thetemmdde can correct its
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sequence number, hop count and route entry’flafythe corresponding route in its
routing table. If the message is an RERR, the corresponding rdugecan be deleted. If
the message is a DMSG, it can be used to correct routeflags and the next hop used

by the local vrouter for a destination.

The benefit of using Sl is that it can patch the most relevatd pha Backup Server’s
state piece by piece without resorting to explicit statelsymizations. The MSG-SYNC
is costly compared to Sl because each MSG-SYNC synchrofeesntire state of a
Backup Server even when most parts of the state are styhm 8Vhen a route on a
Backup Server node is patched by Sl, the messages generdbedrimde regarding the
patched route are going to be the same as the messagesegehgrtiie vrouter in the

future. Therefore, Sl can reduce the costly MSG-SYNCs caused bynstasistencies.

Reducing the number of consistency checks and synchronizations allates s
inconsistencies. However, with the Sl option, when there is a siadesistency on a
Backup Server route for a destination, each time the Server node ®gndsDMSG
toward the destination or a routing message regarding the destjinpad of the
inconsistency can be fixed. When the route in question is up and active docal
vrouter, eventually, the inconsistent route will be synchronized \w#ghServer node’s

route.

52 The status of the route must be RTF_UP.
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6.4.3 Route Correction by Destination

Frequently, a destination node moves into a new region while a iswugglt delivering
messages to its previous region. With the Early Receiving ifi@#®hanism introduced in
section 6.1.2 , the destination node can continue receiving DMSGs fulea Mowever,
if the destination node keeps moving, eventually it will move out ofati® range of the
last hop vrouter and the link will be broken. Then, a local repair nighheeded. A
simple application layer optimization can reduce the need for tepairs. When a node
receives a DMSG destined for it and the DMSG is at #¢ flarwarding hop but the
message is delivered to a wrong region, the destination node sends onsolicited
RREP message without specifying the next hop vrouter. RecehmdRREP message,
vrouters in the neighborhood update their routes for the destination, witmaatrding

the message.
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CHAPTER 7. Proactive Routing over the
VNLayer

In order to verify that a wireline based routing protocol caadsgpted to MANET using
the VNLayer, we implemented VNRIP. At the application layer,RMN is a simplified
version of RIP [14], a simple distance vector routing protocol suitablemall networks.
RIP operates as follows. Each RIP router collects the numbeboéts connected to it
and builds its initial routing table. Then, each RIP router broadisasiuting table by a
Response message to its neighbors. Routers use incoming Respongesnesspdate
their routing tables. The sender of a Response message that blasrthast route toward
a subnet is picked as the next hop. Routers send their updated routesyttaliheir
neighbors periodically. In the absence of message losses andfadutess, eventually,
every router will have a route to every subnet in the networkddiitian to periodical
routing table updates, RIP also allows a router to explicitigisobuting tables from all

of its neighbors or one of its neighbors using a Request message.

Clearly, the RIP protocol has to be modified to operate in a MASIt&i&tion because on
vrouters, there is no directly connected subnet configured. Instedd, veaater is

directly connected with a set of client process in its region.

Because VNRIP is a proactive routing protocol, virtual node eedilabuters (or
vrouters, using the terminology introduced in CHAPTER 6) pre-catutaites for all
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the destinations in a network using route update messages floodetiebyaiuters.
Therefore, even when there is no data traffic at all, theaeeenstant routing overhead in
a network running VNRIP. Therefore, the efficiency of VNRIF Wwé low when the data
traffic is light. Implementing RIP over the VNLayer insteadoof all MANET nodes,
reduces the number of entities that are involved in the flooding of wpdates and
improves the reliability of the links between neighbor routers. Simeeouting table on
each vrouter contains route entries for each destination node, thesig@ton each
vrouter can be large when the network contains a large number of physies. To
achieve reasonable performance, the protocol has to be caddsifgned to reduce the
state synchronization overhead and routing overhead. In this chapteresentpour
implementation of VNRIP over the extended link layer model (widssage losses) and

extended VNLayer mod¥l

7.1 Message Types
VNRIP uses three types of control messages. In addition te REtjuest Messages and

Response messages, it also uses Hello messages.

As described in CHAPTER 3, Hello message is actually &ayr message type. The
message is broadcast by a client process to let the locakwvrand vrouters in the
immediate neighbor regions know that they can reach the clienegzratrectly. From

the VNLayer header of a Hello message, a vrouter can deeanilient process’s node

% We didn’t optimize VNRIP using all the implemeritet choices provided by the extended VNLayer
model.
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id and the region it is in. The Hello message is not needed inb&Ruse directly

connected subnets are manually configured on RIP routers.

Each Response message carries a set of route entries knowmogiea based on its
routing table. Each route entry in a Response message contairddtbhssaof a client
process (rather than a subnet), the next hop used and number of hops netted by
vrouter to reach the client process. Here, the next hop is addertisthe Response
message so that the next hop vrouter will not use the route entry to update itsrrthée fo
same destination. In RIP, split horizon is used to prevent route lobgscdn be done
because in a wireline based network, Response Messages can inglisghtally to a
router’s neighbors. In VNRIP, loop prevention is done differéhtigcause every route

on a vrouter is learnt from the same wireless interface card.

Request messages are used by a vrouter to look for routes $rammediate neighbor
vrouters for a destination node. This can happen when a route epirgsear when a
vrouter is just booted in an empty region. A Request message caedoéy a vrouter to
look for a route toward a single destination or solicit completengtable updates from

neighbor vrouters.

7.2 Routing Table
The routing table of a VNRIP vrouter includes a route for eamntcprocess in a
MANET. Each route entry in a vrouter’s routing table contains the followelddi

o Destination id: The address of a client process.

%t is done by attaching next hops with each reutiey advertised. A vrouter rejects routes thas tiself
as the next hop.
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o Route flag: This Boolean flag indicates whether a route is valid or ¢hvali

0 Hop count: The number of hops needed by a vrouter to forward a DMSG to a
destination client process. If the hop count is 1, it means theakgsti is in the
same region as the vrouter’s. If the hop count is 2, it means theadiest is in an
immediate neighbor region. If the hop count is greater than or equdl, tthe
route is treated as invalid.

0 Next hop: The next hop (a vrouter) used by the current vrouter torfbpaakets
to the destination. If the destination is in the local region, thehgxis the id of
the local vrouter.

o Changed: This is a Boolean flag indicating whether a route engyrdwently
been changed or not. VNRIP vrouters use this flag to decideharhite entry
needs to be included in a Response message.

o Lifetime: This field stores the expiration time of a routetrg With each
incoming message, a vrouter checks each route entry’s lifetinaerdfite entry

expires, the entry is set to invalid. And the route entry is flagged as “ctianged

7.3 Routing Updates

Vrouters create and update route entries through four kinds of routingesipétilo

messages, Triggered Partial Updates, Complete Updates aneén@mal Updates.
Triggered Partial Updates and Complete Updates are based on tksponding

mechanisms in RIP. On receiving a Response message, a vraais @b routing table
to see if any route can be updated with a better route from thgage On a vrouter,
when a Response message for a destination is received from thdapextrouter
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currently used by the vrouter for the destination, the vrouter always updates the hop count
and refreshes the lifetime of the route. When a route entry’s hop oourext hop is

changed, the route entry is flagged as “changed”.

7.3.1 Hello Messages from Every Physical Node

Every second, every client process broadcasts a Hello messédgemElesages are used
by vrouters to create or update route entries for directly corthetient processes. In
addition, each time a client process enters a new regidsgisands out a Hello message
immediately. This is to ensure the vrouters in the neighboficad be informed about
the region change quickly. This type of routing update is an ésséifiterence between
RIP and VNRIP. In RIP, routers have permanently attachedonetwbut in VNRIP,

vrouters don’t have permanently attached networks.

7.3.2 Triggered Partial Update

Each time a route entry is flagged as “changed” on a vroutegrthger schedules a
Triggered Partial Update (TPU) within a Triggered Updatervateg(TUI). To reduce the

number of routing updates, a vrouter doesn’t schedule more TPUs unsi¢hibduled

TPU is sent. A TPU message carries all the “changed” sauiea vrouter. Once a TPU

message is sent, all the routes on a vrouter are set back to “unchanged”.

When the triggering event of a TPU is a Response messagerfatheavrouter, the TUI

is set to 1 second. When a TPU is triggered by a route chawged by an incoming

% A Hello message can be used by the vrouters lie@t process’s own region and immediate neighbor
regions to update their routes to the client preces
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Hello message, the TUI is set to a smaller value (0.5 sesorttiat the region change of

a client process can propagate faster.

7.3.3 On-Demand Update

When a vrouter has just booted up in a region, it broadcasts a Regessdge. In
response, neighbor vrouters set routes that are using the vrounxtdwp to “invalid”
to prevent loop formation. In addition, the neighbor vrouters also send oDef@and
Updates containing their entire routing tables so the newly bootedievrcan construct

its routing table.

When a vrouter receives a DMSG but there is no valid route fodélsgnation, it
broadcasts a Request message just for the destination of the .DMS@sponse,
neighbor vrouters that have routes toward the destination send back On-Demand, Updates

carrying only the route asked for by the vrouter.

7.3.4 Complete Update

Because routes expire, complete routing table updates are argcessen when the
network topology is static and there is no topology change. Howsseding complete
Updates frequently is costly because each complete Updat&nsotiie whole routing
table a vrouter has. In order to reduce the routing overhead, aelgldting Complete
Update Intervaf (CUI) is used to control the minimum interval between two consecuti
complete updates on each vrouter. During this interval, some potentabhable

destinations may be unreachable. When a vrouter doesn’t have atowa#el a

% 60 seconds in our implementation.
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destination and none of its neighbor vrouters know a route to the destjrthe vrouter
might have to wait up to a CUI to receive a complete routing uddate a remote

vrouter before it can restore the route for the destination.

7.4 Data Message Forwarding

When a DMSG is received by a vrouter, the vrouter checksuting table for a valid
route. If there is a route available, the DMSG is forwardebdemext hop region by local
broadcast. If there is no route available, the DMSG is bufféedntroduced above, a
Request message is sent out by the vrouter to its neighbor growben a route is
learned for the destination, the DMSG is moved to a second biffervrouter delays
the DMSGs moved into the second buffer a little while before #neyforwarded using
the routing table. The reason for this is to give the vrouter tom@ck the best route
based on the responses to the Request message. This way of handlingraékz|

DMSGs is different from RIP, which simply drops the messages.

7.5 Route Maintenance

As in VNAODYV, route maintenance is crucial to VNRIP’s peniance. (RIP doesn’t do
this because links between routers are assumed to be reliablefntlsttime.) Due to
the use of local broadc45bn DMSG forwarding, the leading cause of end to end DMSG
delivery failures in VNRIP is message collision. As in VNAQDa passive DMSG
acknowledgement mechanism is used in VNRIP to detect link failltach time a

vrouter forwards a DMSG, the lifetime associated with the rentey used is shortened.

%7 This is the only option we used in our simulationVNRIP.
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If there is no passive DMSG acknowledgement from the next hop vradeived, the

route entry will expire soon.

At the last forwarding hop, upon receiving a DMSG, a destinatientgbrocess sends
back a Hello message as an explicit DMSG acknowledgement, tsthéheoute entry

used by the last hop vrouter can be refreshed.

When a link failure is detected on an entry for a route, the reuilegged as invalid.
Within a Triggered Update Interval, the invalid route will be annednto neighbor
vrouters so that they stop using the vrouter as next hop for theadesti Before this,
when there are more DMSGs arriving for the same destinatioryroler buffers the
incoming DMSG and sends out a Request message. Each time a royts émtned
from “invalid” to “valid” by an incoming Response message, the BMRuffer is
checked. DMSGs in the buffer that can use the updated route wéhbes. If the route

can’t be restored for the buffered DMSGs, they eventually time out and are dropped.

7.6 Loop Detection and Prevention
Loops can happen in VNRIP due to router and link failures and out ofreuter state.
In addition to the loop prevention and detection techniques introduced tionsé2

VNRIP uses the following methods to detect loops.

First, if a vrouter learns from its routing table that the mext vrouter of a DMSG is the
vrouter that sent the DMSG, a loop is detected. The vrouter btile®MSG, sets the

current route for the destination to “invalid” and informs its neighlaiyout the route
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change right awdy with a Response message. The vrouter also broadcasts a Request

message to neighboring regions, asking for routes toward the destination.

Second, each DMSG carries a field recording the number of hops dbsage has
traversed, if this hopcount value reaches 16 (the value for infinitig,viery likely the
DMSG has been trapped in a loop. When such a DMSG is receivethegage is
dropped. As above, the vrouter also sets the route affected to dihvialiorms its

neighbors about the change and broadcasts a Request message favalteutas.

7.7 Optimizations based on VNLayer Implementation

VNAODYV optimizations such as Direct Receipt and Early Reogican also used by
VNRIP at the last forwarding hop to shorten the forwarding patbdsalow destination
nodes to continue receiving DMSGs even after leaving its origagabm. In addition, as
in VNAODV, Backup Server nodes to check for state inconsistenmnesouting
messages only. However, options such as reducing the state syadbyonizing hard
state only, using Long Links to shorten forwarding paths, using BadeBtoadcast for
DMSG transmission, and route correction by the destination nog®ammplemented in

VNRIP.

The following two subsections explain two cross layer optimizatdnd\NRIP based on
the implementation of the Hello Message Generator and NRSM modtie Packet

Classifier of our VNLayer implementation.

% As opposed to waiting for a Triggered Update Waér
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7.7.1 Hello Messages Sent and Managed by the VNLayer

To reduce the traffic overhead of Hello messages, on an emntader a client process
can send Hello messages using the Hello Message Generatateprbyithe VNLayé&r.
As explained in section 4.5.2 , each time a message is sent frof\tiager, the Hello
Message Generator delays the next Hello message by ah@leinterval. With every
incoming message with a VNLayer header (including the Hellesages) the VNLayer
reports a Hello event to the application layer, which is used BRIV to update its

routing table.

Compared with sending periodic Hello messages by the applicagi@nitself, using the
VNLayer to handle Hello messages reduces the Helldictraferhead and allows a
vrouter to use overheard messages to update its routing table. Hodoénwgrso requires
a client process to have access to the Hello Message Geredrdb@ VNLayer. This

breaks the abstraction.

7.7.2 Neighbor Region Activeness

As presented in section 4.5.2 , by observing the messages trsdnareut by virtual
nodes, a virtual node keeps track of the active state of the viddak in its immediate
neighbor regions. Using this feature, in VNRIP, a vrouter treatgii® as broken if the

downstream region is inactive.

When a vrouter receives a DMSG, if it has a valid route folDREKSG, it checks the

VNLayer state to see if the next hop virtual node is activeotf the vrouter buffers the

®90n a pure client process, this option can’t be used
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DMSG, set the route entry used to “invalid” and sends out a Requesageeto try to fix
the route. If the next hop virtual node is active, the vrouter falsvdre DMSG and sets
the timer used to determine the active state of the next hippalvimode to 1.5 times the
maximum expected one hop Round Trip Time (RTT). This way, the neighttoal
nodes that are used by a vrouter to relay DMSGs are set tivenfaster. This is a cross-

layer optimization because it allows the application layer to modify theayBil settings.

7.8 Summary

In addition to the optimizations explained in the last sectione stdérencing at the
application layer, as introduced in section 6.4.2 can also be used biP\&dRhat Back

Servers can use Server messages to patch their state.

This simple version of RIP protocol was implemented very qui¢klys we'll see in the

next chapter, although VNRIP generates heavy routing trafficsgnchronization traffic,

it provides reasonable delivery performance that is not much worse than VNAODYV under
similar settings. With the optimizations applied to VNAODV adde®MNRIP, it is likely

to perform much better. This verifies the intuition that the VNdtaapproach can be used

to adapt wireline protocols to MANET easily.

" The coding and debugging only took about 3 weeks.
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CHAPTER 8. Performance Evaluation on
VNLayer based Address Allocation and
MANET Routing

So far, | have discussed our implementation and optimizations on VNLlmsed
Address Allocation and MANET routing. In this chapter, | presentithelation results
on VNDHCP, VNAODV and VNRIP. As we are going to see, VNAOP&fforms very
well. This proved that the VNLayer approach can be used to adagbineiprotocols to
MANET. Routing applications pose greater challenge to the VNLagproach. From
the simulation results, we are going see how the optimizations orVihayer

implementation based on the extended VNLayer model improved the panicenof

VNAODV.

8.1 Performance Evaluation on VNDHCP

8.1.1 Simulation Settings

For VNDHCP, we ran our simulations using ns-2.31 on a Linux machiteani Intel
Pentium 4 3.20GHz CPU and 512M bytes memory. In ns-2, the wirelessgatiopa
model is set to “freespace”. Two network settings were useuinall network of 40 to
120 nodes that contains 16 87:8W.5m regions in a 350mM50m and a large network
of 160 nodes that contains 64 87:8W.5m regions in a 700mi00m area. All the

mobile nodes are set to emulate the VNLayer. The packeviggeange is set to 250
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meters to make sure that a message sent from a regioreaem every node in the

immediate neighboring regions.

In each region, the address pool size is set to 30 to reduce tlee ¢haha server runs
out of addresses. The region leaders are set to send out bedeartessage every
second. The lease time is set to 400 seconds. Each simulaticr #0000 seconds, or
100 lease times. For each data point, the simulations are repetatees with different
node mobility traces. Error bars are created with confidencevaitewith confidence

level set to 95%.

Table 8-1 Settings for 5 Motion Speed Modes

slow medium slow| medium fast  fast
Minimum speed (m/s) 0.73 1.46 2.92 5.84
Maximum speed (m/s 2.92 5.84 11.68 23|36
Minimum pause time (s) 400 200 100 50
Maximum pause time (s) 4000 2000 1000 500
Average cross time (s 48 24 12 6

We evaluated the performance of the system with the nodes mowagiais speeds.
Using the random waypoint model, ns-2 mobility traces were gewefat four speed
modes: slow, medium slow, medium fast and fast. The settingstasgenerate the

mobility traces for each speed mode are given in Table 8-1.

Slower speed means that it takes a node longer to travet acregion so that it is less
likely to be far away from its server when it needs teverts lease. For example, for

speed mode “slow”, the 2200 second average pause time is 5.5 tinmeslefge time.
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The average time for a moving node to travel across a regionsescé®ds. This means
that during one lease period, a moving node on average may travet & regions. For

the speed mode “fast”, the average pause times and crossing times a® shonter.

8.1.2 Simulation Time

We first compared the simulation speed of VNE and VNSim withsthall network

setting. Table 8-2 lists the simulation time of VNE and VN®mvarious total numbers
of nodes. The simulation time increase of VNSim is roughly ptapal to the square of
the total number of nodes because each node needs to handle missagdisof its

neighbors.

With 40 nodes, VNSIim runs around 158 times faster than VNE. Howevehefaet of
simulation we did, VNSim doesn’t scale as well as VNE. Thas/ be because of the
more accurate simulation of the link layer, especially ngessallisions. With 80 nodes
and 120 nodes in the network, VNSim runs about 82 times and 60 timesHaat¥NE,
respectively.

Table 8-2 Simulation Speed of VNE and VNSIim

40 nodes 80 nodes 120 nodes

VNE simulation time 6.32 hours 13.07 hours 22.09 hours
VNSim simulation time 2.4 minutes 9.53 minutgs 22.23 minutes

8.1.3 VNLayer message overhead
The first question we want to answer through the simulations ishehat VNLayer

based system is practical. The main concern here is whétber will be excessive
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control overhead, including the leader election overhead and statbr@yzation
overhead. Because SYN-ACK messages can be, iigge number of synchronizations
can cause heavy traffic. In addition, during state synchronizaBackup Server nodes
that are out of sync ignore all incoming messages and stop acting agp Bskers. This

hurts the failover capability of the virtual nodes.

With the large network setting and speed mode “slow” and “fagt”dd simulations
with various renewal message forwarding methods (flooding and ayg@ugal routing)
and forwarding hop limits (1 to 8). More details on the simulatears be found in the
next section. In the worst case, the case with speed modedfas8 hop flooding used
for RENEW messages, the virtual node layer generates about 483ageeger region
per lease time. Over 75% of the messages are the Heartbeadiges sent by region
leaders. The numbers of LeaderRequest and LeaderReply messageshe order of 24
and 50 per region per lease time, respectively. There are beaderReply messages
since multiple nodes may respond to the same LeaderRequest médsage/erage
numbers of SYN and SYN-ACK messages are both about 20 per regiteape time.
These numbers almost stay constant with different forwardingiimigs Bnd forwarding
methods. This suggests that the VNLayer message overhead itentd@camuch by how

the RENEW messages are forwarded.

From the simulation results, it's estimated that the packetheadr generated by the

VNLayer from a single region ranges between 200 bps and 450 &épsud® a node in a

" Here, the SYN-ACK message carries the applicattate for the 30 addresses managed by each virtual
node.
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region can hear messages from up to 9 regions, the combined chandelidtia
overhead for any region can range between 2Kbps and 4.5Kbps. Beca@®.ttie
radio channel’s bandwidth is now typically 54Mbps, the virtual node lases less than
0.1% of the bandwidth. The system is therefore practical becawsenit affect the

normal operation of other protocols on the mobile nodes.

8.1.4 Different Renewal Methods

The next problem is how to engineer the protocol at the applicatyen to get the best
performance. The renewal process is critical to the perforenah®& NDHCP because
when a renewal fails, a client has to stop using the currentsadanel ongoing sessions
may have to be disconnected. We used the number of addresses dhltocatelient
during the simulations to measure the effectiveness of the repescess. The more
addresses that the client has during a given period, the more dirmession may be

disrupted.

With the large network setting, we run simulations with diffefentvarding hop limits
for RENEW messages and forwarding methods, under speed mode ffdstslaw”.

The hop limit ranges from 1 to 8. With hop limit 1, RENEW messagesot forwarded,
at all. With hop limit 8, RENEW messages can be forwarded byou@ regions,

including the local region of the client processes.
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8.1.4.1 Fast Moving Case
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Figure 8-1 Allocation performance with different renewal methods, large netwark, fas
moving case

With speed mode “fast”, the average number of allocations per nodssrirom 27 to 95
during the 40000 second simulations, as shown in Figure 8-1. Re-allocititiappen a
lot in this case due to the fast node motion speed. With hop limidrdafding for
renewal messages are not allowed, almost every singlevakriails and the client

process needs a re-allocation.

For the flooding case, with larger hop limits on how many hopEMHEW message can

be forwarded, each client process needs fewer and fewer rataiiec However, this
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comes at the cost of rapid increasing message overhead. The @mutiie humber of

allocations per client flattens as the hop limit approaches 8.
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Figure 8-2Renewal overhead with different renewal methods, large network, fast moving
case

For the geographical routing case, the allocations per cliehireessage overhead per
region started the same as the flooding case when the hogslitétnd 2. This is because
using geographical routing on the RENEW message doesn't reduce the messagaloverhe
in either case. After that, the number of allocations per dieateases faster with greater
hop limits. In addition, using geographical routing generates msshmiessage overhead
because only one forwarding path is used for every RENEW mességehdfy limit 8,

the geographical routing case generates less than one siktd wfessage overhead of
the corresponding flooding case.
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Figure 8-2 shows the renewal message overhead and renewal wittadifferent
renewal methods and different hop limits. Using flooding, with hop limit 1, the rémewa
limited to the local region and a successful renewal takes |lgxacinessages, one
RENEW message and one RACK message. With greater hop linétkes each renewal
more time and messages to finish. With hop limit 8, a renewes$ t@around 55 messages,

showing that most of the regions are involved in the flooding of the RENEW mgssage

With geographical routing, the renewal message overhead is theasathe flooding
case with hop limit 1 and 2. But the average renewal messaglkeeaw increases much
more slowly than the flooding case. Even in the case with hop &mét renewal on

average takes less than 10 messages.

Figure 8-3 shows the distribution of the time percentages thlatchant doesn’t have an
address for. The value at each data point is the percentagerds ¢hat don't have an
address for more than a certain percentage of the simulatien\then flooding is used
for the RENEW messages, the average addressless time agesermtf the clients
decrease with higher hop limits. With hop limit 8, only 4 percenhefclients don't have
an address for more than 0.2% of the simulation time. The geograptitialg cases
show same trends, we only show the hop limit 8 case here, which performs better than the

4 hop flooding case and worse than the 6 hop flooding case.
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Figure 8-3 Distribution of addressless times with different renewal methods, large
network, fast moving case

8.1.4.2 Slow Moving Case

With speed mode “slow”, we repeated the simulations. As shown in F8gdren the
flooding case, the average number of allocations per client tiatnsain even go up a
little with greater hop limits after hop limit 4. This meahattwhen nodes are moving
slowly, the flooding of RENEW messages by more hops, instead ohggtan hurt the

allocation performance with more message collisions and congestions.
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Figure 8-4 Allocation performance with different renewal methods, large network, slow
moving case

In the geographical routing case, the number of re-allocations ipat gets lower and
lower with increasing forwarding hop limits while the messagatmead increases much
slower than the flooding case. Here, the geographical routing cdeenpemuch better

than the flooding case.

In the slow moving case, the curves in Figure 8-5 show sitndads as those in Figure
8-2. The difference is that the average renewal message overiigadaches 28 even in
the flooding case. This is because with slower node motion speeg&veat message on

average needs to travel through fewer hops.
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Figure 8-6 Distribution of addressless times with different renewal methods, large
network size, slow moving case
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Figure 8-6 shows that with slow node motion speeds, the averagesidslsepercentages
we get here are better than those we get with the fashmosise, where the nodes move
about 8 times faster. In the flooding case, the average atih®dime percentage gets
worse with greater hop limits. This again demonstrateswhan nodes move slowly,
flooding the RENEW messages by more hops can hurt the allocatfonnpence. Here,

the 8 hop geographical routing case performs better than all the flooding cases.

8.1.5 Different Node Densities

Now the question is what happens with more mobile nodes in the system. Usinglthe sma
network setting and speed modes from “slow” to “fast”, we rurukitions with 40, 60,

80, 100 and 120 nodes, with geographical routing used for the RENEWgeessal the

forwarding hop limit for renewal messages set to 5.

From Figure 8-7, we can first see that with the small netwgetking, the allocation
performance is much better than what the system gets witlartpe network setting,
because with large networks, the renewal messages has to travel throudgbrwemeing

hops and are more susceptible to message loss and routing failure.
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Figure 8-7 Allocation performance with different node densities and different node
motion rates when geographical routing used for address renewals

More importantly, the figure shows that with higher node densitiesaltbeations per
client decreases quickly at first and then gets stable ar eneeases slowly. At the
beginning, with higher node densities, the probability that a regi@misty and the
virtual node in it is down drops very quickly and renewals arelilesty to fail. Then,
when the node density becomes too high, the benefit above will be bifstie
increasing message overhead. This suggests that the system perfdrest thi¢h a node

density that is neither too low nor too high.

In addition, with increasing node densities, the curves for differetibomspeed modes
get closer and closer to each other. This indicates that wittethigpde densities, the

system is less and less sensitive to node motion speeds, bdwmwsdual nodes are
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more likely to function most of the time even when nodes are movéhgTiais helps the

clients keep their addresses longer.

In addition, with increasing node densities, the message overheadsegrinearly
because each node introduces the same amount of application lajer touthe system.
Together with the curves for allocations per client, we can dibethed network densities
investigated here, we can see the performance of VNDHCEsse@ll with increasing

network densities.
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Figure 8-8 Virtual node layer message overhead with different node densities
Figure 8-8 shows the VNLayer message overhead with increasinglandiies for the

speed mode “fast”. The number of Heartbeat messages staysitsirsta the number of

region leaders doesn’t vary much for the set of node densitidsruiee simulation. The
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average number of LeaderRequest, SYN_REQ and SYN_ACK messagesgms
increase almost linearly because each node sends out roughgnteenamber of such
messages. The number of LeaderReply message increases stechdaause we allow
non-leaders in a region to send LeaderReply messages to egj@etship requests too.
With higher node densities, more and more nodes may respond to the same
LeaderRequest message. To solve this problem, in our research losyérNoased

routing application, we only let the leader node send LeaderReply messages.

In these simulations, we didn’'t investigate the impact of the aisthe LeaderlLeft

messages. The Heartbeat interval is set to 1 second. The pereatibdht messages
compose the greatest portion of VNLayer message overhead. Vditlelleft message
used, the performance VNDHCP is expected to be better becauseHeartbeats are

needed and the leadership switching can take place much faster.

8.1.6 Summary
In this section, | summarize on what is learned through the siowlatudies on

VNLayer based MANET address allocation.

8.1.6.1 On the Performance of VNSIm
Simulation results in this case study showed that VNSim run faster than VNE, and
is suitable for a network of up to a few hundred mobile nodes. VN&imbe used to

validate any VNLayer-based application.

174



8.1.6.2 On the VNLayer

The simulation results on VNDHCP show that the VNLayer overlsegdite small. This
proves that VNLayer based systems are practical. One reasdhef low VNLayer

overhead is the VNLayer implementation choice we take at tHeay&. We choose to
let Backup Servers to check only Server Messages from the ®edeito look for state
inconsistencies. The number of state synchronizations due to mdssage (MSG-

SYNCs) is reduced. However, the main reason why the VNLayeheadris small is
because low application layer overhead due to the long addressineagé00 seconds).
As we are going to see in the simulation results for VNLagsed MANET routing, the

use of VNLayer can cause heavy control traffic overhead.

Simulation results were obtained for a wide range of configuratioosn a small 16
region network (350 meters by 350 meters) to a large 64 region Refvi@diy meters by
700 meters) and for a variety of mobile node speeds, from a sltkwtaveehicle speed.
VNDHCP is proven to work well with all the simulation settingsr Bver 99.9% of the
time; most client processes have addresses allocated. Thayavetfivork is quite stable
when the density of mobile nodes is high enough to make virtual nddee fanlikely.
Therefore, the main reason for the good performance is ilateiacapability provided
by the VNLayer. Without the replicated state maintained byk@BacServer in each
region, each time a virtual node is down, all the client procebaegadt their addresses

from the region would have to request for a new address.
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As any cluster-based solutions, the use of the VNLayer approakbs VNDHCP scale
well with greater node densitiédecause the number of entities that have to be involved
in the address allocation is bounded by the number of regions in arkefAg shown in
section 8.1.5 , a VNLayer based application would perform the best \WWHNET that

is dense enough so that the virtual nodes can stay up longer.

As discussed earlier in section 5.5 , VNDHCP doesn’t have to handlerkgtartitions

and mergers in a MANET due to the fixed region settings. In addithe geographical
location based region settings also allows VNDHCP to usegheuieight geographical
base routing to forward address renewal messages. Finahy,nvost programming

handled in the VNLayer, the coding for the VNDHCP server and client are eaaas.

All these benefits demonstrate that the VNLayer approach casdaeto adapt a wireline

protocol like DHCP to the MANET environment.

On the other hand, the use of the VNLayer approach does bring eofaplications.
First, as discussed in section 5.2.3 , special care has to be taken to avoid duplieate addr
allocations in VNDHCP. The loss of state due to virtual nodegeset general problem

to any VNLayer based applications. This means the application tagke has to be
modified. Second, in VNLayer based applications, since servers dtalvirodes
emulated by multiple physical nodes, state inconsistencies eah tée complicated

situations such as address duplication in VNDHCP. In a lossy chanielhard and

"2With or without using VNLayer, we can expect an NB&T address allocation protocol to perform worse
when the geographical size of the network increbseause data forwarding will be less reliable.
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costly (in terms of VNLayer overhead) to keep states on emutaides synchronized

most of the time.

8.1.6.3 On the Implementation Choices in VNDHCP

The simulation results also show that flooding hurts the scalalefitgrotocols and
should be avoided. As opposed to using flooding, the use of a simple geodrbabéch
routing to forward RENEW message greatly improved the addressatabn

performance.

Many address renewals still fail when empty next hop regioasgpigked to forward
RENEW messages. To improve the success ratio of renewalptgieanmore reliable
routing algorithm, rather than the simple geographical routing, $lealused. For

example, VNAODV can be used to work together with VNDHCP.

8.2 Performance Evaluation on VNAODV and VNRIP

In this chapter, | present performance evaluations results orwth&/NLayer based
routing protocols, VNAODV and VNRIP. The performance results we vgtt the
AODV code provided by the ns2 package is used as a benchmark innmzeréer

evaluations.

First, | present the simulation results we got with our initrgdlementation of VNAODV
and our implementation of VNRIP. For this version of VNAODYV, the major
optimizations using the capabilities provided by the extended Vé&lLepodel are not
used. The application layer optimizations (for example, the localvesy option) for

VNAODYV are not used either. This section serves to present tedibagperformance of
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VNAODV and VNRIP and to verify the major causes of performarsseies with

VNLayer based routing protocols.

In the three sections that follow, | present the effect of theethrajor optimizations we
did to the VNAODV using the features provided by the extended VaiLanydel. As we
are going to see, with state synchronizations overhead reduced,rdioigvgpath
shortened and reliability of data transmission improved, VNAODV catperform

AODV due to the reduce control overhead and improved route stability.

A major strength of the VNLayer approach is that virtual ncale maintain replicated
state. On one hand, this make the virtual node able to maintain grersitite and be
fault tolerant. On the other hand, doing so requires extra control ekt use one
section to go to depth on how state replication affects the perfoentd’VNLayer based
routing protocols. As we are going to see, strict statehggnzation is not necessary for
VNLayer based MANET routing. In addition, Message Sync is noimgmrtant as

Motion Sync.

In addition to the three major optimizations that greatly improwedperformance of
VNAODYV, there are other VNLayer optimizations and applicatigredeoptimizations.

We investigate the effect of these optimizations carefully with tworagpaections.

To further validate the simulation results, we did more simulatwitis various node
motion rates and a larger network size. The simulation resultbevidresented at the end

of the chapter.
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In our simulations, a 700m x 700m network is divided into 64 87.5m x 87.5m square
regions. The network contains 60 to 240 mobile nodes. The radio rangelomehile

node is set to 250 meters so that a message sent out by a agdgion can be heard by
any other node in the same region and the immediate neighbor reglmns302.11

channel bandwidth is set to 11Mbps, with RTS-CTS disabled.

Node mobility patterns are generated by CanuMobiSim-1.3.4 using the Random
Waypoint Model. Two motion modes, slow mode and fast mode are usedth@/slow
motion mode, the minimum pause time is set to 100 seconds and maximsertipze is
set to 200 seconds. The minimum motion rate is set to 0.73 m/s andumasipeed is
set to 2.92 m/s (average speed 1.825m/s). With the fast motion modetipmssare set
the same way as in the fast motion mode. The minimum motion rate is set to 5.84 m/s a

maximum speed is set to 23.36 m/s (average speed 17.52m/s).

Various number of Constant Bit Rate (CBR) sessions are creategen random pairs
of mobile nodes. No two sessions share either the source node ortthatidesnode.
Each session is set to transmit ten 64 byte UDP messageseqmrd and to last
throughout the simulation time. Each simulation lasts 450 seconds. taddrdhe first
50 seconds in each simulation is skipped to allow the routing to stabidifae
measurements are started. We repeated each simulation B)ftimeach data point

collected. Error bars are generated with confidence level of 95%.
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AODV uses 30 for the maximum RREQ TTL in ring search. In oudlempntation, we
set the maximum TTL to 10 in the expanding ring searches in tatdasd AODV and

VNAODV.

We evaluated the delivery performance of the protocols simulated tle following

metrics: packet delivery fraction, path length of successidite-end deliveries, end-to-
end delivery delay and network wide traffic overhead for variousstgp@verheads, in
terms of bits per second. For most simulations, we set the netvzerko 240 nodes and

the node mobility to fast motion mode, making it a dense and highly dynamic network.

8.2.1 VNRIP and Base Line Implementation of VNAODV

In this section, | present the simulation result we got witlndial implementation of
VNAODV (for the rest of this chapter, we make modifications edan this
implementation) and our implementation of VNRIP, as described in @hdptHere,
among the VNLayer optimizations, both VNAODV and VNRIP useedele state
synchronization and selective state consistency checks in ortengpdown the state
synchronization overhead and get reasonable performance. The optimizaticlowsagaal
client process to receive DMSGs directly from an immediaighber region (DR) and
the optimization that allows a client process to continue recei®8G even if the
packet is not destined for its region (ER) are also used by both VNAODYV aRdiPVNs
explained in section 6.3.2 , these two simple optimizations can skewe fmrwarding
hops at the end of a forwarding path. However, optimizations suctomg Links,

Directed Broadcast and Powerful Emulator are not used by thesamplementations.
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This version of VNAODV doesn't use any of the application layernapations

introduced in section 6.4 , either.

8.2.1.1 Packet Delivery Fraction (PDF)

Figure 8-9 shows the PDF of successful end-to-end DMSG dekvdar AODV,
VNAODV and VNRIP, with different number of CBR sessions créaéenong the
physical nodes. The plot shows that both VNAODV and VNRIP can outpe#@®@DV
when the number of CBR sessions is low. However, they don't scalelbas AODV,

whose delivery ratio stays roughly the same with more sessions.

Packet Delivery Fraction: Base Line Performance of
VNAODV and VNRIP (700x700, 240 nodes, 11Mbps, fast
1.02 motion)
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Figure 8-9 Packet Delivery Fraction of AODV, VNAODV and VNRIP
VNRIP performs worse than VNAODV. The most important reasahas VNRIP is a

proactive protocol. Its routing overhead is proportional to the n&taipe rather than the
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data traffic load. With a dense network like the one we use, witarsmall number of
sessions, its routing overhead is significant already. Anothsomaa that VNRIP is not
equipped with some of the optimizations VNAODV has. For example, unbecsed
delivery of DMSGs at the last hop is not used for VNRIP. Theeeftire destination
client process has to send route update messages to the last hopagrewfdicit DMSG

acknowledgements.

8.2.1.2 Forwarding Path Length and Forwarding Latency

Figure 8-10 shows the length of forwarding paths created by VAOINRIP and

VNAODYV that are used by successful DMSG deliveries, withousr number of CBR
sessions. We can see, VNAODV and VNRIP both create much longearébing paths
than AODV. This is because the feature in the extended VNLlmageel that allows any
pair of virtual nodes and any client processes to communicatetisused. Long
forwarding paths leads to long forwarding delays and more frequemenyefailures.

Figure 8-11 verifies that the forwarding latencies of VNAOBNnd VNRIP are both
much longer than AODV’s. Here, we can see in terms of the leigdrwarding paths

and packet delivery latency, VNAODV and VNRIP performs roughly the same.

In Figure 8-11, we can also see that AODV’s delivery latesxtyially improves with
greater number of CBR sessions. One reason for this is ttlatmeire sessions, more
routers launch local repair attempts that can help build repaths toward these routers.
Some of these routers can be the destinations of other CBR sefrient the saved
route discoveries, the average delivery latency is shortenedaxiter number of CBR

sessions.
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Forwarding Path Length: Base Line Performance of VNAODV
and VNRIP (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-10 Length of Forwarding Paths Created by AODV, VNRIP and VNAODV

Delivery Latency: Base Line Performance of VNAODV and

VNRIP (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-11 End to End DMSG Delivery Latency of AODV, VNAODYV and VNRIP

183



In addition to the longer forwarding paths created by VNAODV, tleeetwo other
reasons that the end-to-end delivery latencies of the VNAOBVoager than AODV's.
First, the VNLayer delays the incoming messages for a peadd of time so that they
can be sorted using their time stamps. This inserts a delayeay forwarding hop.
Second, at every forwarding hop except the last one, a DMS@addast to the wireless
channel. To reduce collisions, every broadcast message is dblage@ndom period of
time before it is sent out to the channel. This “jitter sendingfirigue inserts another

piece of delay at each hop.

8.2.1.3 Traffic Overhead

The more channel bandwidth a protocol consumes, the more messageanskappen
due to collisions and congestions. It would also affect the operatiotherf protocols in
the network. Therefore, a good MANET protocol should create asttaffec as possible

to get a task done.

The AODV traffic overhead consists of two parts, the data falwgrtraffic and routing
traffic’®. The routing traffic is the only control traffic in AODV. In \AODV, there are 4
types of traffic generated: data forwarding traffic, routiraffic, state synchronization
traffic and leader election traffic. The last three types of tratimpose the control traffic
in VNAODV. Because the state synchronization traffic and deadection traffic are

generated by the VNLayer, we consider them VNLayer traffic ovdrhea

3 Here, we didn't measure the link layer overhead®DV, which can be caused by address resolution
(ARP) and MAC layer data packet acknowledgementisrastransmissions. Therefore, the total trafficche
does not reflect the actual bandwidth use accyratel
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RoutingOverhead: Base Line Performance of VNAODV and
VNRIP(700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-12 Routing Traffic Overheads of AODV, VNAODV and VNRIP

Control Traffic Overhead: Base Line Performance of
VNAODV and VNRIP(700x700, 240 nodes, 11Mbps, fast
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Figure 8-13 Control Traffic Overheads of AODV, VNAODV and VNRIP

Total Overhead: Base Line Performance of VNAODV and
VNRIP(700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-14 Total Traffic Overheads of AODV, VNAODV and VNRIP
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Control Traffic Overhead: Base Line Performance of

VNAODV and VNRIP(700x700, 240 nodes, 11Mbps, fast
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Figure 8-13 and Figure 8-14 compare the routing, control and totdt toaférhead

generated by AODV, VNAODV and VNRIP with various number of CBR sessions

From Figure 8-12, we can see the routing overhead of VNRIP isetlngest due to its
proactive nature. Rather than staying constant, the routing overh&4dRIP goes up
with more CBR sessions. This is because with more CBR sessfensiwumber of
triggered routing updates and on-demand routing updateseases. Among the three
protocols, VNAODV generates the least routing traffic. VNADoutperforms VNRIP
because it is an on-demand routing protocol. As expected, it alsafoutpe AODV due

to the reduced number of entities that have to be involved in the routing operations.

The efficiency of VNAODV’s routing operations doesn’t comeefr&he VNLayer
creates extra control overhead, including the leader electionheagrand state
synchronization overhead. Figure 8-13 shows that the total contriot waerhead of

VNAODV is roughly the same as AODV’s control traffic, whishequal to the routing

" These routing updates are generated as resuM&@®delivery failures.
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overhead. This suggests that the use of VNLayer approach can taducgal control
overhead of a MANET routing protocol, if we can further reduce theelealection
overhead and state synchronization overhead. Since the leademeledtic overhead is
a small and constant valiiéendependent of other operations of the VNLayer and the
operations of specific applications, reducing the state synclatmmzraffic is important

to further reduce the control traffic overhead.

The total traffic generated by each protocol includes the contedfic and data forward
traffic. Figure 8-14 shows that AODV generates the least to¢@lvork traffic. It
outperforms VNAODV because it generates less data forwardafigct This is first
because VNAODV creates longer forwarding paths than the oeesedrby AODV.
Another reason is that a VNLayer header is attached to evei$@forwarded by
VNAODV. This adds an extra 20 bytes of traffic per packetcaBee the size of the
VNLayer header is hard to be made smaller, in order to furtiove the performance

of VNAODYV reducing the forwarding path length is important.

Since VNRIP and VNAODV generate roughly the same amount & fitatvarding
traffic’®, it is easy to understand that VNRIP creates the mostttaffit because its

control traffic is the heaviest.

5 Around 8Kbps for the whole network, the smallestt f control traffic overhead.
8 Not shown in the plot.
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8.2.1.4 Causes of Delivery Failures
In order to improve the performance of VNAODYV, we did a cargiwéstigation on the
causes of end to end DMSG delivery failures in both AODV and URX The AODV

simulation trace reports three causes for DMSG drops, IFQ and NRTE, CBK.

In AODV, when a network-wide route discovery or a local roefgair fails, a router
drops all the DMSGs it has in its sending buffer and link layerfexte queue that are
destined for the unreachable destination. Such drops are reporte® andFNRTE

failures. CBK drops happen when the link layer detects a traagmifailure and the
router decides not to do local route repair for it. Figure 8-15 shioevpercentage of

DMSG delivery failures caused by these three causes withaisiog number of CBR

sessions.
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Figure 8-15 Causes of End to End Delivery Failures in AODV
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From Figure 8-15 we can see less than 10 percent of the delilargdaare due to the
link layer failures during DMSG transmissions. On the other hand, ofidee delivery
failures are due to the failures of route discoveries and loate repairs. This is because
the route discovery and route repair of AODV is done by floodingE®Rnessages to
every physical node in a MANET. When the network is dense, thes#irfg based route

discovery and route repair are subject to frequent failures.

Our trace analyzer can detect the following five causes of DMSG defaitures.

1. Transmission Failure: a DMSG is sent out to the next hop vroutenrdheer is
active but the DMSG is never received.

2. Destination Node Gone: a DMSG is delivered to its destination, Hoet t
destination client process has left its region and didn’t receive the message.

3. No Route: a vrouter received a DMSG sent toward it but never fdedathe
DMSG out.

4. Region Leaderless: there are physical nodes in a region. Howbkee is no
leader present in the region. Therefore, a DMSG sent to the viouter region
couldn’t be forwarded.

5. Region Down: a region is empty when a DMSG is forwarded to it.
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Figure 8-16 Causes of End to End DMSG Delivery Failures in VNAODV
Figure 8-16 shows the percentage of end to end DMSG delivéuyefaicaused by the
five reasons in VNAODV, with various number of CBR sessions. UnlikDX the
leading cause of DMSG delivery failures in VNAODYV routing sngmission failures.
This is mainly due to the use of local broadcast in forwardingB®lin this VNAODV
implementation. Two much smaller fractions of DMSG deliverjufas are caused by
leaderless or empty regions. “Destination Node Gone” causes awetly fraction of
DMSG delivery failures. “No Route” also causes a very spwtlion of DMSG delivery

failures. This suggests that the use of the VNLayer approactygreduced the chance

that a route discovery or a route repair fails.
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The simulation results here show that to improve the performanédA®DV, reducing
the length for forwarding paths, state synchronization overhead si&GEransmission

failures will be most effective.

8.2.2 The Effect of Selective State Synchronizations and
Selective State Consistency Checks

The VNAODYV and VNRIP implementation we evaluated in the lastisn already had
two major VNLayer optimizations adopted. First, the two VNLayaised routing
protocols don't keep the entirety of the vrouter states synchronizegladnsinly the part
of a vrouter’s routing table that is considered hard state gesy@chronized by the
emulator nodes. In addition, a Backup Server doesn’t check evemimganessage
from the local Server node to look for state inconsistencies. Instedy, Server
messages that are generated by a vrouter are checked. Whesgtitnizations allowed
us to greatly reduce the state synchronization overhead and tdy gneptove the

performance of VNAODV and VNRIP.

191



Packet Delivery Fraction: The Effect of Selective State
Synchronization and State Consistency Checks (700x700, 240
nodes, 11Mbps, fast motion)
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Figure 8-17 The Packet Delivery Fraction of VNAODV with selective state
synchronization and selective state synchronization checks disabled

Control Traffic Overhead: The Effect of Selective State
Synchronization and State Consistency Checks (700x700, 240
1600000 nodes, 11Mbps, fast motion)
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Figure 8-18 The control traffic overhead of VNAODV with selective state synctroniz
and selective state synchronization checks disabled
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Packet Delivery Fraction: The Effect of Selective State
Synchronization and State Consistency Checks (700x700, 240
nodes, 11Mbps, fast motion)
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Figure 8-17 and Figure 8-18 shows what happens to the PDF and coiftimbfréhe

base line VNAODV implementation in the last section when tlee dptimizations are
disabled. When the entire routing tables have to be synchronized aackapBServer
have to check all messages from the local Server, the conffil becomes very heavy
due to the larger state sizes and more frequent state synchronizations. A tb@nPDF

drops much faster with increasing number of CBR sessions.

Now, when we let a Backup Server to check only Server messagestsrlocal Server
for state inconsistencies, VNAODV'’s control traffic becomasch lighter and its PDF
curve is much flatter. However, because state synchronizatdhsvolve the entire
application state, VNAODYV in this case still generates nmohe control traffic than the

base line implementation does.
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The two figures also show what happens when state synchronizationg emulator
nodes is completely disabled. We can see that without stathregmation, VNAODV
can actually perform better than the case when the two optiomgaare not used. This
interesting result suggests that for a VNLayer based MANE&iIting application,
keeping routing table synchronized among emulator nodes is not Ictiticghe

performance. At the same time, excessive state synchronization careetfdrmance.

8.2.3 The Effect of Using Long Links

On top of the base line implementation, the next thing we did to improve the performance
of VNAODYV is to try to further reduce the length for the farding paths by using the
Long Links option, which basically allows virtual nodes and client psEsego
communicate with each other as long as they can. Figure 8-2@ sheweffect of using

LL on the length of forwarding paths created by VNAODV.

Without LL, on average, the forwarding paths created by VNAODYV are much longer tha
the forwarding paths created by AODV. With LL, the forwardinghpacreated by
VNAODYV are on average only about half a hop longer than the onescciBaeODV.
Considering the fact that even with LL, at the first hop, a cpemtess still has to deliver

its DMSGs to the local virtual node for routing, often resultingriruanecessary extra
hop in the forwarding path, the paths created by VNAODV with leaready no worse

than the ones created by AODV.

Shortened forwarding paths lead to less data forwardingcirédfver packet collisions

and better PDF. Figure 8-20 verifies that with LL, the PDF of YNDV is greatly
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improved. Now, VNAODV performs no worse than AODV up to 25 CBRisass
Figure 8-19 shows that with LL, the delivery latency of VNAODYV i®ajseatly reduced
as a result of the shortened forwarding paths. Finally, Figure 8-22 shdwstthaL, the
total amount of traffic generated by VNAODV is also reducElis is because the
shortened forwarding paths reduce both the data forwarding traffithe routing traffic

due to less frequent forwarding failures.

Forwarding Path Length: The Effect of Long Links (700x700,
240 nodes, 11Mbps, fast motion)
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Figure 8-19 The Effect of Using Long Links on the Forwarding Path Length of VNAODV
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Packet Delivery Fraction: The Effect of Long Links (700x700,
240 nodes, 11Mbps, fast motion)
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Figure 8-20 The Effect of using Long Links on VNAODV's PDF

Delivery Latency: The Effect of Long Links (700x700,

240 nodes, 11Mbps, fast motion)
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Figure 8-21 The Effect of using Long Links on the Delivery Latency of VNAODV
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Total Overhead: The Effect of Long Links (700x700, 240
nodes, 11Mbps, fast motion)
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Figure 8-22 The Effect of using Long Links on the Total Traffic Overhead of VNAODV
8.2.4 The Effect of Using Directed Broadcast
Now we have improved the performance of VNAODV by reducing thee stat
synchronization overhead and forwarding path length. The third magmtidm we took
on to improve the performance of VNAODV is to reduce the transomigsilures at the
link layer. Based on the observation that the local broadcast blasadransmission
causes the majority of packet delivery failures the capa&silpprovided by the extended
link layer model, we designed the optimization that uses DaeBteadcast for data
transmissions. With Directed Broadcast, a unicast destination address ie trs@smit a
packet whenever the leader of the next hop region is known or théno@xs a client

process.
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Packet Delivery Fraction: The Effect of Directed
Broadcast (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-23 The Effect of using Directed Broadcast on the PDF of VNAODV

Figure 8-23 shows the effect of using Directed Broadcast on tojheofbase line
VNAODYV implementation optimized with the LL option. The use of DieecBroadcast”
for data transmissions drastically improved the PDF of VNACA& turned the PDF
curve flat. Since the use of Directed Broadcast is just ardiff way of transmitting
packets at the link layer, it doesn’t increase or reduce theedgliatency and traffic

overhead’. This is verified by our simulation results.

Further investigations show that with Directed Broadcast used, thenpage of DMSG
delivery failures caused by data transmission failures drofspadabout 84% to about

60%, on average. This indicates that although data transmissioe faiktill the leading

" Extra traffic is generated by the link layer farcet acknowledgements. Not measured in simulations
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cause of DMSG delivery failures, the number of such failuredbbas greatly reduced

due to the use of Directed Broadcast.

Now we have a version of VNLayer based routing protocol tharlgleutperforms
AODV. However, this comes at the cost of requiring every physiode in a MANET to
support promiscuous mode and a more complicated VNLayer implementadionan

keep track of the address of region leaders.

8.2.5 Route Stability Brought by the VNLayer Approach

Since VNAODYV is a clustering based routing protocol, it is gasynderstand that it
performs better than AODV because the number of entities thattbidee involved in

routing is reduced. However, on top of that, we also expected theiNth&yer approach
can improve the performance of applications with a stable topology avirbug nodes

(cluster heads) due to its fixed region settings. In this sesti@riind out whether this is

the case for VNAODV.

For a routing application, a stable topology among vrouters traastab more reliable
forwarding paths. In this research, we use the number of route dies/done by each
protocol to infer the reliability of forwarding paths created AQDV and VNAODV.

Because each route discovery could involve a large number of rowergant the

number of network-wide route discoveries to be as small as possible.

8 This includes local route repairs but doesn’tuidel the 1 hop Local Connectivity Checks in VNAODV.
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Route Stability: The Effect of Long Links and Directed

Broadcast (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-24 Route Discoveries/Repairs done by AODV and VNAODV

Number of Route Discoveries

Figure 8-24 shows the route discoveries and local route repairskgyoA®©DV and
VNAODYV with various number of CBR sessions. A separate curdeaisn for the three
major versions of VNAODV we have seen so far. We can seembiaiut using Long
Links and Directed Broadcast, VNAODV performs much smaller nunaberoute
discoveries than AODV at every data point, suggesting that the ftinggpaths created

by this version of VNAODYV breaks less frequently than the ones create@DyA

As expected, the use of Long Links made the forwarding pathstisie because long
links are not as reliable as the links created between imtaedaghbor regions. The use
of Directed Broadcast reduces the number of route discoveriesisTios because using

DB improves the reliability of forwarding paths. It is becau3B reduces data
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transmission failures and in turn reduces the chance that a lialséty determined as

broken as a result of unacknowledfedhta transmissions.

8.2.5.1 CBR Sessions with Static Endpoints

In the simulations we have presented so far, the endpoints in B&tls€Ssion are set to
move at randoffl. Therefore, when either the source client process or the distina
client process leaves one region, VNAODV may have to do a repi&r or even a
network wide route discovery. To further verify that the VNLaygpraach can indeed
improve the stability of forwarding paths, we repeated the stiont above with
modified CBR sessions such that the source and destination clieesgescfor each

CBR session stays at the same geographical location throughout a simulation.

9 Either explicitly or implicitly.
8 Using the random waypoint model.
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Packet Delivery Fraction: AODV vs. VNAODV with static
endpoints (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-25 PDF of AODV and VNAODYV with Static Endpoints in CBR sessions

Route Stability: AODV vs. VNAODV with static end
points(700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-26 Route Stability of AODV & VNAODV with Static Endpoints in CBRBess
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In this case, the forwarding paths created by VNAODV apeeted to be much more
stable than the ones created by AODV. This is because a fongapdith used by
VNAODYV for a CBR sessions is a sequence of vrouters indmivwhe static source and
destination client processes. As long as this sequence of vretdgss up. The same
forwarding path can be used in face of mobility of the physical nedadating the
vrouters. On the other hand, in AODV, the mobility of any router éonaarding path

can lead to a route repair or a network-wide route discovery.

Figure 8-25 shows that the PDF of AODV and VNAODV both improveen the
endpoints of the CBR sessions are changed from mobile to statice Big26 shows that
in the static endpoints cases, the advantage VNAODYV has over AfDDVute stability

is much greater than the original cases with mobile endpoints. This verfi@stuition.

8.2.6 The Value of State Replication

An important capability provided by the VNLayer is state rgpion. As we have
discussed, state replication allows a virtual node to maintain persisteichipplstate in
face of node mobility. However, this comes at the cost of extra control overheadvé/e
already shown in section 8.2.2 that doing no state synchronizatitinraVdlAODV is
better than synchronizing the entire application state and check b Server
message for state inconsistencies. However, in the case wdtab@tsynchronization,
there are still Backup Servers in each region that handlesatpph messages using and
updating their own copy of the application state. This is stitirenfof state replication.
Now, the question is, to what extent do we need to rely on staieatem? What

happens if we don’t use Backup Servers at all?
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In addition, there are two subtypes of state synchronizations. X-SXNC happens
when a physical node move into a different region and becomes a Baekugy.
MSG-SYNCs happens when state consistency checks on incominggesesidects a
state inconsistency. Intuitively, a MOV-SYNC is more importédmin a MSG-SYC
because a Backup Server newly arrived at a region relies on@GeSANC to get a
copy of the application state. On the hand, MSG-SYNCs are agetdh up the state of
Backup Server. The question is, can we turn off MSG-SYNC so thatawefurther

reduce the state synchronization overhead.

Figure 8-27 and Figure 8-28 show the PDF and route stability of A0V
implementatiof" when state replication is completely turned off, when MSG-SYNC is

turned off or when there is not state synchronization.

It is hard to tell whether turning off just MSG-SYNC hurtheit the PDF or route
stability, because the curves for the two cases cross eachTdilseis because each time
a physical node moves into a new region and becomes a Backup $ecaer,still
receive a copy of the Server’s state with a MOV-SYNC.kBpcServers still process
incoming messages and update their state except that they dak'tncessages from the
Server for state inconsistencies. In addition, with MSG-SYNCs didatile reduction on
state synchronization traffic reduces transmission failuneshelps improve the packet

delivery fraction.

8. This version of VNAODYV is the base line implemdita with the long link option used.
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Packet Delivery Fraction: The Effect of State Replication
(700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-27 PDF of VNAODV with Different State Sync Modes

Route Stability: The Effect of State Replication(700x700,
240 nodes, 11Mbps, fast motion)
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Figure 8-28 Route Stability of VNAODV with Different State Sync Modes
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Turning off both MSG-SYNC and MOV-SYNC saves all state synulzadion traffic.

However, from the figures we can see this clearly hurts tHe &1d route stability. This
is because each time a physical node enters a region and bedmockup Server; it
doesn’'t get any part of the application state from the Serveenwhe Backup Server
becomes the Server of the region, it may not have a route for@@amd extra routing

operations have to be done.

Turning off state replication completely hurts the PDF and raaliability the most. In
this case, Backup Server nodes ignore every incoming applicaticagee£very time
the Server node of a region leaves, a session using the regidoragsrding hop has to
fix its route by either local route repairs or network-widate discoveries. Therefore, a

lot more route discoveries are needed in this case.

However, even in the last case, the PDF of VNAODV i¢ stit much worse than the
first case. This shows that state replication is not critical to the penfmerof VNAODYV,
which is designed to be resilient to route changes. As we have ssRIGIng
transmission failures caused by heavy control traffic overHead,forwarding paths and

local broadcast matters more to the performance of VNAODV.

8.2.7 Effect of other Optimizations at the VNLayer
8.2.7.1 The Powerful Emulator Option

As explained in section 0, the Powerful Emulator option can be used A®ODN to
further shorten the forwarding paths by allowing an emulator nodeéngoa client

process to work as a router independently.
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Figure 8-29 and Figure 8-30 and Figure 8-31 show what happens t®Hhewerage
forwarding path length and delivery latency of VNAOBWhen the Powerful Emulator
(PC) option is used. To see the effect of shortened forwarding paths, the figoreksaw
another curve for the VNAODYV implementation with only the DieecBroadcast option
used. We can see with PC used, the PDF curve becomes evenTiatas because in
this 8 by 8 region network, saving 1 forwarding hop can cut down tleefdatarding
traffic overhead a lot. With lower traffic overhead and feveewarding hops, the chance

that transmission failure happens is lower.

With PC, a client process no longer has to communicate witlo¢héserver for routing

service. From Figure 8-30, we can see that the average lengtk phths created by
VNAODYV is even shorter than the paths created by AODV. Thigrobably due to the
better stability of the forwarding paths created by VNAODVWhcE the average
forwarding path was only about 3 hops, with almost one extra hop saved ogeavta

can save us one third of the data forwarding traffic.

82 An implementation that is equipped with both tleng Link (LL) and Directed Broadcast(DB) options.
This is also the implementation that gives us & performance so far.
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Packet Delivery Fraction: The Effect of the Poweful Client
Option (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-29 The Effect of Using the Powerful Emulator Option on the PDF of VNAODV

Forwarding Path Length: The Effect of the Powerful Client
Option (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-30 The Effect of Using the PC on the forwarding path length of VNAODV
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Delivery Latency: The Effect of the Powerful Client Option
(700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-31 The Effect of Using the PC Option on the delivery latency of VNAODV
With forwarding paths shortened by PC, the end to end delivenclatd VNAODV is
even lower. Now, with small number of CBR sessions, the delivasgdgitof VNAODV
can be shorter than AODV. However, since VNAODYV introduces the aodaring delay
and can’t take advantage of reverse routes learned from other rexdeeties to shorten
route set up times. When there are 5 CBR sessions or more, litreryd&atency of

VNAODV is still longer than AODV’s.

Another thing we can see here is that the DB option by itselbdag most part of the
improvement on the PDF VNAODV. On top of that, adding the Long Link option
shortens the forwarding paths and forwarding delay, but not much on theoPDF

VNAODW.
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8.2.7.2 Control Over the Number of Emulator Nodes in a Region
When a MANET is dense, using every physical node as an emulaterisianot only
unnecessary but also costly because the more Backup Serversstheee region, the
more state synchronizations will be needed. As introduced iroset@.5 , our VNLayer
implementation can adjust the number of Backup Servers in a réegiamanging a
threshold value, which controls the chance a non-leader node sktastpeire client.
When the threshold is set to 1000, every non-leader node becomes a Backap
When the threshold is set to 0, there will be no Backup ServerseRBgB2 and Figure
8-33 show the effect of using different thresholds on the PDF andotonirhead of
VNAODV. The VNAODV implementation here is equipped with both theeBted

Broadcast option and the long link option.

From the figures, we can see with threshold 750 is used, the cowedhead of
VNAODYV is much lower than the case with threshold 1000 (all non-leadecome
Backup Servers). This is due to the number of state synchronizatssages is reduced
when the number of Backup Servers is reduced. With the reduced coritigl wa can

see the PDF of VNAODYV is also better than the case with threshold 1000.

However, when we further reduce the threshold to 500, the control oslegicazally

goes up a little. This is because with fewer Backup Nodes, the nahbgnc messages
actually increases a little due to the reduced state congistemang emulator nodes. In
this case, the PDF of VNAODV is still good, though. When thestiolel is reduced to
250, VNAODV performs worse both in terms of PDF. This is becé&wese is not enough

Backup Servers in the regions anymore and routes break more frequently.
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Packet Delivery Fraction with Different Number of Backup
Servers (700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-32 The Effect of Reducing the Number of Backup Servers in a region on the
PDF of VNAODV

Control Traffic Overhead with Different Number of Backup
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Figure 8-33 The Effect of Reducing the Number of Backup Servers in a region on the
Control Overhead of VNAODV
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8.2.8 The Effect of Application Layer Optimizations
8.2.8.1 Local Recovery

As we have pointed out, data transmission failures at the lirk laythe lead cause of
end to end DMSG delivery failures. Local Recovery is an option vseguked at the

application layer of VNAODV to reduce the impact of transmissfailures on the

performance of VNAODV. Therefore, Local Recovery and Dirt&eoadcast serve the
same purpose. However, they are used under different situationsteDiroadcast can
be used when the address of the recipient of a packet is knownhamdpromiscuous

mode can be used on all physical nodes. When either condition caatisfeed®, Local

Recovery can be used to recover DMSGs that are suspected of being lost.

Figure 8-34 and Figure 8-35 compares the impact of Local Recoverpiaected
Broadcast on the PDF and control overhead of VNAODV. Here, the MDAO
implementation uses the Long Links option. From the plots, we cansseg DB by
itself does a better job than using LR itself on both paraméibis.is because LR can
only recover a portion of the DMSGs lost and doing so comes with usaeges

retransmissions of DMSGs that are falsely determined as being lost.

When both DB and LR are us&d our simulation results showed that VNAODV
performs at little better than the case when only DB is usetlially, LR can also be
implemented at the VNLayer for packets that can't be ded/dsy DB. This way,

applications don’t have to do Local Recovery for application messages anymore.

8 One example is that when the address of a nextégipn’s leader is unknown, local broadcast hdseto
used. In this case, LR can be used to reduce tiasiom failures.
8 LR only works on DMSGs that are sent by local iazst.
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Packet Delivery Fraction: The Effect of Directed Broadcast
and Local Recovery (700x700, 240 nodes, 11Mbps, fast

motion)
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Figure 8-34 The Effect of Directed Broadcast and Local Recovery on the PDF of
VNAODV

Control Traffic Overhead: The Effect of Directed
Broadcast and Local Recovery (700x700, 240 nodes,
11Mbps, fast motion)
120000
—e—AODV
100000 —f —#—VNAODV+LL
VNAODV+LL+DB

m ——VNAODV+LL+LR
880000
]
©
S
£60000
>
()
L
%40000
=

20000

0
1 5 10 15 20 25
Number of CBR Sessions

Figure 8-35 The Effect of Directed Broadcast and Local Recovery on control overhead of
VNAODV
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8.2.8.2 Route Correction by Destination

Route Correction (RC) is a simple optimization we did at the egtpin layer of
VNAODYV so that when a client process receives a DMSG desfiimetbut not destined
for its region, it sends out an RREP message reminding nearbters about its current
location. With route correction, we expect VNAODV to respond to rtiability of
destination client process better. Figure 8-36, Figure 8-37 and Figursl&®&&he effect
of Route Correction on the PDF, route stability and control overhead ADIN. Here,
the VNAODYV implementation is equipped with both DB and LL. Frompluts, we can
see that RC doesn’t improve the PDF (it is already very gaades reduce the number

of route discoveries that have to be done and it also reduces the delivery latency.

Packet Delivery Fraction: The Effect of Route Correction at the
Last Hop(700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-36 The Effect of Route Correction on the PDF of VNAODV
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Route Stability: The Effect of Route Correction at the

Last Hop (700x700, 240 nodes, 11Mbps, fast motion)
400

-
350 —#—VNAODV+LL+DB+RC

300 Al
——VNAODV+LL+DB T//
250

200
150 /
100

50

Number of Route Discoveries

3 4
Number of CBR Sessions

Figure 8-37 The Effect of Route Correction on the route stability of VNAODV

Delivery Latency: The Effect of Route Correction at the Last
Hop(700x700, 240 nodes, 11Mbps, fast motion)
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Figure 8-38 The Effect of Route Correction on the delivery latency of VNAODV
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8.2.9 Different Node Motion Rates and Different Node Densities
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Figure 8-39 The PDF of VNAODV with different node densities and node motion rates

Figure 8-39 compares the delivery ratio of VNAODV and AODV wdifferent node
densities and node motion rates (fast mode and slow mode) with 15€&8BRns. With
increased network density, each route discovery in AODV involvesidreBooding
more RREQ messages, resulting in more frequent discoveryeilliherefore, its PDF
drops fast. With low network density, VNAODV doesn’'t much advantage o@GHD\A
We can see it performs even a little worse due to the latlackup servers and more
frequent virtual node failures. As the network gets denser, VNAODYV outperfo@ms/A
more and more because the number of vrouters in the network is bounidednoynber

of regions. This verifies that VNAODYV scales better than AODV.
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As expected, AODV and VNAODYV perform better with slower node motion rateste-ig
8 shows that VNAODYV is less sensitive to mobility rate iaseethan AODV, due to the

more stable forwarding paths created by VNAODV.

8.2.10 Different Network Sizes

The network size we used in the simulations so far is 700m x 7001wt vghguite small.
On average, a data packet delivery only takes a little over 2 hogpsrthier validate the
results, we run the simulations on a large network with more enoloities. Now, the
network covers a 1050m x 1050m area and contains 500 physical nodestwidn e
split into 12 by 12 square regions. The node density of this netwookighly the same
as the small 8 by 8 region network we used before. The fast nmatide is used for
node mobility. Here, each simulation runs for 200 seconds. For each datanmostill

repeat the simulation 5 times.

Figure 8-40 and Figure 8-41 show the PDF and route stability o\A&@l VNAODV
equipped with various optimizations. The trend of the curves matchesheitbnes we
got before with the small network setting. When both Directedd®ast and Long Links
are used by VNAODV, we got the best PDF. In addition, comparddthét curves we
got with the small network VNAODYV outperforms AODV even more. Tikibecause
AODV routing here involves even more physical nodes. On route stabNMAODV

using Directed Broadcast but not using Long Links again creates the nhdstrstdes.
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Figure 8-40 The PDF of AODV and VNAODYV in a large network setting
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Figure 8-41 The Route Stability of AODV and VNAODV in a large network setting
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Figure 8-42 and Figure 8-43 show the delivery latency and control odediesODV
and VNAODYV equipped with various optimizations. Unlike what happensthismall
network setup, the delivery latency of AODV increases withem@BR sessions. This
might be because with the much heavier routing traffic overheadptite discovery
time gets longer and longer with more CBR sessions. Now, wes@arwhen both
Directed Broadcast and Long Links are used, the deliveryckatehVNAODV is the
best and is about the same as AODV’s. This verifies that walgar network, using the

Long Links options brings greater benefit on delivery latency.

Figure 8-43 shows that with DB used, the control overhead of VNAGLKea best. On
top of that, with LL used, the control overhead doesn’t improve alththegforwarding
paths are shortened. Finally, as before, the total traffiheaergenerated by VNAODV

is still heavier than AODV'’s total traffic, even with both DB and LL used.

Delivery Latency: The Effect of Directed Broadcast and
Long Links(1050x1050, 500 nodes, 11Mbps, fast motion)
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Figure 8-42 The Delivery Latency of AODV and VNAODV in a large network setting
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Control Traffic Overhead: The Effect of Directed Broadcast
and Long Links(1050x1050, 500 nodes, 11Mbps, fast motion)
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Figure 8-43 The Control Overhead of AODV and VNAODV in a large network setting
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Figure 8-44 The Total Traffic Overhead of AODV and VNAODYV in a large network
setting
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8.2.11 Different Region Setups

In the large network setting we used last section, following theitien in the VNLayer
model, the network was divided into 12x12 regions. However, the pericema
improvement brought by the Long Links option suggests that the regiorns lveidet
larger for routing applications. To test the impact of the siz¢he regions on the
performance of VNAODYV, we repeated the simulations with thevordt divided into
6x6 regions and 8x8 regions. Here, this version of VNAODYV is equipptdoptions

such as Long Links, Local Recovery and Powerful Emulator.

Packet Delivery Fraction: The Effect of Different Region
Setups(1050x1050, 500 nodes, 11Mbps, fast motion)
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Figure 8-45 The PDF of AODV and VNAODV with different region setups
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Packet Delivery Fraction: The Effect of Different Region
Setups(1050x1050, 500 nodes, 11Mbps, fast motion)
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Figure 8-45 shows the data packet delivery ratio of AODV and®DNV with different
region setups. We can see VNAODV still outperforms AODV underegion setups.
Reducing the region setting from 12x12 regions to 8x8 regions doesnthbuPDF of
VNAODV. This is because reducing the total number of regionsreduce the number
of vrouters in the network and reduce the number of flooded RREQ raesstmvever,
if we further reduce the number of regions to 6x6 regions, the delperformance
drops. This is because the regions are too large and the links hatweders are too
unstable and sometimes a vrouter may even not be able to reactoatey around it.
This result verifies that for routing applications, using largagions won't hurt the

delivery performance.
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Figure 8-46 and Figure 8-47 compare the forwarding paths lengithedindry latency of
AODV and VNAODV. When the network is divided into 12x12 regions or &dgons
VNAODYV creates shorter forwarding paths and causes less ftingadlelay than AODV
does, due to the use of the Powerful Emulator option. However, due toetloé usng
Links, using large regions didn’t affect the forwarding pathgte much. When the
network is divided into 6x6 regions, VNAODV creates longer forwaydpaths than

AODV and causes longer forwarding delay. VNAODV no longer outperforms\AOD

From Figure 8-48, we can see using an 8x8 region setup rathehéhatahdard 12x12
region setup produces the least total network traffic. Dividing theank into 6x6
region, causes more network traffic. The simulation resultlignsiection suggests that
when state synchronization among emulator nodes is not importantgertbemance of
an application, larger regions can be used to improve the perfoena a VNLayer

based application by reducing the number of virtual nodes in a network.
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Forwarding Path Length: The Effect of Different
Region Setups (1050x1050, 500 nodes, 11Mbps,

5 Y S s AY
11 TMotomn)

c 4
73
c
3
< 3
[
o
o0
£ 2
= —e—AODV
H —@— VNAODV 12x12 regions
o 1 VNAODYV 8x8 regions
—— VNAODV 6x6 regions
0
1 5 Numb¥? of CBR $6ssions 20 25

Figure 8-46 Forwarding Path Length of AODV and VNAODYV with different region setups
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Figure 8-47 Delivery Latency of AODV and VNAODV with different region setups
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Figure 8-48 Total Traffic Overhead of AODV and VNAODV with different region setups
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8.2.12 Summary
In this section, | summarize what is learned through the atroal study on VNLayer

based MANET routing.

Through extensive simulations, it is shown that our VNLayer basadtive routing
protocol, VNAODYV, can outperform the standard AODV, due to the betteting
efficiency and reliability brought by the VNLayer approach.sThias achieved with
optimizations using the using the extended VNLayer model. Amonggtmizations,
selective state synchronization and selective state consistbecks reduced the state
synchronization overhead. Allowing any client processes and virtual ntmles
communicate with each other reduced the forwarding path lengthedntb Ishorted
delivery latency. Finally, using Directed Broadcast for datamsmissions drastically

reduced the frequency of transmission failures.

We verified that the VNLayer based AODV routing protocol eanore stable routes
than the ones created by AODV. We also showed that state replication igicaittorthe
performance of VNAODV. This is possibly the reason why we coellax the limits in

the basic VNLayer model.

We also investigated the effect of a few optimizations atviNeayer and application
layer on the performance of VNAODV. It is shown that the Powerful Emulator option ca
further reduce the length of forwarding paths create by VNXQDis also shown that

by reducing the number of Backup Servers and cutting down unnecessargl

overhead, the performance of VNAODV can be improved when a netwalknise
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enough. The local recovery options can be used as an alternative veslyice delivery
failures caused by link layer transmission failures. The Routee€tion option can

slightly improve reliability of the routes created by VNAODV.
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CHAPTER 9. Conclusions and Future Works

This dissertation presents a series of simulation studies on theingNLayer approach
to implement efficient and reliable applications in MANET. Thganaontributions of

this dissertation are:

e Adiscrete-event based simulator, VNSIim, that runs on top of n$2WB&h can
efficiently simulate a VNLayer based network of up to a few heshghysical

nodes.

e I|dentification of a number of performance limitations in the lialyer and
VNLayer models (presented in section 3.1 ) used in the original ay8iL

simulations[36].

e Extension of the VNLayer model to address the limitations. Trasedation
verified that the VNLayer approach can be used to adapt wirplo@cols to

MANET and to improve the reliability and efficiency of MANET protocols.

In this chapter, | first present on the simulation results. Then, | présehittire works.

9.1 Simulation Results
VNSIim is an efficient ns-2 based simulator for VNLayer appilices, developed for this
study of MANET address allocation and routing protocols. With VNSimgus simple

VNLayer based MANET address allocation protocol, VNDHCP, we Jadiahe
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intuition that the VNLayer approach can be used to adapt wirelinecotstto MANET.
Simulations were done for a small network of 16 regions with 40 tonidiflle nodes
and a larger network of 64 regions with 160 mobile nodes, with rateotbn for the
mobile nodes varying from quite slow to quite fast. The simulatioimsved that

VNDHCP performs well and the VNLayer layer overhead is small.

Simulation studies are also presented for VNAODV, a VNLayeedasuting protocol
adapted from the standard AODV. With this work, we discovered promatmshe basic
VNLayer model. These problems hurt the routing performance badlyadkle the
problems, we created a link layer model that reflects the prep@ftthe MANET more

accurately. We also extended the VNLayer model to relax some &trihe VNLayer.

Based on the new models, we applied three major VNLayer optiorigain our

VNLayer implementation:

e By doing selective state synchronization and selective consystemecks on
incoming messages, the state synchronization traffic overhead gneatly

reduced. This in turn leads to fewer collisions and message losses.

e By allowing long links to be used at the VNLayer, the length/NAODV'’s
forwarding paths and the average delivery latency of VNAODVewgreatly

reduced. Shortened forwarding paths also lead to fewer message losses.
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e The replacement of local broadcast with Directed Broadcadatantransmission
reduces message losses. This optimization brought the biggest imprdven

packet delivery fraction.

Simulation results also showed that VNAODV generates muchideiag overhead due
to the reduced number of entities that have to be involved in route eigEn\t is also
shown the routes created by VNAODV breaks less frequentlyiadtiee stability of the
links between virtual nodes. As a result, VNAODYV is able to @digpm AODV in terms
of packet delivery percentage, routing overhead and route reliaHitityever, the use of
the VNLayer approach does introduce extra traffic overhead (dextr® packet header

and extra forwarding at the first hop) and extra packet processing delay.

This work also validated the intuition that the VNLayer approach, gereralized
programming abstraction that hides the complexity of clustendgstate replication, can
be used to simplify software development and to quickly adapt wirptmtecols to the
MANET environment. VNRIP, a simple version of RIP built over the ‘jtr, was

developed very quickly and shown to perform quite well.

This work also led to other VNLayer implementation optimizatidfa. example, the
leader election mechanism was modified to reduce multi-leagarshegions, to shorten
leader switching delay, to provide more stability in the regiaddes, and to reduce the
chance that out-of-sync nodes become leaders. New function modutkesigieed in the
VNLayer to keep track of the activeness of neighbor regionsletiders of neighbor

regions and the whereabouts about physical nodes in the neighborhood., Bmally
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VNLayer implementation can also adjust the number of Backupe®em a region so
that in a dense network, not every physical node has to emulat&rttred node in its
region. It is shown in simulations that these optimizations can gk tasenprove the

performance of VNLayer based applications.

9.2 Future works

9.2.1 Applying Insights gained on the Implementation of Cluster-
based MANET Protocols

This research provided significant insights on how to implementeclbsised MANET
protocols with state replication capabilities. More work candbae to apply such
insights to other cluster based MANET protocols. In this sectionynmingrize the

important points we learned through the simulation study.

9.2.1.1 On Reducing Control Traffic Overhead

Clustering and state replication improve the efficiency and bibtia of MANET
protocols. However, they both come with their control overhead. In theatiorutesults
with VNLayer based routing, the majority of DMSG (data megs¥alelivery failures are
caused by transmission failures at the link layer. Reducingagesoverhead always
resulted in better delivery performance. To get better performans important to keep

the control overhead on clustering and state synchronization as low as possible.

9.2.1.1.1 Clustering Message Overhead
The clustering overhead is determined by the cluster settthgn@de mobility. It is not
affected by the kinds of applications using the clustering sch@vhen clusters are

maintained through leader elections, the clustering overhead cadlbeed by careful
230



adjustment on the periodic leadership claim message (in our imphkantthe
Heartbeat messages) and how many non-leaders shall participde rejection of a

leadership request.

In our implementation, with the use of the explicit LeaderLefésage, we were able to
reduce the frequency of Heartbeats from once per second to oncevepaedonds

without affecting the performance of the applications.

In response to a leader request, if more non-leaders can semgettimm message, the
chance of having duplicate leadership in a region is lower. Howtheeteader election
overhead is also higher. This could become a problem with a denserlaelw our
implementation, in order to reduce the leader election overhead, wallmw the leader

to reject a leader request.

9.2.1.1.2 State Synchronization Message Overhead

The state synchronization message overhead depends on the statel sk number of
state synchronizations needed. Without proper control, this part ofaffie tverhead
can easily overwhelm the network. The following general approacede used to
reduce the state synchronization traffic overhead when stagtighronized state is not

critical to the correctness of an application.

First, we distinguishedhard state and soft state in the extended VNLayer model and
allow an application to do state synchronization only on hard statgefised in section

3.4.4 ,Hard state is the virtual node state that is critical to the correctaim of an
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application.Soft state is the virtual node state that is non-critical to the cowperation

of an application.

It is the application developer’s job to determine which part ofiegdmn state is hard
state and which part is soft state. For example, in VNAODVpnlg synchronize the
destination sequence number, next hop and metric of valid routingselécause these

are considered hard state.

Second, we put an upper bound on state synchronization traffic overhéauitibg the

frequency of state synchronizations done by a leader.

Third, we allow non-leaders to synchronize their state with stgtechronization
messages directed to other non-leaders. When state inconsisteiatgcted by a non-
leader, it is likely that many non-leaders in the samearusted a state synchronization
too. To reduce the number of synchronization requests, non-leadersecanrarsdom
backoff mechanism when sending their requests. In addition, when-leadsr hears
another synchronization request, it cancels its own request. To b® alol¢his, each no-
leader synchronizes its state to the state sent in any syidtion response from the

leader of its region.

Fourth, using the state inferencing option, non-leaders can use odedpgaication
messages from the leader node to update their state to reduwethéor explicit state
synchronization. As explained in section 3.4.9 , this is an optimizatithe atpplication

layer that would break the abstraction, though.
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Fifth, a non-leader can use only relevant messages from ther leadheck for state
inconsistency. This would reduce the number of unnecessary state syretioosi
triggered by message losses. For example, in VNDHCP, we didrstate consistency
checks with Forwarded Server messages because they have nothdiogwith the

application state (the address allocation status).

9.2.1.1.3 Reduction on Periodic Hello messages

Many MANET applications require mobile nodes to use periodic Hell&KempAlive
messages to maintain a list of direct neighbors. This kind of gesseerhead is
proportional to the total number of nodes in a network and is not desfabMIANET
applications. To reduce the frequency of Hello messages, a cigstaieme can be
implemented to provide coordinated tracking of the presence of neighbors. Oay&MNL
implementation is able to track the activity each neighbotrégting every incoming
message a Hello message. When a node is silent over a long penod,dhe VNLayer
sends out a Hello message. Each time a Hello messageeigad; the VNLayer sends a
Hello event to the application layer. This way, the number of He#esages needed by

an application is reduced.

9.2.1.2 On Reducing Transmission Failures

Local broadcast is a simple way to send a packet to multiplsigathynodes nearby.
However, data transmissions by local broadcast are not eeliatd to the lack of link
layer support on address resolution, RTC-CTS based channel tesgraad data packet
acknowledgements and retransmissions. It was the main reascouwkiNLayer based

routing protocols didn’t scale well initially.
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When promiscuous mode is available on every physical node, Directedidast, as
defined here, can be used for data transmission when the destisadi@mgle physical

node or when the destination is a cluster whose leader’s address is known.

For packets that have to be sent by local broadcast, sincekHayer doesn't provide
data acknowledgement and retransmission, a custom designed lovalryamechanism
can be used together with passive data acknowledgement to ddtefeillires quickly
and reduce transmission failures. The local recovery mechargsth by VNAODV in
this thesis, as described in section 6.4.1 , is shown to be able tty grgarove the

packet delivery fraction.

9.2.1.3 On Shortening Forwarding Paths

Clustering may affect the optimality of forwarding paths created by arcapph when a

physical node is allowed to communicate with its cluster headaniyhen inter-cluster
communications are limited to clusters next to each other. Oufation results showed
that when the major goal is to get more messages delivered acrossvibx mather than

maintaining consistent state within each cluster, it is desitalhllow a physical node to
communicate with any cluster head directly and allow any twstets to communicate

with each other directly.

9.2.1.4 On Better Leader Election
A clustering scheme should be engineered so that duplicate lepdeappens rarely,
leadership switches don’t happen too frequently, and leadership s\gitcan be done

quickly. In our VNLayer implementation, optimizations are done to aehilkgse goals.
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This section presents optimizations that can be used by anyriclgsteheme to improve

its leader election mechanism.

9.2.1.4.1 Dealing with Multi-leadership

Multi-leadership happens when the channel is lossy. Multi-leaderahipause problems
such as duplicate message forwarding, heavy traffic overhead, angbtels state
synchronization. While reducing traffic overhead can allevidis problem, quick
resolution of multi-leadership is also important. One simple solugida let the leader
that got its leadership earliest force the other leaders we gp their leadership
immediately. Another solution we used is to delay new nodes in i@rclaager before it
can claim its leadership, so that it chance it hears @delebeartbeat message or a

LeaderReply message is greater.

9.2.1.4.2 Quick Cluster Leadership Switching

If a region remains leaderless for a long period of tintgelaumber of messages could
be dropped. Hence, there is a need to make leadership switchingldg gaipossible.
The addition of the LeaderLeft message to the leader electiomamem greatly
improved the performance of VNLayer based applications. In a clhased protocol, if

possible, a cluster leader should inform its original cluster when it |dagetuster.

9.2.1.4.3 Stabilizing Cluster Leadership

Frequently switching leaders causes more state synchiongand more packet drops.
Hence we want the leader elected for a region to last longeoutnVNLayer

implementation, in a leader election, nodes moving slower are gigkarhprecedence in
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the contest for leadership so that the resulting leadership could be moze Biadothieve
this, we use different leadership claim waiting times for nodesing with different
speeds. The faster a node is moving, the longer the node has tmefoadt it can sends

out its leader election request.

9.2.1.5 Reducing the Impact of Virtual Node Resets

As we have seen, for VNDHCP, VNAODV and VNRIP, special snees have to be
designed to deal with problems that can arise when a virtual node sebyabtost its
state. In VNDHCP, each time a virtual node reboots, in ordereteent duplicate address
allocation, we let the virtual node wait a full lease time before it dacahé addresses. In
VNAODYV, when the vrouter in a region reboots, in order to preapd, it sends out an
RERR message so that no other vrouters use it as the next hop.RIPMke let a
rebooted vrouter send out a Request message to request routingrteblgs heighbors,

this message also informs the neighbors not to use it as the next hop anymore.

It would be desirable to develop a generalized way to deal witlal/inode resets. For
example, a VNLayer message can be sent to neighbor regions whenah node is
restarted so that neighboring regions can take any actionsag@ui loss of a neighbor’s
state. This way, no additional protocol message type needs to lmmedesat the
application layer. What an application would need to do would be to impteame

interface function that handles neighbor server failures.
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9.2.2 More Works on VNRIP

VNRIP demonstrated its potential as a MANET routing protocol wehsonable
performance. A reason that VNRIP didn’t perform as welVBBAODV was because
VNLayer optimizations such as LL and Directed Broadcast weteapplied on the
VNRIP simulations. Further study could be done on VNRIP to implepesgive DMSG
acknowledgement, local packet recovery, LL and Powerful Emulatox&d\&tiP. These

optimizations are expected to further improve the performance 8fIRIMs a proactive
routing protocol, VNRIP is not expected to perform as well as VEXQvhen the

number of data message sessions is small. However, it can haadvantage over

VNAODV when the total number of concurrent sessions is large.

9.2.3 Better Region Setups

In this research, the way we set up the regions is clemtyoptimal. The better
performance brought by the use of long links and the negligibferpeance difference
when fewer regions are used suggest that better region set updocae the number of
regions needed to cover a network and improve the efficiency of \iNLmsed routing
protocols. Further investigations can be done on using different shageshs and

overlapping® region setups.

9.2.4 The VNLayer Shared by Multiple Applications

In this research, for each case study, the VNLayer support®oelgpplication at a time.
One important advantage of using the VNLayer approach is that multiple appkoedn

share the services provided by the VNLayer. For example, multiple appicaan share

8 When a physical node is in the overlapping aremvofregions, it identifies itself with only onegien.
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the same leader election mechanism so that the average cmstroin each application
can be reduced. More research can be done on how to use one VNateyenathine to

support multiple applicatiofi

9.2.5 Geographical based MANET Routing

The VNLayer also provides a good platform to implement geogrdpbased MANET

routing. A GPSR [26] like geographical based MANET routing protocah be

implemented over the VNLayer. Geographical based MANET routeguires a

distributed location service, such as GLS (grid location seryid) Virtual nodes can

be turned into location servers. Using the location service, vindé emulated routers
can do geographical routing the same way as GPSR does. THehawh geographical

locations for the virtual nodes and the grid topology among virtual rexdlée expected

to make the geographical based routing easier.

8 Because the only part of the VNLayer function ttext be shared is the leader election algorithar;rsty
the VNLayer among multiple applications may notdarce much benefit while making the state machine
more complicated.
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Appendix A: Simulating the VNLayer with ns-2

Based on the design of the Virtual Node Emulator Layer and the o&gipl Layer in
VNE, we developed a new simulator, VNSim, for VNLayer based ajuits on the ns-
2 platform [39]. As one of the most popular network simulators, ns-2 haatare
implementation of the 802.11 wireless link layer. The development ofirdNsSeasier
than VNE because the most complicated part, the Mobile Node Layer in VNE is provide
by the ns-2 platform. In addition, ns-2 is written with C++, which nmgh faster than
python. VNSim is designed as a discrete event-based simulatopeNadic state
checking is used. Therefore, VNSIim is more scalable than VNHEhisnchapter, we

introduce the structure and major design choices we made on VNSim.

A.1 The Structure of VNSIim

VNSIim is structured in the same way an implementation of VNLayer wouldlsed

on a real mobile device. VNSIim implemented all the function modulesduced in

CHAPTER 3. Figure A.1-1 shows the architecture of a VNLayaulator node

simulated by VNSim. Built upon the ns-2 platform, the VNLayer axtts with the ns-2
platform in order to send and receive packets to the simulatedesdarehannel. At the
top, the VNLayer interacts with the application layer, reads amtdsiapplication layer
state and sending commands to the application layer through thtadatéunctions

implemented by the application layer.
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Application Server Application Client | Application
Layer

appl. packet* Astate read/write

region info appl. packet
region/leadership info |0<§’§1{ server mssage

Agent JOIN Agent VNS AgentyNe | VNRAver
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---------
--------
---------
== -

ns-2 platform

Figure A.1-1 Architecture of a VNLayer emulator node in VNSIM

In VNSim, the VNLayer of each VNLayer emulator node is imated with 3 types of
ns-2 agents, agent JOIN, agent VNS and agent VNC. When theraildiggenV/NLayer
based applications, there will be an agent VNS and agent VNCatdr &pplication.
Agent JOIN, shared by all VNLayer applications, implements Itiesation checking
module and leader election module. It communicates region changeleader status
changes to the other two types of agents, using two types of gaesf2EGION and
LEADER. Agent VNS interfaces with the code for an applicatioweseprocess. On
Backup Servers, it also buffers server response messagksepwithe application state
synchronized with the Server node’s state. Agent VNC intesfagth the code for an
application client process. As inter-agent messages on the samaheo&EGION and
LEADER messages from agent JOIN to agent VNC are seldopback messages. So
are the messages exchanged between agent VNC and agent WWSsame node. The
code for Agent JOIN, agent VNS and agent VNC, provides the implatremtof the

VNLayer abstraction. The application server built over the cod&geht VNS and the
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application client processes built over the code of Agent VNC caeni@sApplication

Layer.

Leader JOIN | VNS | VNC
T
aderHecto o
Server l\:/less\gges Messages
: .
P v A
Non-leader JOIN | VNS | VNC

\/ Client
Messages

Figure A.1-2 Interaction between a Leader node and a Non-leader Node
Figure A.1-2 shows the interaction between the agents on two nmoloiés. The mobile
node above acts as a Server node. The mobile node below acts @aip Barver that
also hosts a client process. The JOIN agents on the two nodestimigh each other for
leader election and maintenance. The agent VNC on the Backuer $&de interacts
with the agent VNS on the Server node for services. The agentoviNBe Backup
Server node gets a copy of all the client messages from \dyéhbn the same node and
prepares its response messages. It also listens to the chadnedes Server messages

from the same region to detect state inconsistencies.

A.2 Agent JOIN
Agent JOIN is an agent shared by all other VNLayer agent®éation checking and
leader election. In ns2, each agent on a simulated mobile nodeo@atss with a

different port number. To receive the leader election resuliaadion checking result
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from agent JOIN, VNLayer agents register their port numbérsagent JOIN to receive

location information and leader election results.

In VNSim, mobile nodes move according to standard ns-2 mobiliedrgenerated
using the random waypoint model [31]. Agent JOIN checks a nodesntuacation to
determine the region the node is in and to check whether it hasdeateesv region. The
ns-2 implementation of the class MobileNode provides methods fondeieg a mobile
node’s current location, motion speed and direction. Using the region bmsndar
node’s current region can be derived from its current location. On a im@dgent JOIN
finds out that the node’s current region is different from the one ewmord, a
RegionChanged event is triggered. The region id of the current regi@corded. A

REGION message is then sent to each agent port registered with it.

In addition, when a leader election is done, agent JOIN sends a ERADessage to

each agent port registered with it.

To improve the scalability of the simulation, instead of checkindoitetion periodically,
VNSiIm checks the location when a node enters the network; whemtst staving; and
when it crosses a region boundary. To generate region-boundary crossing evestsawe
node’s current location, motion rate and direction of motion to predidirtteea node

enters a new region. This way, we only do location checks when necessary.
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A.3 VNServer, the Parent Class of VNLayer Application
Servers

Agent VNS buffers and sends the application server message$yr@ymes a non-
leader’s state with the leader’s state, and simulatespgpkcation server. In VNSim,

Agent VNS is defined in a class called VNServer.

Agent VNS sorts the incoming packets with the timestamp carridte packets and put
them into a buffer, before they are passed on to the consistem@ger. A bi-directional
linked list is used as the sending queue on each mobile node. Adiosed to schedule
the sending of the messages in the sending queue. with a short irdetwaen

consecutive packet transmissions. Since Backup Server nodes dod’'tresponse
messages, they don’t set the sending timer. When the Server rbderé@gion leaves or
crashes, a Backup Server node may become the Server of the redjistara to set the

sending timer.

Any application server class created over the VNLayer maest VNServer as its parent
class and implements a set of virtual functions declared bgewvér. Therefore, an
application server is an extended agent VNS that includes theatpii server code. An
application server agent starts running or restarts each time ivrexeives a REGION
message from agent JOIN. Each time a REGION messagzas/ed, if the node’s
region is changed, agent VNS resets the application lagter and waits for the result of
leader election from agent JOIN (LEADER message). Once lgbder status is
determined, agent VNS decides whether the node shall behave agern®ele or a

Backup Server node or a Pure Client (using the Coin Tosser moduf&grv&r node
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initializes its state and starts to process application pacigtt away. A Backup Server
node needs to get its state synchronized with the Server’'sb&tftes it can process

application packets.

A.4 VNClient, the Parent Class of Application Clients
Although a client process doesn’t need to know anything about the VNLayan't
communicate directly with a virtual node before its packetsamged with its region id.
This is done by Agent VNC, defined in class VNClient, by insgra VNLayer message

header to every client message.

In VNSIim, the class for a client process shall be declared dsld class of VNClient.
Then, an application client in VNSIim is simulated by an extendeehiAYyNC. An

application client agent starts running when it gets a REGION messagadssrnJOIN.

A.5 Issues with Port Number

In ns-2, an agent can only hear messages destined to its ligp@ninglowever, for state
synchronization purpose, the agent VNS on a Backup Server node needsatl thea
server messages received by the client process on the same ooageet;] these server
messages are sent to the port used by agent VNC, rather than the port ussd WiN&g
To solve this problem, in the application layer code for a clientgsses, when a server
message is received, a copy of the message is sent tovdfern the same node using

a loopback message.

A.6 Modified VNSim Structure for Routing Applications
The VNSim with the structure introduced above was used to simulate our VNLager ba

MANET address allocation protocol and routing protocols such as VNAGQ@Dd
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VNRIP. When VNSim is used to simulate VNLayer based routipglieations, we
modified the VNSim structure so that it accepts data trgfnerated by third party
traffic generators. In ns-2, built-in MANET routing protocols areplemented as
individual agents working at the routing layer, which decides hownreard incoming
traffic or local data traffic generated by the node itsEffe built-in routing agents can
process TCP or UDP data traffic generated by built ini¢rgénerator agents. To make
the performance comparison between the ns-2 built-in routing protocolsoand

VNLayer based routing protocol fair, we made VNSim an ns-2 compliant routing age

N rd - Application
Application Server 3" Party Client Agent Layer
Appl. Packet State Read/Write Appl. Packet
VNLayer
ns-2 routin
Agent VN I(ayer) 9
H
.
............................................. L R T R T R R A R IR R TR
:
ns-2 platform ns-2 link layer

Figure A.6-1 the Architecture of the Modified VNSIim

Figure A.6-1 shows the architecture of the modified VNSim. Now, the function-dprbvi

by the three types of ns2 agents are integrated into one agedt Agédat VN. Agent
VNC in the original structure is not needed when the client process is proyidelout-

in traffic generator agefft The client message handler module that was implemented in
agent VNC is now provided by agent VN. Agent VN works at the ns-2ngudyer.

When a client message is received from a local traffireegator agent, agent VN adds the

87 In our simulation, the ns-2 agent, CBR is usegenerate constant bit rate UDP traffic.
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VNLayer packet header to the message and passes it to theatppllayer. The leader
election module and location checking module implemented by Agent a@iMilso
provided by agent VN. The integration of all the VNLayer functioodales into one
agent allows us to use only one ns2 port number for the simulated ¥NILater-agent
communications are not done by function calls within the same ag#mr rthan
loopback messages. This simplifies the simulator code. The problegim this
implementation is that the leader election module can only lbigeal single VNLayer

based application.

A.7 Interface Functions required by VNSim for VNLayer
based Applications

Table A.7-1 lists out all the interface functions that have tanm@emented by the
application layer code. In addition to these functions, the VNLayer regrglieue is
accessible by the application layer. By calling a function enquehe application layer

can easily pass a response message down to the VNLayer.

Table A.7-1 Interface Functions Required by the VNLayer Class in VNSim

Interface Function Purpose

equal() A function used by the VNLayer consisten@nager to check if two applicatign

layer packets are the response to the same incamesgage.

getState() Used by the VNLayer to retrieve appiicatayer state

saveState() Used by the VNLayer to synchronizeiegiidn layer state with incoming SYN-

ACK messages
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getStateSize()

Used by the VNLayer to get the gizbe application layer state in bytes

getStateHash() Used by the VNLayer to retrievesh ltd the application layer state
handlePacket() Used by the VNLayer to pass apmicddyer packets to the application layer
handleAppIMsg() Used by the VNLayer to pass apfilicalayer packets to the application lay

when a node is out of sync

handleClientPacket()

Used by the VNLayer to pamntimessages to the application layer when

option Powerful Emulator is turned on

the

handleHello()

Used by the VNLayer to pass a Hellen to the application layer when a

message with a VNLayer header is received by thkayer.

ny

Server_init()

Used by the VNLayer to initialize thpplication layer state when a node ente

new region

s a
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