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Abstract

We study the distributed task allocation problem in multi-agent systems, where each agent
selects a task in such a way that, collectively, they achieve a proper global task allocation.
In this paper, inspired by ant colonies, we propose several scalable and efficient algorithms to
dynamically allocate the agents as the task demands vary. Similar to ants, in our algorithms,
each agent obtains sufficient information to make its local decision by gossiping with the other
ants. Our algorithms vary in their advantages and disadvantages, with respect to (1) how fast
they react to dynamic demands change, (2) how many agents need to switch tasks, (3) whether
extra agents are needed, and (4) whether they are resilient to faults.



1 Introduction

In a multi-agent system, different tasks may need to be performed. The task allocation problem
is to find an allocation of agents such that there are enough agents working on each task. This is
often done in a distributed manner in many applications. For instance, drone package delivery for
one city may consist of deliveries for several different regions [Koz17]. The drones may learn the
demands in each region from a broadcasting ground control tower. The demands may vary from
time to time. The drones are required to coordinate among themselves, without central control, to
ensure that there are enough individuals working in each region.

The problem of task allocation also occurs in the ant world. In ant colonies, there are several
different tasks (brood cares, foraging, nest maintenance, defense [Rob92]) which require different
number of ants. Ant colonies generally do a good job of regulating the assignment of workers to
tasks. In this work, we take inspiration from ants to develop several algorithms that are efficient
and robust for the task allocation problem. Conversely, we hope our work can shed some light on
questions about collective insect behavior.

To model the task allocation without centralized controllers, we consider randomized gossip
protocols [DGH'87] (sometimes known as population protocols 1 [AADT06] ) as the underlying
method of communication among the agents. In short, randomized gossip protocols consist of
rounds. In each round, each agent chooses another agent uniformly at random to contact, and then
the pair exchanges messages. Gossip-based protocols capture a common method of communication
in biological systems. For example, in ant colonies, two ants communicate by touching each other
with their antennae [Gor02]. The gossip protocol model captures the way they exchange information
in a peer-to-peer manner. Not only are gossip-based protocols natural communication mechanisms
in biological systems, the algorithms in such protocols are usually simple, easily scalable, and
resilient to failures.

The Model We assume there are n agents and k tasks. Each agent a is associated with a unique
identifier, ID, < poly(n), and a state Q, € {1,2,...,k}, which indicates the task that it is working
on. The scenario proceeds in synchronized rounds. In the beginning of round ¢, each agent receives
the demand signals dt) = (dgt), dgt), ceey d,(f)) from the tasks, where dgt) indicates the demand of task
i 2. Note that the demands may change arbitrarily in every round. Each agent a chooses another
agent o' uniformly at random and then they can exchange messages of O(klogn) bits (which fit
the size of the input signals). Then, the agents can change their states. Then they proceed to the
next round.

Cornejo et al. [CDLN14] and Radeva et al. [RDL™] defined a model for the task allocation
problem in ant colonies. In their work, when the ants receive the feedback from the environment,
there could be information flow from one ant to another. In our model, the information flow
happens only through gossiping.

Problem Formulation We formulate the task allocation problem similarly to [RDLT] and
[CDLN14] as follows. Let Agt) denote the set of agents working on task i for 1 < i < k. Let

o) = (wgt),wét), e ,w,(:)) denote the number of workers working on the k tasks (w; = |4;]). We
say the allocation at round t is a proper allocation if wgt) > dgt) for all i € {1,2,...,k}. For con-

!Though they are slightly different. E.g., population protocols usually have a more restrictive memory constraint.
2The demands should be thought as the work-rates required to keep the tasks satisfied.



Table 1: Comparisons of the Algorithms.

Myv. and Fill | Tkn. Pass I Tkn. Pass IT | Ranking I Ranking 1T
#Agents D (1+¢€)D (I1+¢)D (1+¢€)D (1+¢€)D
Preproc. Time O(% logn) O(% logn) ot log® n) O((%) ’ log n)
Realloc. Time | O(log”n) O(1) 0(1) 0(1) 0O(1)
S O(klogn) - OPT

Switching Cost | OPT (k—1)-OPT | OPT O(n) (or O(n))

transient faults transient faults | transient & (crash)
Fault Tolerance

after preproc. after preproc. no global clock

venience, assume that the total demand D = Zle d; is fixed. We can assume this without loss
of generality, since we can let task k& denote the dummy task for idle agents. We often omit the
superscripts (¢) to denote the quantities of the current round.

There are several objectives we consider for an algorithm. First, whenever the demands change,
we hope that the allocation recovers to a proper one as soon as possible. The reallocation time is
defined to be the number of rounds needed for the algorithm to find a proper allocation, after the
demand stabilizes. Algorithms are allowed to have a preprocessing phase, so that the reallocation
can be done faster after that. Second, when the demands change, we hope the number of task
switches is as small as possible, since task changing may incur some overheads. We define the

switching cost to be the number of agents who switched tasks until a proper allocation is achieved.

When the demands change from dto d , it is clear that the switching cost is at least OPT def

|d—d'|,/2 (if the work exactly matches the demand for each task). Third, we study the number of
agents needed for the algorithm. Clearly, all algorithms that behave correctly need to have at least
D agents. However, the question is whether extra agents can help us in designing more efficient
algorithms. Finally, we consider two types of faults: transient faults and crash faults. A transient
fault means an agent temporary malfunctions but later recovers. For example, an agent might not
receive the most recent demands for some reason (perhaps due to the propagation delay). We say
an algorithm tolerates transient faults if the agents adapt to a proper allocation after all the agents
recover from the faults. A crash fault is when an agent malfunctions permanently (and it will no
longer be contacted by other agents). We say an algorithm tolerates crash faults if the agents adapt
to a proper allocation after some of them crashed, as long as there are enough remaining agents.

2 Algorithms

In this work, we give three different types of algorithms for the task allocation problem. They
are incomparable in the sense that no one dominates the other on all the objectives (see Table
1). Our first algorithm, the move-and-fill algorithm, is similar to the algorithm of Radeva et
al. [RDL™], where the excess ants working on over-satisfied tasks leave the tasks and switch to the
unsatisfied tasks. We show that this can be done in O(log2 n) rounds in our model w.h.p.? using
the gossip-based counting and selection algorithms developed in [KDGO3] . The main advantage of
the algorithm over the other two is that the number of agents needed is exactly D. Moreover, the
switching cost is optimal. The drawback of the algorithm is that whenever the demands change,
the re-allocation time is O(log?n) rounds. If the demands change more frequent than O(log?n)
rounds, the allocation will not be able to catch up to the demands. In reality, the demands may

3With high probability, which means with probability at least 1 — 1/ poly(n).



change very frequently due to both internal factors (consumable tasks where the demands decrease
when they are done) and external factors (sudden changes in the environment).

The ant inspiration for the next two algorithms. Consider ant colonies, where ants receive the
demand signals from the tasks. In reality, the signals can be the temperature or the stimulation of
chemicals. Biologist have conjectured that different ants have different response thresholds to the
signals [BTD98]. The question is whether such a design could help in task allocation. Consider
the following simple example, where n = k = 2. Suppose that the first ant a; is more sensitive
to the signal of task 1 than as. Then, when task 1 and task 2 have both 1 unit of demand, it
is possible that a; goes to work on task 1 and as goes to work on task 2. The main inspiration
here is that if the ants have different responses to the signals, then they can take advantage of
the difference to facilitate task allocation. Each ant can decide where to go based on the demand
signals, independent of the other ants’ actions. Therefore, the reallocation can be done very quickly.

Both our token passing algorithm and ranking algorithm are based on this idea. Both
algorithms consist of a preprocessing phase, where each ant a computes a value X,. After X, is
computed, they will allocate themselves according to X, and the vector of demands, so that when
the demands change, each ant can reallocate itself instantaneously. The drawback compared to
the first algorithm is that they both need extra agents. After the X,-values are computed, the
allocation is done in a very simple way. In a high level sense, we divide the range of X,-values
into k disjoint intervals such that the length of ¢’th interval is proportional to the demand of task ¢
(with additional slacks, see Algorithm 1). Every agent will go to the task whose interval contains its
X,-value. In general, we hope that the X,-values of the agents are well-spread so that an interval
of length proportional to d; would contain d; agents whose X,-values lying in the interval.

Algorithm 1 allocate_task(a, X,)

Let I; = [Dj_lﬁej_l, Dj];,’_ej), for 1 < j <k, where D; = 25:1 djej =jlt - D], and N = D + €.

Let I, be the interval where X, is.
Go to task j(a).

In the token passing algorithm, each agent is assigned a unique token X, from {1,2,...,n+
|- D]} in the preprocessing phase. This is done by using the loose renaming procedure developed
by Giakkoupis et al. [GKW13]. When there are (1 + €) - D agents, the preprocessing phase takes
O(% logn) rounds. After that, each agent can determine its role based on X, and the demand
vector in O(1) rounds. There are two variants of the algorithms that reallocate in different ways
when the demands change. The first is that every agent keeps the X,-value the same and then
reallocates according to that. In that algorithm, the switching cost is bounded by (k — 1) - OPT.
In the second variant, the X, -values are also reallocated. This achieves the optimal switching cost
and the reassignments of X,-values can be done instantaneously. However, unlike the first variant
it does not tolerate transient faults after the preprocessing phase.

In the ranking algorithm, X, is an estimate of the normalized rank (i.e. rank(a)/n) of a,
where rank(a) is the rank of a’s ID over all the agents. In fact, the algorithm is more similar
to ants’ behavior. The ID of each agent can be thought as some features of the agents. In ant
colonies, ants allocate the tasks based on their individual traits such as age [Rob92, TN04], body
size [W1il80], genetic background [HSBBO03]. For example, there are tendencies for older ants to go
foraging and for younger ants to work on the tasks that are closer to the nests [TN04]. The ranking
algorithms mimic this in the way that if the demands are fixed, then the allocation for every agent
is determined by the relative position of its trait (assuming the traits are comparable).



We propose two different ways for estimating the normalized ranks. The first is a rounding-based
algorithm that runs in O(% log? n) rounds while the second is a sampling-based algorithm runs in
O((%)2 logn) rounds. The advantage of the first one is that the estimate does not depend on the
execution of the algorithm and so that an agent always gets the same estimate. The advantage of
the second algorithm is that it can tolerant both transient and crash faults. Moreover, each agent
is allowed to keep its own clock, there is no global clock. The drawback is that the algorithms
may have a fairly large switching cost (e.g., task switching can happen even when the demands
are stabilized). However, for the second variant we may sacrifice the crash fault tolerance for a
bounded switching cost of O(klogn) - OPT.

3 A Lower Bound

When we fix X, -values for the allocation, for the simple way of allocating the task described in
Algorithm 1, the switching cost is capped at (kK — 1) - OPT. An interesting question is whether
this is the best possible we can do. We may think of these algorithms as being inspired by the
fixed-response thresholds model, because for each agent a, the reaction to a particular demand
signal is always the same. We characterize such algorithms in the following definition.

Definition 3.1. A stable task allocation algorithm is where each agent a is associated with a func-
tion f,(dy,da,...,dy) such that a goes to f,(di,...,dx) when the demand vector is (dy, da, . .., dj).

Lemma 3.2. Suppose that an algorithm is stable. Then there exists demands d and d such that it
takes at least |d' — d|y = 2 - OPT switching cost when the demands change from d to d'.

Proof. Suppose there are 3 agents, a1, a2, a3. Suppose to the contrary that f,,, fa,, fa; are functions
for a1, ae, and ag that achieve the optimal movements when there are 3 tasks with total demand
3. Suppose that the initial demand is Ji = (1,1,1). Without loss of generality, suppose that
(fay (d1), fan(d1), fas(dr)) = (1,2,3). When the demands change to dg (1,2,0), since we assume
that the strategy achieves the optimal movement, we must have (fa, (dl) fas (dl) fas (dl)) (1,2,2).
If the demands again change to ds = (0,2, 1), then we must have (fa, (d1), fa, (d1), fas (d1)) = (3,2,2)
by the same reasoning. Finally, if th_g demarids again change back to dy = (1 1 1) then b_y the
same reasoning, we have either (fa1 (dl)a faz (dl)vfas (dl)) (3 2, 1) or (ftn( ) fa2 (dl) fa3 (dl)) =
(3,1,2), contradicting with the fact that f,,, fa,, fas are functions. O

4 Theoretical Problems Motivated by This Work

e The ranking problem in the gossip model. In our ranking algorithm, the preprocessing
phase relies on the estimation of ranks for every agent. We have two algorithms for estimating
the normalized rank up to +e in O(— logn) and O(2 -log? n) rounds w.h.p. in the uniform
gossip model. The question is whether one can do better, say in O( -logn) rounds.

e The switching cost gap of stable algorithms. We showed that stable algorithms cannot
achieve the optimal switching cost (they must be at least 2-optimal). On the other hand, if
all agents have their X,-values properly assigned, then one can achieve a switching cost that
is (k—1)-optimal. There is still a large gap between a factor of (k—1) and a factor 2. Closing
this gap is a very interesting open problem. The bounds are already tight when the number
of tasks is three. Our partition scheme (Algorithm 1) shows that 2- OPT is achievable, while
our lower bound shows that this is the best possible. In fact, we have partial results showing
that for D < 7 (see Appendix A), we can achieve a switching cost of 2- OPT. For D > 7, we
could not generalize the pattern and therefore it is yet to be investigated.
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A 2-Optimal Switching Cost for Small Demands with 4 Tasks

We give a solution for achieving a 2-optimal switching cost for n = D = 7 and k = 4 by figures.
For D < 7, the solution can be easily derived from them.

Figure 1: A solution for £ = 4 and D = 7. Each node represents a demand vector. For example,
the node in the first level represents (7,0,0,0). Therefore, the set of all demands (d1, ds, ds,ds)
such that dy 4+ do + d3 + d4 = 7 form a 3D simplex. Two nodes are adjacent if the L; difference
of the demands vectors they represents equal to 2. The labels on the edges denote the ants that
switch tasks when the demands change from one endpoint to another (the edges across levels are
omitted due to the difficulty of drawing). Since each adjacent move involves at most 2 agents, the
solution is 2-optimal.
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