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Abstract

We use a recently developed synchronous Spiking Neural Network (SNN) model to study the problem of learning hierarchically-structured concepts. We introduce an abstract data model that describes simple hierarchical concepts. We define a feed-forward layered SNN model, with learning modeled using Oja’s local learning rule, a well known biologically-plausible rule for adjusting synapse weights. We define what it means for such a network to recognize hierarchical concepts; our notion of recognition is robust, in that it tolerates a bounded amount of noise.

Then, we present a learning algorithm by which a layered network may learn to recognize hierarchical concepts according to our robust definition. We analyze correctness and performance rigorously; the amount of time required to learn each concept, after learning all of the sub-concepts, is approximately

$$O\left(\frac{1}{\eta k} (\ell_{\text{max}} \log(k) + \frac{1}{\varepsilon}) + b \log(k)\right),$$

where \(k\) is the number of sub-concepts per concept, \(\ell_{\text{max}}\) is the maximum hierarchical depth, \(\eta\) is the learning rate, \(\varepsilon\) describes the amount of uncertainty allowed in robust recognition, and \(b\) describes the amount of weight decrease for "irrelevant" edges. An interesting feature of this algorithm is that it allows the network to learn sub-concepts in a highly interleaved manner. This algorithm assumes that the concepts are presented in a noise-free way; we also extend these results to accommodate noise in the learning process.

Finally, we give a simple lower bound saying that, in order to recognize concepts with hierarchical depth two with noise-tolerance, a neural network should have at least two layers.

The results in this paper represent first steps in the theoretical study of hierarchical concepts using SNNs. The cases studied here are basic, but they suggest many directions for extensions to more elaborate and realistic cases.
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1 Introduction

We are interested in the general problem of how concepts that have structure are represented in the brain. What do these representations look like? How are they learned, and how do the concepts get recognized after they are learned? We draw inspiration from recent experimental research on computer vision in convolutional neural networks (CNNs) by Zeiler and Fergus \cite{54} and Zhou, et al. \cite{55}. This research shows that CNNs learn to represent structure in visual concepts: lower layers of the network represent basic concepts and higher layers represent successively higher-level concepts. This observation is consistent with neuroscience research, which indicates that visual processing in mammalian brains is performed in a hierarchical way, starting from primitive notions such as position, light level, etc., and building toward complex objects; see, e.g., \cite{15, 14, 7}. More generally,
we consider the thesis that the structure that is naturally present in real-world concepts get mirrored in their brain representations, in some natural way that facilitates both learning and recognition.

We approach this problem using ideas and techniques from theoretical computer science, distributed computing theory, and in particular, from recent work by Lynch, et al. on synchronous Spiking Neural Networks (SNNs) [28, 25, 27, 45, 13]. These papers began the development of an algorithmic theory of SNNs, developing formal foundations, and using them to study problems of attention and focus, neural representation, and short-term learning. Here we continue that general development, by initiating the study of long-term learning within the same framework.

We focus here on learning hierarchically-structured concepts. We capture these formally in terms of abstract concept hierarchies, in which concepts are built from lower-level concepts, which in turn are built from still-lower-level concepts, etc. Such structure is natural, e.g., for physical objects that are learned and recognized during human or computer visual processing. An example of such a hierarchy might be the following model of a human: A human consists of a body, a head, a left leg, a right leg, a left arm, and a right arm. Each of these concepts may consist of more concepts, allowing us to model a human to an arbitrary degree of granularity. Most concepts in the real world have additional structure, e.g., arms and legs are positioned symmetrically; however, we ignore such information for now and assume simply that each concept consists of sub-concepts. For this initial theoretical study, we make some additional simplifications: we fix a maximum level $\ell_{\text{max}}$ for concept hierarchies, we assume that all non-primitive concepts have the same number $k$ of "child concepts", and we assume that our concept hierarchies are trees, i.e., there is no overlap in the composition of different concepts at the same level of a hierarchy. We expect that these assumptions can be removed or weakened, but it seems useful to start with the simplest case.

This paper demonstrates theoretically, in terms of simple hierarchies, how hierarchically-structured data can be represented, learned, and recognized in feed-forward layered Spiking Neural Networks. Specifically, we provide formal definitions for concept hierarchies and layered neural networks. We define precisely what it means for a layered neural network to recognize a particular concept in a concept hierarchy. Our notion of recognition is robust: a concept is required to be recognized if the input is close to the ideal concept, and is required not to be recognized if the input is far from the ideal. We also define what it means for a layered neural network to learn to recognize a concept hierarchy, according to our robust definition of recognition.

Next, we present two simple, efficient algorithms (layered networks) that learn to recognize concept hierarchies; the first assumes reliability during the learning process, whereas the second tolerates a bounded amount of noise. An example of such learning is shown in Figure 1. We also provide a preliminary lower bound, saying that, in order to robustly recognize concepts with hierarchical depth 2, a neural network should have at least 2 layers. We discuss possible extensions of this bound to concepts with larger depth. We end with many directions for extending this work.

Note: We view this work as the first step in a general project to produce a theory for how logical concepts are represented, and learned, in the brain. Our general approach is to start with the simplest case, working out basic definitions, algorithms, and limitations for that case, and then to extend in many directions, step-by-step. We think such a stepwise approach will be effective in developing the theory. In addition, we hope that this first step, besides being of interest on its own, will provide a useful blueprint for later extensions.

In more detail: We describe our data model in Section 2. We assume a fixed maximum number $\ell_{\text{max}}$ of levels in our concept hierarchies. Each concept hierarchy $C$ has a fixed set $C$ of concepts, organized into levels $\ell$, $0 \leq \ell \leq \ell_{\text{max}}$. These are chosen from some universal set $D$ of concepts. Each concept at each level $\ell$, $1 \leq \ell \leq \ell_{\text{max}}$ has precisely $k$ children, which are level $\ell - 1$ concepts. We assume here that each concept hierarchy is a tree, that is, there is no overlap among the sets of children of different concepts. Each individual concept hierarchy represents the concepts and child relationships that arise in a particular execution of the network (or lifetime of an organism). However, the chosen concepts and their relationships may be different in different concept hierarchies. Again we note that these assumptions are a considerable simplification of reality, but we regard them as a good starting point.  

\[1\] © Universal Color Slide Company.
Next, in Section 3, we define a synchronous Spiking Neural Network model\(^2\), derived from the one in [28, 27], but with additional structure to support learning. Namely, the new model incorporates edge weights (representing synapse strengths) into neuron states; this provides a convenient way to describe how those weights change during learning. We model learning using Oja’s rule, a biologically-inspired rule that can be regarded as a mathematical formalization of Hebbian learning [18]. Oja’s rule was first introduced in [35], and has since received considerable attention due its connections with dimensionality reduction; see, for example, [36, 8]. Although there is no direct experimental evidence yet that Oja’s precise rule is used in the brain, its core characteristics such as long-term potentiation, long-term depression, and normalization are known to occur in brain networks, and have been studied thoroughly (e.g., [2, 1]). Interestingly, to the best of our knowledge, Oja’s rule has so far been studied only in “flat” settings, where the network has only one layer. Moreover, previous work (e.g., [35]) has allowed the learning parameter \(\eta\) to be time-dependent, in order to achieve convergence. In this paper, we consider the multilayer setting, and we show convergence with a fixed learning rate.

In Section 4, we present our definitions for the robust recognition and noise-free learning problems. Thus, we define how an SNN represents a concept hierarchy; here we use the simplifying assumption that each concept is represented by just one neuron. We define what it means for an SNN to correctly recognize a concept hierarchy, including situations in which the network is required to recognize a concept \(c\) and situations where it is required not to do so. In particular, if a sufficiently large fraction \(r_2\) of the children of concept \(c\) are recognized, then \(c\) should be recognized, whereas if fewer than a smaller fraction \(r_1\) of the children of \(c\) are recognized, then \(c\) should not be recognized. We also define what it means for an SNN to learn to recognize a concept hierarchy, in the noise-free setting.

Then, in Section 5, we present algorithms that allow a network, starting from a default configuration, to recognize and to learn the concepts in a particular concept hierarchy. Our algorithms are efficient.

---

\(^2\)A word about our use of the Spiking Neural Network terminology: Our model here is simpler than typical SNN models, in that neuron actions depend just on the previous state and not on a longer history. In some of our prior work, such as [45], we use a more elaborate version of the model in which neurons actions can depend on bounded history. This is useful for capturing aspects of neuron processing such as accumulating potential. In future extensions of the present work, we expect to use such elaborations. We use the SNN terminology here in an attempt to keep the terminology consistent across our papers.
in terms of network size and running time. In particular, a network with max layer $\ell_{\text{max}}$ suffices to recognize a concept hierarchy with max level $\ell_{\text{max}}$. Recognition happens within a very short time, proportional to the number of layers in the network. For learning, our algorithm converges reasonably quickly to a configuration that supports robust recognition. Our convergence time bound result for noise-free learning is Theorem 5.3. Our algorithms require the examples to be shown several times and in a constrained order: roughly speaking, we require the network to "learn" the children of a concept first, before examples of $c$ are shown. Thus, in our running example, we require enough examples of "head", "body", etc. to be able to learn those concepts before the network sees them all together as "human". Except for this constraint, concepts may be shown in an arbitrarily interleaved manner. In Section 6, we adapt our problem definitions and learning algorithm to a setting where the examples presented may be perturbed by noise. The modified algorithm still works, but now convergence requires the network to see more examples, compared to the noise-free case, as we show in Theorem 6.4. The detailed analysis needed to prove Theorems 5.3 and 6.4 appears in Sections A and B, respectively.

Once we see that a network with max layer $\ell_{\text{max}}$ can easily learn and recognize any concept hierarchy with max level $\ell_{\text{max}}$, it is natural to ask whether $\ell_{\text{max}}$ layers are actually necessary. Certainly these networks yield natural and efficient representations, but it is still interesting to ask the theoretical question of whether shallower networks could accomplish the same thing. In Section 7, we give a preliminary lower bound result, showing that a two-layer concept hierarchy requires a two-layer network in order to solve the noisy recognition problem. We also discuss the possibility of extending this result to more levels and layers.

In summary, this paper is intended to show, using theoretical techniques, how structured concepts can be represented, recognized, and learned in biologically plausible neural networks. We give fundamental definitions and algorithms for particular types of concept hierarchies and networks. This represents a first step towards a theory of representation and learning for hierarchically-structured concepts in SNNs; it opens up many follow-on questions, which we discuss in Section 8.

**Related work:** Immediate inspiration from this work came from experimental computer vision research on "network dissection" by Zhou, et al. [55]. This work describes experiments that show that unsupervised learning of visual concepts in deep convolutional neural networks results in "disentangled" representations. These include neural representations, not just for the main concepts of interest, but also for their components and sub-components, etc., throughout a concept hierarchy. As in this paper, they consider individual neurons as representations for individual concepts. They find that the representations that arise are generally arranged in layers so that more primitive concepts (colors, textures,...) appear at lower layers whereas more complex concepts (parts, objects, scenes) appear at higher layers. Earlier work by Zeiler and Fergus [54] made similar observations. As we described earlier, this work is consistent with neuroscience research, which indicates that visual processing in mammalian brains is performed hierarchically [15, 14, 7]. Some of this work indicates that the network includes feedback edges in addition to forward edges; the function of the feedback edges seems to be to solidify representations of lower-level objects based on context [16, 33]. While we do not yet address feedback edges in this paper, that is one of our main intended future directions.

Brain-like hierarchical models have been studied before (e.g., [43] and [44]). The authors of [43] propose a model consisting of different kinds of cells to model image recognition in the brain. Another biologically-motivated line of research concerns synfire chains, which are essentially a feed-forward network of neurons. These networks are a predecessor of spiking neural networks (SNNs). An interesting work in this field is [44], which studies a hierarchical organization of synfire chains.

The SNN model [29, 30, 9, 17, 11], upon which all of our neural algorithms research is based, is a model for neural computation that balances biological plausibility with theoretical tractability. Our work is influenced by research of Maass et al. [30, 31, 32] on the computational power of SNNs, and by that of Valiant [47, 48, 49, 50] on learning in the neuroidal model of brain computation. Recent research by Papadimitriou, et al. [40, 42, 22, 41] on problems of learning and association of concepts is another source of inspiration.

Oja’s learning rule [35, 36], is a biologically plausible local rule for adjusting synapse weights during learning. As mentioned earlier, to the best of our knowledge, Oja’s rule has so far been studied only in single-layered networks and with time-dependent learning rates ([35, 36, 8]. Other related learning rules include Hebbian variants [12, 23] or BCM learning [3].
The learning algorithms in this paper utilize a Winner-Take-All sub-network [21, 53, 46, 4, 32, 51, 37, 24], to help in selecting which neurons to engage in learning. Winner-Take-All is an important primitive in neural computation that is used to model visual attention and competitive learning. Maybe "Note that such engagement of a neuron to learn is also known in some of neuroscience literature eligibility traces (or synaptic flags); see [10] for experimental evidence of the existence of eligibility traces.

Work by Mhaskar et al. [34] is related to ours in that they also consider embedding a tree-structured concept hierarchy in a layered network. They also prove results saying that deep neural networks are better than shallow networks at representing a deep concept hierarchy. However, their concept hierarchies differ mathematically from ours, since they are formalized as compositional functions. Also, their notion of representation is different, corresponding to function approximation, and their proofs are based on approximation theory. Other related work appears in papers by Knoblauch and collaborators, e.g., [6, 19, 39]. These papers describe experimental work involving hierarchical concepts that are more general than ours (e.g., allowing overlap), networks that are more general (e.g., allowing feedback), and more robust types of representations (cell assemblies). They present this work in the context of an integrated robot system combining processing of visual and language input, decisions, and action. For us, this provides good inspiration for future theoretical work.

Acknowledgments: We thank Brabeeba Wang for helpful conversations and suggestions. We also thank an anonymous referee for much constructive feedback, and many suggestions for interesting extensions. The authors were supported in part by NSF Award Numbers CCF-1810758, CCF-0939370, CCF-1461559, and CCF-2003830.

2 Data Model

In this section, we define an abstract notion of a concept hierarchy, which represents all the concepts that arise in some particular "lifetime" of an organism, together with hierarchical relationships between them. As noted above, our definition is restricted to tree-structured hierarchical relationships; extensions are left for future work. We follow this with a definition for the notion of support, which indicates which lowest-level concepts are sufficient to trigger the recognition of higher-level concepts.

2.1 Preliminaries

We begin by defining some general notation. First, we fix four constants:

- \( \ell_{\max} \), a positive integer, representing the maximum level number for the concepts we consider.
- \( n \), a positive integer, representing the total number of lowest-level concepts.
- \( k \), a positive integer, representing the number of top-level concepts in any concept hierarchy, and also the number of sub-concepts for each concept that is not at the lowest level.\(^3\)
- \( r_1, r_2 \), reals in \([0, 1]\) with \( r_1 \leq r_2 \); these represent thresholds for noisy recognition.

We assume a predetermined universal set \( D \) of concepts, partitioned into disjoint sets \( D_\ell, 0 \leq \ell \leq \ell_{\max} \). We refer to any particular concept \( c \in D_\ell \) as a level \( \ell \) concept, and write level\( (c) = \ell \). Here, \( D_0 \) represents the most basic concepts and \( D_{\ell_{\max}} \) the highest-level concepts. We assume that \( |D_0| = n \).

2.2 Concept hierarchies

A concept hierarchy \( C \) consists of a subset \( C \) of \( D \), together with a children function. For each \( \ell, 0 \leq \ell \leq \ell_{\max} \), we define \( C_\ell \) to be \( C \cap D_\ell \), that is, the set of level \( \ell \) concepts in \( C \). For each concept \( c \in C_\ell, 1 \leq \ell \leq \ell_{\max} \), we designate a nonempty set children\( (c) \subseteq C_{\ell - 1} \). We call each \( c' \in \text{children}(c) \) a child of \( c \). We require the following three properties.

1. \( |C_{\ell_{\max}}| = k \).

\(^3\)Assuming the same number \( k \) throughout is a simplification of what would be needed for applications; it should be easy to generalize this.
2. For any $c \in C_{\ell}$, where $1 \leq \ell \leq \ell_{\text{max}}$, we have that $|\text{children}(c)| = k$; that is, the degree of any internal node in the concept hierarchy is exactly $k$.

3. For any two distinct concepts $c$ and $c'$ in $C_{\ell}$, where $1 \leq \ell \leq \ell_{\text{max}}$, we have that $\text{children}(c) \cap \text{children}(c') = \emptyset$; that is, the sets of children of different concepts at the same level are disjoint.

It follows that $C$ is a forest with $k$ roots and height $\ell_{\text{max}}$. Also, for any $\ell, 0 \leq \ell \leq \ell_{\text{max}}$, $|C_{\ell}| = k^\ell_{\text{max}} - k^{\ell-1}$. Note that our notion of concept hierarchies is quite restrictive, in that we allow no overlap between the sets of children of different concepts. Allowing overlap is an important next direction for future work.

We extend the $\text{children}$ notation recursively by defining a concept $c'$ to be a descendant of a concept $c$ if either $c' = c$, or $c'$ is a child of a descendant of $c$. We write $\text{descendants}(c)$ for the set of descendants of $c$. Let $\text{leaves}(c) = \text{descendants}(c) \cap C_0$, that is, all the level 0 descendants of $c$.

### 2.3 Support

Now we give a key definition that indicates which lowest-level concepts should be sufficient to trigger recognition of higher-level concepts.

We fix a particular concept hierarchy $C$, with its concept set $C$ partitioned into $C_0, \ldots, C_{\ell_{\text{max}}}$. For any given subset $B$ of the general set $D_0$ of level 0 concepts, and any real number $r \in [0,1]$, we define a set $\text{supported}_r(B)$ of concepts in $C$. This represents the set of concepts $c \in C$, at all levels, that have enough of their leaves present in $B$ to support recognition of $c$. The notion of "enough" here is defined recursively, based on having an $r$-fraction of children supported at every level.

**Definition 2.1 (Supported).** Given $B \subseteq D_0$, define the following sets of concepts at all levels, recursively:

1. $B_0 = B \cap C_0$. That is, we restrict attention to just the level 0 concepts in $C$.

2. $B_1$ is the set of all concepts $c \in C_1$ such that $|\text{children}(c) \cap B_0| \geq rk$. That is, we consider the level 1 concepts in $C$ for which at least an $r$-fraction of their children appear in $B_0$.

3. For $2 \leq \ell \leq \ell_{\text{max}}, B_{\ell}$ is the set of all concepts $c \in C_{\ell}$ such that $|\text{children}(c) \cap B_{\ell-1}| \geq rk$. That is, we consider the level $\ell$ concepts in $C$ for which at least an $r$-fraction of their children appear in $B_{\ell-1}$.

Define $\text{supported}_r(B)$ to be $\bigcup_{0 \leq \ell \leq \ell_{\text{max}}} B_{\ell}$. We sometimes also write $\text{supported}_r(B, \ell)$ for $B_{\ell}$.

![Figure 2: This example illustrates the $\text{supported}_r(B)$ definition, with $k = 3$ and $r = \frac{2}{3}$.](image)

We depict just a single level 2 concept $c$ with children $c_1, c_2, c_3$ and grandchildren $c_{1,1}, c_{1,2}, c_{1,3}, c_{2,1}, c_{2,2}, c_{2,3}, c_{3,1}, c_{3,2}, c_{3,3}$. The set $B$ consists of concepts $c_{1,1}, c_{1,2}, c_{3,1}, c_{3,2}$. The union $\text{supported}_r(B) = \{c_{1,1}, c_{1,2}, c_{3,1}, c_{3,2}\}$ contains $c_{1,1}, c_{1,2}, c_{3,1}, c_{3,2}$, plus an "extra" concept $c_{4,0}$ that is not a descendant of $c$. Then $B_0 = \{c_{1,1}, c_{1,2}, c_{3,1}, c_{3,2}\}$, $B_1 = \{c_{1,1}, c_{3,1}\}$, and $B_2 = \{c\}$.

The special case $r = 1$ is important as it corresponds to a "noise-free" notion of support, in which all the leaves of a concept must be present. That is:

**Lemma 2.2.** For any $B \subseteq D_0$, $\text{supported}_1(B)$ is the set of all concepts $c \in C$ (at all levels) such that $\text{leaves}(c) \subseteq B$.

6
3 Network Model

In this section, we define our network model. We first describe the network structure, then the individual neurons, and finally the operation of the overall network.

3.1 Preliminaries

We introduce four constants:

- \( \ell'_{\text{max}} \), a positive integer, representing the maximum number of a layer in the network.
- \( n \), a positive integer, representing the number of distinct inputs the network can handle. This is the same \( n \) as in the data model, where it represents the total number of level 0 concepts in a concept hierarchy.
- \( \tau \), a real number, representing the firing threshold for neurons.
- \( \eta \), a positive real, representing the learning rate for our learning rule.

3.2 Network structure

Our networks are directed graphs consisting of neurons arranged in layers, with edges directed from each layer to the next-higher layer; thus, they are feed-forward layered neural networks.

Specifically, a network \( \mathcal{N} \) consists of a set \( N \) of neurons, partitioned into disjoint sets \( N_\ell, 0 \leq \ell \leq \ell'_{\text{max}} \), which we call layers. We refer to any particular neuron \( u \in N_\ell \) as a layer \( \ell \) neuron, and write \( \text{layer}(u) = \ell \). We assume (for simplicity) that each layer contains exactly \( n \) neurons, that is, \( |N_\ell| = n \) for every \( \ell \). We refer to the \( n \) layer 0 neurons as input neurons and to all other neurons as non-input neurons. We assume total connectivity between successive layers, that is, each neuron in \( N_\ell, 0 \leq \ell \leq \ell'_{\text{max}} - 1 \) has an outgoing edge to each neuron in \( N_{\ell+1} \), and these are the only edges.

We assume a one-to-one mapping \( \text{rep} : D_0 \rightarrow N_0 \), where \( \text{rep}(c) \) is the neuron corresponding to concept \( c \). That is, \( \text{rep} \) is a one-to-one mapping from the full set of level 0 concepts, \( D_0 \), to \( N_0 \), the set of layer 0 neurons. This will allow the network to receive an input corresponding to any level 0 concept. See Figure 3 for a depiction.

![Layered Neural Network](image)

Figure 3: The figure depicts the general structure of a feed-forward network.

We "lift" the definition of \( \text{rep} \) to sets of level 0 concepts as follows: For any \( B \subseteq D_0 \), we define \( \text{rep}(B) = \{ \text{rep}(b) | b \in B \} \). That is, \( \text{rep}(B) \) is the set of all \( \text{reps} \) of concepts in \( B \). (We will use analogous "lifting" definitions to extend other functions to sets.)

Since we know that \( |C_0| = k^{\ell_{\text{max}} + 1}, C_0 \subseteq D_0 \), and all elements of \( D_0 \) have \( \text{reps} \) among the \( n \) neurons of \( N_0 \), it follows that \( n \geq k^{\ell_{\text{max}} + 1} \). However, we imagine that \( n \) is much larger than this, because we imagine that the total number of possible level 0 concepts is much larger than the number that will arise in any particular execution of the network.

In Section 4, we will consider extensions of the \( \text{rep}(\cdot) \) function from level 0 concepts to higher-level concepts. Establishing such higher-level \( \text{reps} \) will be the job of a learning algorithm.
3.3 Neuron states

We assume that the state of each neuron consists of several state components. Here we distinguish between input neurons and non-input neurons. Namely, each input neuron $u \in N_0$ has just one state component:

- firing, with values in $\{0, 1\}$; this indicates whether or not the input neuron is currently firing.

We denote the firing component of input neuron $u$ at integer time $t$ by $firing^u(t)$; we will sometimes abbreviate this in mathematical formulas as just $y^u(t)$.

Each non-input neuron $u \in N_t$, $1 \leq \ell \leq \ell_{\text{max}}$, has three state components:

- firing, with values in $\{0, 1\}$, indicating whether the neuron is currently firing.
- weight, a real-valued column vector in $[0, 1]^n$ representing current weights on incoming edges.
- engaged, with values in $\{0, 1\}$; indicating whether the neuron is currently prepared to learn.

As discussed in the intro, these model eligibility traces (see [10]).

We denote the three components of non-input neuron $u$ at time $t$ by $firing^u(t)$, weight$^u(t)$, and engaged$^u(t)$, respectively, and abbreviate these by $y^u(t)$, $w^u(t)$, and $e^u(t)$.

We also use the notation $x^u(t)$ to denote the column vector of firing flags of $u$’s incoming neighbor neurons at time $t$. That is, $x^u(t) = [y^{v_1}(t)y^{v_2}(t)\ldots y^{v_n}(t)]^T$, where $\{v_i\}_{i \leq n}$ are the incoming neighbors of $u$, which are exactly all the nodes in the layer below $u$.

3.4 Neuron transitions

Now we describe neuron behavior, specifically, we describe how to determine the values of the state components of each neuron $u$ at time $t \geq 1$ based on values of state components at the previous time $t - 1$ and on external inputs. Again, we distinguish between input neurons and non-input neurons.

**Input neurons:** If $u$ is an input neuron, then it has only one state component, the firing flag. Since $u$ is an input neuron, we assume that the value of the firing flag is controlled by the network’s environment and not by the network itself, that is, the value of $y^u(t)$ is set by some external input signal, which we do not model explicitly.

**Non-input neurons:** If $u$ is a non-input neuron, then it has three state components, firing, weight, and engaged. Whether or not neuron $u$ fires at time $t$, that is, the value of $y^u(t)$, is determined by its incoming potential and its activation function.

The potential at time $t$, which we denote by $pot^u(t)$ is given by the dot product of the weights and inputs at neuron $u$ at time $t - 1$, that is,

$$pot^u(t) = w^u(t-1)^T \cdot x^u(t-1) = \sum_{j=1}^{n} w_j^u(t-1)x_j^u(t-1).$$

The activation function, which defines whether or not neuron $u$ fires at time $t$, is then defined by:

$$y^u(t) = \begin{cases} 1 & \text{if } pot^u(t) \geq \tau, \\ 0 & \text{otherwise}, \end{cases}$$

where $\tau$ is the assumed firing threshold.

We assume that the value of the engaged flag of $u$ is controlled by $u$’s environment, that is, for every $t$, the value of $e^u(t)$ is set by some input signal, which may arise from outside the network or from another part of the network. For example, the engaged flag could be used to ensure that, in any round, only one neuron is prepared to learn.\footnote{We use the term "round" to represent the activity between two consecutive times. In particular, "round $t$" refers to the activity that takes the system from time $t - 1$ to time $t$. Thus, the potential in round $t$ means the same thing as the potential at time $t$, captured by $pot^u(t)$.} This neuron might be selected by a separate "Winner-Take-All" sub-network.
Finally, for the weights, we assume that each neuron that is engaged at time \( t \) determines its weights at time \( t \) according to Oja’s learning rule. That is, if \( e^u(t) = 1 \), then

\[
Oja’s\ rule: \ w^u(t) = w^u(t - 1) + \eta z(t - 1) \cdot (x^u(t - 1) - z(t - 1) \cdot w^u(t - 1)),
\]

where \( \eta \) is the assumed learning rate and \( z(t - 1) = \text{pot}^w(t) \).\(^5\) Thus, the weight vector is adjusted by an additive amount that is proportional to the learning rate and the potential, and depends on the input firing pattern, with a negative adjustment that depends on the potential and the prior weights.

### 3.5 Network operation

During execution, the network proceeds through a sequence of configurations, \( Con(0), Con(1), Con(2), \ldots \), where \( Con(t) \) describes the configuration at nonnegative integer time \( t \). Each configuration specifies a state for every neuron in the network, that is, values for all the state components of every neuron.

As described above, the \( y \) values for the input neurons are specified by some external source. The \( y \), \( w \), and \( e \) values for the non-input neurons are defined by the network specification at time \( t = 0 \). For times \( t > 0 \), the \( y \) and \( w \) values are determined by the activation and learning functions described above. The \( e \) values (engagement flags) are determined by special inputs arriving from outside the network or from other sub-networks. In our algorithms in Sections 5.2 and 6.2, they will arrive from Winner-Take-All sub-networks.

### 4 Problem Statements

In this section we define our two main problems: recognizing concept hierarchies, and learning to recognize concept hierarchies. Our notion of recognition is robust to a bounded amount of noise. The notion of learning we define in this section corresponds to noise-free learning; we extend this to noisy learning in Section 6. In all cases, we assume that each item is represented by exactly one neuron; considering more elaborate representations is another direction for future work.

#### 4.1 Preliminaries

Throughout this section, we fix constants \( \ell_{\text{max}}, n, k, r_1, \) and \( r_2 \) according to the definitions for a concept hierarchy in Section 2. We consider a concept hierarchy \( \mathcal{C} \), with concept set \( \mathcal{C} \) and maximum level \( \ell_{\text{max}} \), partitioned as usual into \( \mathcal{C}_0, \mathcal{C}_1, \ldots, \mathcal{C}_{\ell_{\text{max}}} \). We also fix constants \( \ell'_{\text{max}}, n, \tau, \) and \( \eta \) as in the definitions for a network in Section 3, and consider a network \( \mathcal{N} \) as described earlier. Thus, we allow the maximum layer number \( \ell'_{\text{max}} \) for \( \mathcal{N} \) to be different from the maximum level number \( \ell_{\text{max}} \) for \( \mathcal{C} \), but the number \( n \) of input neurons is the same as the number of level 0 items in \( \mathcal{C} \).

The following definition will be useful in defining our recognition and learning problems. It expresses what it means for a particular subset \( B \) of the level 0 concepts to be “presented” as input to the network, at a certain time \( t \).

**Definition 4.1 (Presented).** If \( B \subseteq D_0 \) and \( t \) is a non-negative integer, then we say that \( B \) is presented at time \( t \) (in some particular execution) if, for every layer 0 neuron \( u \), the following hold:

1. If \( u \in \text{rep}(B) \) then \( y^u(t) = 1 \).
2. If \( u \notin \text{rep}(B) \) then \( y^u(t) = 0 \).

That is, all of the layer 0 neurons in \( \text{rep}(B) \) fire at time \( t \), and no other layer 0 neuron fires at time \( t \).

#### 4.2 Robust recognition

Here we define what it means for network \( \mathcal{N} \) to recognize concept hierarchy \( \mathcal{C} \). We assume that every concept \( c \in \mathcal{C} \), at every level, has a unique representing neuron, \( \text{rep}(c) \); this extends the \( \text{rep}(\cdot) \) function from level 0 concepts to higher-level concepts. For this definition, we also assume that,

\(^5\)The \( z(t - 1) \) notation is standard for Oja’s rule, so we use that in the rest of this paper when we analyze network behavior based on this rule.
during the entire recognition process, the engaged flags of all neurons are off, i.e., for every neuron $u$ with $\text{layer}(u) > 0$, and every $t$, $e^u(t) = 0$.

The following definition uses the two assumed values $r_1, r_2 \in [0, 1]$, with $r_1 \leq r_2$. $r_2$ represents the fraction of children of a concept $c$ at any level that should be sufficient to support firing of $\text{rep}(c)$. $r_1$ is a fraction below which $\text{rep}(c)$ should not fire.

**Definition 4.2 (Robust recognition problem).** Network $\mathcal{N} (r_1, r_2)$-recognizes a concept $c$ in concept hierarchy $\mathcal{C}$ provided that $\mathcal{N}$ contains a unique neuron $\text{rep}(c)$ such that the following holds. Assume that $B \subseteq \mathcal{C}_0$ is presented at time $t$.

Then:

1. When $\text{rep}(c)$ must fire: If $c \in \text{supported}_{r_2}(B)$, then $\text{rep}(c)$ fires at time $t + \text{layer}(\text{rep}(c))$.

2. When $\text{rep}(c)$ must not fire: If $c \notin \text{supported}_{r_1}(B)$, then $\text{rep}(c)$ does not fire at time $t + \text{layer}(\text{rep}(c))$.

We say that $\mathcal{N} (r_1, r_2)$-recognizes $\mathcal{C}$ provided that it $(r_1, r_2)$-recognizes each concept $c$ in $\mathcal{C}$.

The special case of $(1, 1)$-recognition is interesting, since it is equivalent to the requirement that all level 0 descendants of a concept must be present for recognition.

**Lemma 4.3.** Network $\mathcal{N} (1, 1)$-recognizes a concept $c$ in concept hierarchy $\mathcal{C}$ if and only if $\mathcal{N}$ contains a unique neuron $\text{rep}(c)$ such that the following holds. If $B \subseteq D_0$ is presented at time $t$, then $\text{rep}(c)$ fires at time $t + \text{layer}(\text{rep}(c))$ if and only if $\text{leaves}(c) \subseteq B$.

**Proof.** By the definition of the robust recognition problem and Lemma 2.2.

### 4.3 Noise-free learning

In the learning problem, the network does not know ahead of time which particular concept hierarchy might be presented in a particular execution. It must be capable of learning any concept hierarchy.

In our algorithm in Section 5.2, in order for the network to learn a concept hierarchy $\mathcal{C}$, it must receive inputs corresponding to all the concepts in $\mathcal{C}$. Here we define how individual concepts are "shown" to the network, and then give constraints on the order in which the concepts are shown. Such constraints are captured by the notion of a bottom-up training schedule. Then we state our learning guarantees, assuming a bottom-up training schedule for $\mathcal{C}$.

We begin by describing how an individual concept $c$ is "shown" to the network. Recall that $\text{leaves}(c)$ is defined to be $\text{descendants}(c) \cap \mathcal{C}_0$.

**Definition 4.4 (Showing a concept).** Concept $c$ is shown at time $t$ provided that the set $B = \text{leaves}(c)$ is presented at time $t$. That is, for every input neuron $u$, $y^u(t) = 1$ if and only if $u \in \text{rep}(\text{leaves}(c))$.

Learning a concept hierarchy will involve showing all the concepts in the hierarchy. Informally speaking, we assume that the concepts are shown "bottom-up". For example, before the network is shown the concept of a head, it is shown the lower-level concepts of mouth, eye, etc. And before it is shown the concept of a human, it is shown the lower-level concepts of head, body, legs, etc.

More precisely, to enable network $\mathcal{N}$ to learn the concept hierarchy $\mathcal{C}$, we assume that every concept in its concept set $\mathcal{C}$ is shown at least $\sigma$ times, where $\sigma$ is a parameter to be specified by a learning algorithm. Furthermore, we assume that any concept $c \in \mathcal{C}$ is shown only after each child of $c$ has been shown at least $\sigma$ times. We allow the concepts to be shown in an arbitrary order and in an interleaved manner, provided that these constraints are observed.

**Definition 4.5 ($\sigma$-bottom-up training schedule).** A training schedule for $\mathcal{C}$ is any finite list $c_0, c_1, \ldots, c_m$ of concepts in $\mathcal{C}$, possibly with repeats. A training schedule is $\sigma$-bottom-up, where $\sigma$ is a positive integer, provided that each concept in $\mathcal{C}$ appears in the list at least $\sigma$ times, and no concept in $\mathcal{C}$ appears before each of its children has appeared at least $\sigma$ times.

Any training schedule $c_0, c_1, \ldots, c_m$ generates a corresponding sequence $B_0, B_1, \ldots, B_m$ of sets of level 0 concepts to be presented in a learning algorithm. Namely, $B_i$ is defined to be $\text{rep}(\text{leaves}(c_i))$. 
Definition 4.6 ((r_1, r_2, \sigma)-learning). Network \( N \) \((r_1, r_2, \sigma)\)-learns concept hierarchy \( C \) provided that the following holds. At any time after a training phase in which all the concepts of \( C \) are shown according to a \( \sigma \)-bottom-up training schedule, network \( N \) \((r_1, r_2)\)-recognizes \( C \).

5 Algorithms for Recognition and Noise-Free Learning

We give algorithms for both of the problems described in Section 4.

5.1 Recognition

Fix a concept hierarchy \( C \) with concept set \( C \), and \( r_1, r_2 \in [0, 1] \), with \( r_1 \leq r_2 \). Recognition can be achieved by simply embedding the digraph induced by \( C \) in the network \( N \). See Figure 1 for an illustration. For every \( \ell \) and for every level \( \ell \) concept \( c \) of \( C \), we designate a unique representative \( rep(c) \) in layer \( \ell \) of the network. Let \( R \) be the set of all representatives, that is, \( R = rep(C) = \{ rep(c) \mid c \in C \} \). We use \( rep^{-1} \) with support \( R \) to denote the corresponding inverse function that gives, for every \( u \in R \), the unique concept \( c \in C \) with \( rep(c) = u \).

If \( u \) is a layer \( \ell \) neuron and \( v \) is a layer \( \ell + 1 \) neuron, then we define the edge weight \( weight(u, v) \) by:

\[
weight(u, v) = \begin{cases} 
1 & \text{if } rep^{-1}(v) \in children(rep^{-1}(u)), \\
0 & \text{otherwise}.
\end{cases}
\]

That is, we define the weights of edges corresponding to child relationships in the concept hierarchy to be 1, and the weights of other edges to be 0.

Finally, we set the threshold \( \tau \) for every non-input neuron to be \( \frac{(r_1 + r_2)k}{2} \). It should be clear that the resulting network \( N \) solves the \((r_1, r_2)\)-recognition problem:

Theorem 5.1. Network \( N \) \((r_1, r_2)\)-recognizes \( C \).

Recall that the definition of recognition, Definition 4.2 says that each individual concepts \( c \) in the hierarchy is recognized. For a level \( \ell \) concept \( c \), the definition includes a time bound of \( layer(rep(c)) = level(c) = \ell \) for recognizing concept \( c \).

We note that our choice of weights in \( \{0, 1\} \) here is for simplicity. Other combinations are possible, and in fact, our learning algorithm below results in different weights, approximating \( \frac{1}{\sqrt{k}} \) and 0.

5.2 Noise-free learning

Now we move from the simple recognition problem to the harder problem of learning. Now we must design a network \( N \) that can learn an arbitrary concept hierarchy \( C \) with parameters as listed in Section 2 and Section 3, and with \( \ell_{max} \leq \ell_{max}' \). Our algorithm utilizes Winner-Take-All (WTA) sub-networks [21, 53, 46, 4, 32, 51, 37, 24].

Winner-Take-All sub-networks: Our algorithm uses Winner-Take-All sub-networks to select which neurons are prepared to learn at different points during the learning process. In this paper, we abstract from these sub-networks by simply describing their effects on the engaged flags in the non-input neurons. We give the precise requirements in Assumption 5.2.

While the network is being trained, example concepts are "shown" to the network, one example at each time \( \ell \), according to a \( \sigma \)-bottom-up training schedule as defined in Section 4.3. We assume that, for every example concept \( c \) that is shown, exactly one neuron at the appropriate layer will be engaged; this layer is the one with the same number as the level of \( c \) in the concept hierarchy. Furthermore, the neuron on that layer that is engaged is the one that has the largest potential \( \text{pot}^u \).

More precisely, in terms of timing, we assume:

Assumption 5.2 (Winner-Take-All assumption). If a level \( \ell \) concept \( c \) is "shown" at time \( t \), then at time \( t + \ell \), exactly one layer \( \ell \) neuron \( u \) has its engaged state component equal to 1, that is, it has \( \text{eng}_u(t + \ell) = 1 \). Moreover, \( u \) is chosen so that \( \text{pot}^u(t + \ell) \) is the highest potential at time \( t + \ell \) among all the layer \( \ell \) neurons.
Main algorithm: We assume that the network $N$ starts in a clean state in which, for every neuron $u$ in layer 1 or higher, $w^u(0) = \frac{1}{\sqrt{\eta}} 1$, where $1$ is the $n$-dimensional all-one vector. We set the threshold $\tau$ for all neurons to be $(\sigma_1 + \sigma_2) \sqrt{\eta}$, and the learning rate $\eta$ to be $\frac{1}{\sqrt{\eta}}$. The initial condition, threshold, learning rate, Assumption 5.2, and the general model conventions for activation and learning suffice to determine how the network behaves, when shown a particular series of concepts.

Our main result is:

Theorem 5.3 (Noise-Free Learning Theorem). Let $N$ be the network described above, with maximum layer $\ell_{\text{max}}$. Let $\sigma$ be an arbitrary positive real $\geq 2$. Let $r_1, r_2$ be reals with $0 < r_1 < r_2 \leq 1$; assume that $r_1 \eta k$ is not an integer, and $r_1 k - \lfloor r_1 k \rfloor \geq \frac{\sqrt{\eta}}{k^{1/2}}$. Also assume that $r_2 k$ satisfy the inequality $\frac{1}{\sqrt{\eta}} + \frac{1}{k} \leq \frac{r_2 \sqrt{\eta}}{2}$. 6 Let $\varepsilon = \frac{r_2 - r_1}{r_1 + r_2}$.

Let $C$ be any concept hierarchy, with maximum level $\ell_{\text{max}} \leq \ell'_{\text{max}}$. Let $\sigma = \frac{4}{3\eta} (\log(\sqrt{\frac{1}{\varepsilon}}) + \frac{3}{\eta} + \frac{b \log(k)}{\log(\frac{1}{\varepsilon})})$. Thus, $\sigma$ is $O\left(\frac{1}{1} (\ell_{\text{max}} \log(k) + \frac{1}{k}) + b \log(k)\right)$.

Then $N \ (r_1, r_2, \sigma)$-learns concept hierarchy $C$.

That is, unwinding the definition of $(r_1, r_2, \sigma)$-learning, at any time after a training phase in which all the concepts of $C$ are shown according to a $\sigma$-bottom-up training schedule, network $N \ (r_1, r_2)$-recognizes $C$.

A rigorous analysis can be found in Appendix A; the main idea of the analysis is as follows. We first prove some direct consequences of Oja's rule (Lemma A.1, Lemma A.2, and Lemma A.3). These quantify the weight changes for a single neuron involved in learning a single concept, assuming that all of its child concepts have already been learned. In particular, we show that the weights change quickly so that they approximate either 1/\sqrt{\eta} or 0, depending on whether or not the weights correspond to neurons that represent child concepts.

We next build on these lemmas to describe, in Lemma A.6, the learning (i.e., weight changes) that occur throughout the network in the course of the entire execution. What makes this challenging is that we allow "incomparable" concepts to be shown in an interleaved manner; the only constraint is that, for every concept $c$, child concepts of a concept $c$ must be shown sufficiently many times before $c$ is shown. In order to prove that all concepts are learned correctly despite these challenges, we use an involved yet elegant five-part induction. Finally, in Section A.3, we put everything together and show that the network successfully $(r_1, r_2, \sigma)$-learns the concept hierarchy.

6 Extension to Noisy Learning

We extend our model, algorithm, and analysis to noisy learning. The idea is that we should be able to learn a concept even if we do not see all the child concepts at every time. For example, we could expect to learn the concept of a "human" even if we sometimes see only the "legs" and "body", and other times see only the "head" and "legs" etc.

To model this, we assume that, in order to show a concept $c$, we show a random $p$-fraction of its sub-concepts. Formally, we use the following recursive marking procedure to determine which inputs should be presented to the network: We begin by marking $c$. Then, proceeding recursively, for any marked concept, we mark a random $p$-fraction of the sub-concepts. The recursion terminates when a subset of the leaves of $c$ are marked. The inputs presented to the network are the representations of the marked leaves of $c$.

6.1 Modifications to the model

Formally, our model is as follows. Recall that in Definition 4.4, we assumed that when a concept $c$ is shown, that all reps of the leaves of $c$ fire. We now weaken this assumption, as follows.

Definition 6.1 ($p$-noisy-showing a concept). Concept $c$ is $p$-noisy-shown at time $t$, where $p \in (0, 1]$, provided that a subset $B \subseteq \text{leaves}(c)$ produced by the random function $\text{mark}(c, p)$ is presented at
In the noisy case, we need an upper bound ($\sigma_2$ in the following definition) on the number of times a concept is noisy-shown. See the discussion in the footnote before Theorem 6.4 for more details.

**Definition 6.2** (($\sigma_1$, $\sigma_2$)-bottom-up training schedule). A training schedule is ($\sigma_1$, $\sigma_2$)-bottom-up, where $\sigma_1$ and $\sigma_2$ are positive integers, $\sigma_1 \leq \sigma_2$, provided that each concept in $C$ appears in the list at least $\sigma_1$ times and no more than $\sigma_2$ times, and no concept in $C$ appears before each of its children has appeared at least $\sigma_1$ times.

**Definition 6.3** (($r_1$, $r_2$, $\sigma_1$, $\sigma_2$, $p$)-noisy learning). Network $N$ ($r_1$, $r_2$, $\sigma_1$, $\sigma_2$, $p$)-noisy-learns concept hierarchy $C$ provided that the following holds. At any time after a training phase in which all the concepts of $C$ are $p$-noisy-shown according to a ($\sigma_1$, $\sigma_2$)-bottom-up training schedule, network $N$ ($r_1$, $r_2$)-recognizes $C$.

### 6.2 Noisy Learning Algorithm

The algorithm is exactly the same as in Section 5.2, except that here we use $p$-noisy showing (Definition 6.1) instead of ordinary showing (Definition 4.4). We prove that our modified algorithm is robust in that it works even for our notions of noisy showing and noisy learning.

Our theorem for noisy learning, Theorem 6.4, differs from Theorem 5.3 in that we guarantee "correctness" only in cases where each concept is noisy-shown at most $n^6$ times, that is, in cases where the network ($r_1$, $r_2$, $\sigma$, $n^6$, $p$)-noisy learns the concept hierarchy. 7 Let $\bar{w} = 1/\sqrt{pk + 1 - p}$. Our algorithm uses the learning rate $\eta = (\frac{\bar{w}}{4pk^3})$ and the firing threshold $\tau = r_2k(\bar{w} - 2\delta)$, where $\delta = \bar{w}(r_2 - r_1)/50$.

We now state our main theorem in the noisy-learning setting.

**Theorem 6.4** (Noisy-Learning Theorem). Let $N$ be the network described in Section 3, with maximum layer $\ell_{\text{max}}$. Let $\sigma_1$, $r_2$ be reals with $0 < r_1 < r_2 \leq 1$; assume that $r_2 - r_1 \geq 1/k$ and $k \geq 2$. Let $C$ be any concept hierarchy, with maximum level $\ell_{\text{max}} \leq \ell'_{\text{max}}$ and a total of $|C|$ concepts.

Let $\sigma = c' \frac{k^6}{p^2 \sigma^3} (\ell_{\text{max}} \log(k) + \log(|C|n/\delta))$, for some large enough constant $c'$.

Then, w.h.p., $N$ ($r_1$, $r_2$, $\sigma$, $n^6$, $p$)-noisy-learns concept hierarchy $C$. 8

### 6.3 Proof idea

In the presence of noise, many of the properties of the noise-free case no longer hold, rendering the proof significantly more involved. Here we give a rough outline of our proof; details appear in Appendix B.

In the analysis we only consider the learning of one concept, as the interleaving of different concepts is no different than in the noise-free case and hence we do not repeat that analysis. Therefore, in the reminder we fix one concept.

First, we bound the worst-case change of potential during a period of $T$ rounds (where the concept is shown), provided it is initially within certain bounds. We later show that it will stay throughout the first $n^6$ rounds where the concept is shown.

We aim to derive bounds on the change of the weight of a single edge during such a period. It turns out that the way the weights change depends highly on the other weights, which makes

---

7Note that we assume that every concept is shown at most $n^6$ times. This is natural since if we consider a number $T$ of rounds that is of order exponential in $n$, then at some point $t \leq T$ it is very likely that the weights will be unfavorable for recognition. This can happen since in such a large time frame, it's very likely that there will be a long sequence of runs in which the same representatives are simply (due to bad luck) not shown. The network will forget about their importance. This is also partly the reason why the learning rate in the following theorem is smaller than the one of the noise-free counterpart: the smaller learning rate guarantees that during the first $n^6$ rounds no unlikely sequence occurs that is very "bad".

8We define w.h.p in this paper to be $1 - \frac{1}{n}$. 
the analysis non-trivial. For this reason, we refrain from showing convergence of each weight separately. Instead we use the following potential function $\psi$ to show that the max and min weight convergence towards $\bar{w} = \frac{1}{\sqrt{p+1}} p$ and 0 respectively. Fix an arbitrary time $t$ and let $w_{\text{min}}(t)$ and $w_{\text{max}}(t)$ be the minimum and maximum weights among $w_1(t), w_k(t), \ldots, w_k(t)$, respectively. Let 
\[
\psi(t) = \max \left\{ \frac{w_{\text{max}}(t)}{\bar{w}}, \frac{\bar{w}}{w_{\text{min}}(t)} \right\}.
\]

Note that, in contrast to the noise-free case, weights belonging to representatives of sub-concepts converge to $\bar{w}$ instead to $1/\sqrt{r}$.

Our goal is to show that the above potential decreases quickly until it is very close to 1. Showing that the potential decreases is involved, since one cannot simply use a worst-case approach, due to the terms in Oja’s rule being non-linear and potentially having a high variance, depending on the distribution of weights. Instead, the key to showing that $\psi$ decreases is to carefully use the randomness over the input vector and to carefully bound the non-linear terms. Bounding these non-linear terms tightly presents a major challenge. To overcome it, we show that the changes of the weights form a Doob martingale allowing us to use Azuma-Hoeffding inequality to get asymptotically almost tight bounds on the change of the weights during the $T$ rounds. The proof can be found in Appendix B.

## 7 A Lower Bound

Our results so far demonstrate how concept hierarchies with $\ell_{\text{max}}$ levels can be represented robustly by networks with the same number of layers, and how such representations can be learned, even in the presence of noise. We would also like lower bound theorems saying that $\ell_{\text{max}}$ layers are necessary for robust representation, under suitable restrictions.

In this section, we give a first step toward such a result, Theorem 7.1. It says that a network $\mathcal{N}$ with maximum layer 1 cannot recognize a concept hierarchy $\mathcal{C}$ with maximum level 2. This bound depends only on the requirement that $\mathcal{N}$ should recognize $\mathcal{C}$ according to our definition for noisy recognition in Definition 4.2. That definition says that the network must tolerate bounded noise, as expressed by the ratio parameters $r_1$ and $r_2$. Our result assumes reasonable constraints on the values of $r_1$ and $r_2$. Note that the bound does not involve learning, only recognition.

A preliminary generalization of this result to more levels and layers appears in [26]. However, in addition to the basic definition of noisy recognition, this generalization uses a strong technical assumption about disjointness of certain sets of triggered neurons. This assumption might be reasonable, in that it is guaranteed by our learning algorithms in Section 5.2; however, we think it is too strong and would prefer to weaken it to, say, a simple limitation on the number of neurons at each layer in the network. We leave this task for future work.

### 7.1 Assumptions for the lower bound

Here we list explicitly the assumptions that we use for our lower bound result, Theorem 7.1. We state these assumptions in a general way, in terms of a particular concept hierarchy $\mathcal{C}$ with concept set $C$ and any number $\ell_{\text{max}}$ of levels, and an arbitrary network $\mathcal{N}$ with any number $\ell_{\text{max}}$ of layers. However, our lower bound result, Theorem 7.1, refers to just the special case of two levels and one layer. These assumptions capture the idea that concept hierarchy $\mathcal{C}$ is $(r_1, r_2)$-recognized by network $\mathcal{N}$.

1. Every concept $c \in C$ has a unique designated neuron $\text{rep}(c)$ in the network. (In general, it might be in any layer, regardless of the level of $c$.)
2. Let $B$ be any subset of $C_0$. If $c \in \text{supported}_{r_2}(B)$, then presentation of $B$ at time $t$ results in firing of $\text{rep}(c)$ at time $t + \text{layer}(\text{rep}(c))$.
3. Let $B$ be any subset of $C_0$. If $c \notin \text{supported}_{r_1}(B)$, then presentation of $B$ at time $t$ does not result in firing of $\text{rep}(c)$ at time $t + \text{layer}(\text{rep}(c))$.

Throughout this section, we assume the model presented in Section 2 and Section 3. Furthermore, since we are considering recognition only, and not learning, we assume that the engaged state components are always equal to 0. Also throughout this section, we assume that $r_1$ and $r_2$ satisfy the following constraints:
1. \(0 \leq r_1 \leq r_2 \leq 1\).
2. \(r_1 k\) is not an integer; define \(r'_1\) so that \(r'_1 k = \lfloor r_1 k \rfloor\).
3. Define \(r'_2\) so that \(r'_2 k = \lfloor r_2 k \rfloor\).
4. \((r'_2)^2 \leq 2r'_1 - (r'_1)^2\).

We think these constraints are reasonable. For example, for \(k = 10, r_1 = .51\) and \(r_2 = .8\) satisfy these conditions. Or \(r_1 = \frac{1}{3}\) and \(r_2 = \frac{2}{3}\).

### 7.2 Impossibility for recognition for two levels and one layer

We consider an arbitrary concept hierarchy \(C\) with maximum level 2 and concept set \(C\). We assume a (static) network \(\mathcal{N}\) with maximum layer 1, and total connectivity from layer 0 neurons to layer 1 neurons. For such a network and concept hierarchy, we get a contradiction to the noisy recognition problem in Section 4.2, for any values of \(r_1\) and \(r_2\) that satisfy the constraints given in Section 7.1.

For the problem requirements, we use only Assumptions 1-3 from Section 7.1.

**Theorem 7.1.** Assume that \(C\) has maximum level 2 and \(\mathcal{N}\) has maximum layer 1. Assume that \(r_1, r_2, r'_1, r'_2\) satisfy the constraints in Section 7.1. Then \(\mathcal{N}\) does not recognize \(C\), according to Assumptions 1-3.

**Proof.** Assume for contradiction that \(\mathcal{N}\) recognizes \(C\). Let \(c\) denote any one of the concepts in \(C_2\), i.e., a level 2 concept in \(C\). Then \(c\) has \(k\) children, each of which has \(k\) children of its own, for a total of \(k^2\) grandchildren.

Each of the \(k^2\) grandchildren must have a \(rep\) in layer 0, but neither \(c\) nor any of its \(k\) children do, because layer 0 is reserved for level 0 concepts. So in particular, \(rep(c)\) is a layer 1 neuron. By the structure of the network, this means that the only inputs to \(rep(c)\) are from layer 0 neurons. Since we assume total connectivity, we have an edge from each layer 0 neuron to \(rep(c)\). We define:

- \(W(b)\), for each child \(b\) of \(c\) in the concept hierarchy: The total weight of all edges \((u, rep(c))\), where \(u\) is a layer 0 neuron that is the \(rep\) of a child of \(b\).
- \(W\): The total weight of all the edges \((u, rep(c))\), where \(u\) is a layer 0 neuron that is a \(rep\) of a grandchild of \(c\). In other words, \(W = \Sigma_{b \in children(c)} W(b)\).

We consider two scenarios. In Scenario A (the "must-fire scenario"), we choose input set \(B\) to consist of enough leaves of \(c\) to force \(rep(c)\) to fire, that is, we ensure that \(c \in supported_{r_1}(B)\), while trying to minimize the total weight incoming to \(rep(c)\). Specifically, we choose the \(r'_1 k \geq r_2 k\) children \(b\) of \(c\) with the smallest values of \(W(b)\). And for each such \(b\), we choose its \(r'_2 k\) children with the smallest weights. Let \(B\) be the union of all of these \(r'_2 k\) sets of \(r'_2 k\) grandchildren of \(c\). Since \(r'_2 k \geq r_2 k\), it follows that \(c \in supported_{r_2}(B)\).

**Claim 1:** In Scenario A, the total incoming potential to \(rep(c)\) is at most \((r'_2)^2 W\).

In Scenario B (the "can’t-fire scenario"), we choose input set \(B\) to consist of leaves of \(c\) that force \(rep(c)\) not to fire, that is, we ensure that \(c \notin supported_{r_1}(B)\), while trying to maximize the total weight incoming to \(rep(c)\). Specifically, we choose the \(r'_1 k < r_1 k\) children \(b\) of \(c\) with the largest values of \(W(b)\), and we include all of their children in \(B\). For each of the remaining \((1 - r'_1)k\) children of \(c\), we choose its \(r'_1 k < r_1 k\) children with the largest weights and include them all in \(B\). Since \(r'_1 k\) is strictly less than \(r_1 k\), it follows that \(c \notin supported_{r_1}(B)\).

**Claim 2:** In Scenario B, the total incoming potential to \(rep(c)\) is at least \((r'_1)W + (1 - r'_1)r'_1 W = (2r'_1 - (r'_1)^2)W\).

**Proof of Claim 2:** We define:

- \(W_1\): The total of the weights \(W(b)\) for the \(r'_1 k\) children \(b\) of \(c\) with the largest values of \(W(b)\).
- \(W_2 = W - W_1\): The total of the weights \(W(b)\) for the remaining \((1 - r'_1)k\) children of \(c\).
• $W_3$: We know that $W_1 \geq r_1' W$, since $W_1$ gives the total weight for the $r_1' k$ children of $c$ with the largest weights, out of $k$ children. Define $W_3 = W_1 - r_1' W$; then $W_3$ must be nonnegative.

Then the total incoming potential to $\text{rep}(c)$ is

\[
\begin{align*}
&\geq W_1 + r_1' W_2, \\
&= r_1' W + W_3 + r_1'(W - W_1), \\
&= r_1' W + W_3 + r_1'(W - W_3 - r_1' W), \\
&= 2r_1' W - (r_1')^2 W + (1 - r_1') W_3, \\
&\geq 2r_1' W - (r_1')^2 W, \\
&= (2r_1' - (r_1')^2) W,
\end{align*}
\]

as needed.

*End of proof of Claim 2*

Now, Claim 1 implies that the threshold $\tau$ of neuron $\text{rep}(c)$ must be at most $(r_2')^2 W$, since it must be small enough to permit the given $B$ to trigger firing of $\text{rep}(c)$. On the other hand, Claim 2 implies that the threshold must be strictly greater than $(2r_1' - (r_2')^2) W$, since it must be large enough to prevent the given $B$ from triggering firing of $\text{rep}(c)$. So we must have

\[
(2r_1' - (r_1')^2) W < \tau \leq (r_2')^2 W,
\]

which implies that

\[
2r_1' - (r_1')^2 < (r_2')^2.
\]

But this contradicts our assumption that $(r_2')^2 \leq 2r_1' - (r_1')^2$. $\square$

8 Conclusions and Future Work

In this paper, we have proposed a theoretical model for recognizing and learning hierarchically-structured concepts in synchronous, feed-forward layered Spiking Neural Networks. Our networks use Oja’s learning rule for adjusting synapse weights. Based on this model, we have presented two learning algorithms, one for noise-free learning and one that allows bounded noise. Both algorithms learn concepts in a bottom-up manner, but allow arbitrary interleaving in learning of incomparable concepts. We have analyzed both algorithms in detail.

The representations produced by these algorithms are certain types of embeddings of the hierarchical concept structure in the neural network. These representations support robust concept recognition, even when some of the inputs are missing. We have also provided a preliminary lower bound on the number of layers, saying that two-level concepts cannot be recognized robustly in one-level networks.

This paper represents a first step towards a theory of representation and learning for hierarchically-structured concepts in SNNs. In the longer term, we are interested in theoretical models that capture key features of real computer vision algorithms and brain networks. Our current model is highly abstract and makes many simplifying assumptions: for instance, we assume that concepts are strictly tree-structured, that every concept has the same number of children, that the number of network layers is at least as large as the number of concept levels, that the networks are feed-forward, and that the learning rule is applied without error. To make the results more realistic, one should loosen all of these assumptions, systematically.

The results in this paper suggest numerous directions for future research:

**Extensions to our results:** One can consider more flexible orders in which concepts in a hierarchy can be learned, based on a larger class of training schedules. Is it possible to learn higher-level concepts before learning low-level concepts? How does the order of learning affect the time required to learn? Another interesting issue is robustness of the networks, for example, to presentation of a few "extraneous" inputs that are not part of the concept being shown, to noise in calculating potentials, or to failures of neurons or synapses.
Also, our algorithms use some auxiliary capabilities, such as Winner-Take-All, in order to select neurons for learning; it would be interesting to combine our algorithms with network implementations of these auxiliary capabilities in order to obtain complete, self-contained networks that solve the learning problem "from scratch". Finally, we would like to strengthen the lower bound results to apply to many levels and layers.

Variations in the network model: Our networks have a simple layered structure; it would be interesting to consider some natural variations. For example, instead of all-to-all connections between consecutive layers, what happens to the results if one assumes a smaller number of randomly-determined connections between layers? Also, in our networks, all edges go from one layer \( \ell \) to the next higher layer \( \ell + 1 \). How do the results change if one allows edges to go from layer \( \ell \) to any higher layer?

What would be the impact on the results of allowing feedback edges from each layer \( \ell \) to the next-lower layer \( \ell - 1 \)? How would the costs of recognizing and learning concepts change based on feedback from representations of higher-level concepts?

What would be the effect on the results of using other incremental learning rules besides Oja's rule? In an extreme case, what happens to the results if learning occurs all at once, rather than incrementally? In general, how can we compare the computational power of incremental learning models vs. one-shot learning models such as the one in [52, 20]?

Variations in the data model: Another interesting research direction is to consider variations on the structure of concept hierarchies. How do the results change if we allow different numbers of children for different concepts? It is not clear how one can set the firing thresholds in this case. Perhaps these thresholds could be 'learned'. Another interesting extension is to allow a level \( \ell \) concept to have children at any level smaller than \( \ell \), rather than just level \( \ell - 1 \)? What happens if a concept hierarchy need not be a tree, but may include a bounded amount of overlap between the sets of children of different concepts?

It would be interesting to understand more generally what kinds of logical structures can be learned by synchronous SNNs. In our concept hierarchies, each level \( \ell + 1 \) concept corresponds to the "and" of several level \( \ell \) concepts. What if we allow concepts that correspond to "ors", or "nors", of other concepts? Similar questions were suggested by Valiant [47], in terms of a different model. Also, in addition to learning individual concepts, it would be interesting to consider learning relationships between concepts, such as association, causality, or sequential order.

Different forms of representation: In this paper, each concept \( c \) is represented by just one neuron \( \text{rep}(c) \). An interesting extension, which may be more biologically plausible, would be to allow the representation of each concept \( c \) to be a more elaborate "code" consisting of a particular set of neurons that fire. Important examples here are representations based on "cell assemblies" [38, 39].

What are the theoretical advantages and costs of such codes, compared to simpler single-neuron representations? Another type of extension would be to "time-share" the network, allowing the same layer of the network to represent different levels of the concept hierarchy at different times. Ideas from [6, 19] on state machine simulations in neural networks may be useful here.

Experimental work: All the ideas we have presented in this paper are purely theoretical. It would be valuable to complement this work with experiments to evaluate the performance and robustness of the algorithms presented here, as well as future algorithms.

References


Here we present our analysis for the noise-free learning algorithm in Section 5. In Section A.1, we describe how incoming weights change for a particular neuron when it is presented with a consistent input vector. In Section A.2, we prove our main invariant, saying how neurons get bound to concepts, when neuron firing occurs, and how weights change, during the time when the network is learning. In Section A.3, we use that invariant to prove Theorem 5.3.

A.1 Weight Change for Individual Neurons

In this subsection we give a series of three lemmas that describe how incoming weights change for a particular neuron when it is presented with a consistent input vector during execution of our noise-free learning network. Throughout this subsection, we consider a single neuron $u$ with $\text{layer}(u) \geq 1$.

We begin by considering how weights change in a single round. Lemma A.1 describes how the weights change for firing neighbors, and for non-firing neighbors. In this lemma, we consider a neuron $u$ with weight vector $w(t-1)$ and input vector $x(t-1)$, both at time $t-1 \geq 0$. Write $z(t-1)$ for the dot product of $w(t-1)$ and $x(t-1)$, which represents the incoming potential in round $t$. We assume that the engaged component, $e(t)$, is equal to 1. We give bounds on the new weights for $u$ at time $t$, given by $w(t)$.

**Lemma A.1.** Let $F \subseteq \{1, \ldots, n\}$, with $|F| = k$. Assume that:

1. $x_i(t-1) = 1$ for every $i \in F$ and $x_i(t-1) = 0$ for every $i \not\in F$. That is, exactly the incoming neighbors in $F$ fire at time $t-1$.

2. All weights $w_i(t-1), i \in F$ are equal, and all weights $w_i(t-1), i \not\in F$ are equal.

3. For every $i \in F$, $0 < w_i(t-1) < \frac{1}{\sqrt{k}}$.

4. For every $i \not\in F$, $w_i(t-1) > 0$.

5. $0 < \eta \leq \frac{1}{4\pi}$.

Then:
1. All weights $w_i(t), i \in F$ are equal, and all weights $w_i(t), i \notin F$ are equal.

2. For every $i \in F$, $w_i(t) > w_i(t-1)$.

3. For every $i \in F$, $w_i(t) < \frac{1}{\sqrt{k}}$.

4. For every $i \notin F$, $w_i(t) < w_i(t-1)$.

5. For every $i \notin F$, $w_i(t) > 0$.

**Proof.** Note that $z(t-1) < k \frac{1}{\sqrt{k}} = \sqrt{k}$, because of the assumed upper bound for each $w_j(t-1)$ and the fact that $|F| = k$. Similarly, we have that $z(t-1) > 0$.

Part 1 is immediate by symmetry—all components for $i \in F$ are changed by the same rule, based on the same information.

For Part 2, consider any $i \in F$. Since $z(t-1) < \sqrt{k}$ and $w_i(t-1) < \frac{1}{\sqrt{k}}$, the product $z(t-1) w_i(t-1) < 1$. Then by Oja’s rule:

$$w_i(t) = w_i(t-1) + \eta z(t-1)(1 - z(t-1)w_i(t-1)) > w_i(t-1) + \eta z(t-1) \cdot 0 = w_i(t-1),$$

as needed.

For Part 3, again consider any $i \in F$. Since $w_i(t-1) < \frac{1}{\sqrt{k}}$, we may write $w_i(t-1) = \frac{1}{\sqrt{k}} - \lambda$ for some $\lambda > 0$. Then by symmetry, for every $j \in F$, we have $w_j(t-1) = \frac{1}{\sqrt{k}} - \lambda$. We thus have that

$$w_i(t) = w_i(t-1) + \eta z(t-1)(1 - z(t-1)w_i(t-1))$$

$$= w_i(t-1) + \eta k \left( \frac{1}{\sqrt{k}} - \lambda \right) \left( 1 - \frac{1}{\sqrt{k}} - \lambda \right)$$

$$= w_i(t-1) + \eta k \left( \frac{1}{\sqrt{k}} - \lambda \right) \left( 1 - \frac{1}{\sqrt{k}} - \lambda \right)$$

$$< w_i(t-1) + \eta k \left( \frac{1}{\sqrt{k}} \right) 2 \lambda \sqrt{k}$$

$$\leq w_i(t-1) + \frac{\lambda}{2}$$

$$< 1/\sqrt{k},$$

as needed.

For Part 4, consider any $i \notin F$. We have

$$w_i(t) = w_i(t-1) + \eta z(t-1)(0 - z(t-1)w_i(t-1))$$

$$= w_i(t-1)(1 - \eta z(t-1)^2)$$

$$< w_i(t-1),$$

as needed.

Finally, for Part 5, again consider any $i \notin F$. We then have:

$$w_i(t) = w_i(t-1) + \eta z(t-1)(0 - z(t-1)w_i(t-1))$$

$$= w_i(t-1)(1 - \eta z(t-1)^2)$$

$$> w_i(t-1)(1 - \eta k), \text{ since } z(t-1) < \sqrt{k}$$

$$\geq w_i(t-1)(1 - \frac{k}{4k}), \text{ since } \eta \leq \frac{1}{4k}$$

$$= \frac{3}{4} w_i(t-1)$$

$$> 0,$$

as needed. \qed
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Lemma A.2 extends Lemma A.1 to any number of steps. This lemma assumes that the same \( x \) inputs are given to the given neuron \( u \) at every time. When we apply this later, in the proof of Lemma A.6, it will be in a context where these inputs may occur at separated times, namely, the particular times at which \( u \) is actually engaged in learning. At the intervening times, \( u \) will not be engaged in learning and therefore will not change its weights.

**Lemma A.2.** Let \( F \subseteq \{1, \ldots, n\} \), with \( |F| = k \). Assume that:

1. For every \( t \geq 0 \), \( x_i(t) = 1 \) for every \( i \in F \) and \( x_i(t) = 0 \) for every \( i \notin F \).
2. All weights \( w_i(0) \) are equal.
3. \( 0 < w_i(0) < \frac{1}{\sqrt{k}} \) for every \( i \).
4. \( 0 < \eta \leq \frac{1}{4k} \).

Then for any \( t \geq 1 \):

1. All weights \( w_i(t), i \in F \) are equal, and all weights \( w_i(t), i \notin F \) are equal.
2. \( 0 < w_i(t) < \frac{1}{\sqrt{k}} \) for every \( i \).
3. For every \( i \in F \), \( w_i(t) > w_i(0) \).
4. For every \( i \notin F \), \( w_i(t) < w_i(0) \).

**Lemma A.3** gives quantitative bounds on the amount of weight increase and weight decrease over many rounds, again for a single neuron \( u \) involved in learning a single concept. We use notation \( w(t), x(t), z(t) \) as before. We assume that \( x(t) \) is the same at all times \( t = 0, 1, \ldots \), and assume that the engaged component \( e(t) \) is equal to 1 at all times \( t \).

**Lemma A.3 (Learning Properties).** Let \( F \subseteq \{1, \ldots, n\} \) with \( |F| = k \). Let \( \varepsilon \in (0, 1] \). Let \( b \) be a positive integer. Let \( \sigma = \frac{4}{3\eta k} \left((\ell_{\max} + 1) \log(k) + \frac{3}{\eta k} + \frac{b \log(k)}{\log(k)}\right) \). Thus, \( \sigma \) is

\[
O \left( \frac{1}{\sqrt{k}} \left( \ell_{\max} \log(k) + \frac{1}{\varepsilon} \right) + b \log(k) \right).
\]

Assume that:

1. For every \( t \geq 0 \), \( x_i(t) = 1 \) for every \( i \in F \), \( x_i(t) = 0 \) for every \( i \notin F \), and \( e(t) = 1 \).
2. All weights \( w_i(0) \) are equal to \( \frac{1}{\ell_{\max}} \).
3. \( \eta = \frac{1}{4k} \).

Then for every \( t \geq \sigma \), the following hold:

1. For any \( i \in F \), we have \( w_i(t) \in \left[ \frac{1}{(1+\varepsilon)\sqrt{k}}, \frac{1}{\sqrt{k}} \right] \).
2. For any \( i \notin F \), we have \( w_i(t) \in \left[ 0, \frac{1}{k\ell_{\max} + b} \right] \).

**Proof.** We first show Part 1. Lemma A.2 implies the upper bound of \( \frac{1}{\sqrt{k}} \), so it remains to show the lower bound. We do this in two steps, first increasing the weight to an intermediate target value \( \frac{1}{2\sqrt{k}} \) and then to the real target value \( \frac{1}{(1+\varepsilon)\sqrt{k}} \). These two steps use different arguments.

For the first step, we begin with Claim 1, which bounds the number of rounds required to double the weight \( w_i \), for \( i \in F \), when \( w_i \) is not "too close" to the target weight \( \frac{1}{\sqrt{k}} \).

**Claim 1:** Assume that \( i \in F \). For any positive integer \( j \), the number of rounds needed to increase \( w_i \) from \( \frac{1}{2^{j+1}\sqrt{k}} \) to \( \frac{1}{2^j\sqrt{k}} \) is at most \( \frac{4}{3\eta k} \).

---

9This is a very precise assumption but it could be weakened, at a corresponding cost in running time.
**Proof of Claim 1:** Since all the weights are the same and \( \frac{1}{2^{i+1} \sqrt{k}} \leq w_i(t - 1) \leq \frac{1}{2\sqrt{k}} \), we get:

\[
\begin{align*}
w_i(t) &= w_i(t - 1) + \eta z(t - 1) \cdot (1 - z(t - 1) \cdot w_i(t - 1)) \\
&= w_i(t - 1) + \eta kw_i(t - 1)(1 - kw_i^2(t - 1)) \\
&\geq w_i(t - 1) + \frac{\eta k}{2^{i+1} \sqrt{k}} (1 - k \cdot \frac{1}{4k}) \\
&= w_i(t - 1) + \frac{\eta k}{2^{i+1} \sqrt{k}} (3/4).
\end{align*}
\]

Increasing \( w_i \) from \( \frac{1}{2^{i+1} \sqrt{k}} \) to \( \frac{1}{2\sqrt{k}} \) means we must increase it by an additive amount of \( \frac{1}{2^{i+1} \sqrt{k}} \cdot (3/4) \). We have just shown that each round increases \( w_i \) by at least \( \eta k \cdot \frac{1}{2^{i+1} \sqrt{k}} \cdot (3/4) \). Thus, the number of rounds required to double \( w_i \) from \( \frac{1}{2^{i+1} \sqrt{k}} \) to \( \frac{1}{2\sqrt{k}} \) is at most \( \frac{1}{2^{i+1} \sqrt{k}} \cdot (3/4) \), divided by \( \eta k \cdot \frac{1}{2^{i+1} \sqrt{k}} \cdot (3/4) \), which is \( \frac{4}{3\eta k} \).

**End of proof of Claim 1.**

Now we can prove the first step, bounding the number of rounds required for the weight to reach at least \( \frac{1}{2\sqrt{k}} \):

**Claim 2:** For \( i \in F \), the number of rounds required to increase \( w_i \) from the starting value \( \frac{1}{k_{\max}} \) to the intermediate target value \( \frac{1}{2\sqrt{k}} \) is at most \( \frac{4}{3\eta k} (\ell_{\max} + 1) \log(k) \).

**Proof of Claim 2:** By applying Claim 1 \( (\ell_{\max} + 1) \log(k) \) times.

**End of Proof of Claim 2.**

Next, for the second step, we bound the number of rounds required to increase \( w_i, i \in F \), from \( \frac{1}{2\sqrt{k}} \) to \( \frac{1}{(1 + \epsilon)\sqrt{k}} \). This time, of course, depends on \( \epsilon \).

**Claim 3:** For \( i \in F \), the number of rounds required to increase \( w_i \) from the intermediate target value \( \frac{1}{2\sqrt{k}} \) to the final target value \( \frac{1}{(1 + \epsilon)\sqrt{k}} \) is at most \( \frac{3}{\eta k\epsilon} \).

**Proof of Claim 3:** The argument is generally similar to that for Claim 1, but now using the fact that \( \frac{1}{2\sqrt{k}} \leq w_i(t - 1) \leq \frac{1}{(1 + \epsilon)\sqrt{k}} \):

\[
\begin{align*}
w_i(t) &= w_i(t - 1) + \eta z(t - 1)(1 - z(t - 1)w_i(t - 1)) \\
&= w_i(t - 1) + \eta kw_i(t - 1)(1 - kw_i^2(t - 1)) \\
&\geq w_i(t - 1) + \frac{\eta k}{2\sqrt{k}} \cdot \left( 1 - \frac{1}{(1 + \epsilon)^2} \right) \\
&= w_i(t - 1) + \frac{\eta \sqrt{k}}{2} \cdot \left( 1 - \frac{1}{(1 + \epsilon)^2} \right) \\
&\geq w_i(t - 1) + \frac{\eta \sqrt{k} \epsilon}{2} \\
&= w_i(t - 1) + \frac{\eta \sqrt{k} \epsilon}{6},
\end{align*}
\]

where we used the fact that \( (1 - 1/(1 + x)^2) \geq x/3 \) for \( 0 \leq x \leq 1 \). It follows that the total time to increase \( w_i \) from its initial value \( \frac{1}{2\sqrt{k}} \) to the target value \( \frac{1}{(1 + \epsilon)\sqrt{k}} \) is at most

\[
\left( \frac{1}{(1 + \epsilon)\sqrt{k}} - \frac{1}{2\sqrt{k}} \right) \cdot \frac{6}{\eta \sqrt{k} \epsilon} = \frac{1 - \epsilon}{2(1 + \epsilon)\sqrt{k}} \cdot \frac{6}{\eta \sqrt{k} \epsilon} = \frac{6(1 - \epsilon)}{2(1 + \epsilon)\eta \epsilon} \leq \frac{3}{\eta k \epsilon}.
\]

**End of Proof of Claim 3.**
It follows that the total number of rounds for Part 1 is at most the sum of the bounds from Claims 2 and 3, or
\[
\frac{4}{3\eta k}((\ell_{\text{max}}+1)\log(k)) + \frac{3}{\eta k\varepsilon},
\]
which is \(O\left(\frac{1}{\eta k}(\ell_{\text{max}}\log(k) + \frac{1}{\varepsilon})\right)\).

Note that once the weights for indices in \(F\) reach their target values, they never decrease below those values. This follows from strict monotonicity shown in Lemma A.2.

We now turn to proving Part 2. Lemma A.2 implies the lower bound, so it remains to show the upper bound.

We consider what happens after the increasing weights (for indices in \(F\)) have already reached the level \(\frac{1}{2\sqrt{k}}\), and then bound the number of rounds for the decreasing weights to decrease to the desired target \(\frac{1}{k^{\ell_{\text{max}}}}\). The reason we choose the level \(\frac{1}{2\sqrt{k}}\) for the increasing weights is that this is enough to guarantee that \(z\) is "large enough" to produce a sufficient amount of decrease. For this part, we use our assumed lower bound on \(\eta\).

**Claim 4:** For \(i \not\in F\), the number of rounds required to decrease \(w_i\) from the starting weight \(\frac{1}{k^{\ell_{\text{max}}+1}}\) to \(\frac{1}{k^{\ell_{\text{max}}+b}}\) is at most \(b \log \frac{k}{\log_2 \frac{16}{15}}\), which is \(O(b \log(k))\).

**Proof of Claim 4:** Considering a single round, we get:
\[
w_i(t) = w_i(t-1)(1 - \eta z(t-1)^2)
\leq w_i(t-1) \left(1 - \frac{1}{4k} \left(\frac{\sqrt{k}}{2}\right)^2\right)
= w_i(t-1) \left(1 - \frac{1}{16}\right) = w_i(t-1) \frac{15}{16}.
\]
The inequality uses the facts that \(\eta \geq \frac{1}{4k}\) and \(z(t-1) \geq k(\frac{1}{2\sqrt{k}}) = \frac{\sqrt{k}}{2}\).

Thus, the weight decreases by a factor of \(15/16\) at each round. Now consider the number of rounds needed to reduce from \(\frac{1}{k^{\ell_{\text{max}}+1}}\) to the target weight \(\frac{1}{k^{\ell_{\text{max}}+b}}\). This number is bounded by \(\frac{b \log_2 \frac{k}{15}}{15}\), which is \(O(b \log(k))\), as claimed.

**End of Proof of Claim 4.**

Summing the bounds for Part 1 (increasing) and Part 2 (decreasing), we see that the total number of rounds to complete all the needed increases and decreases is at most
\[
\frac{4}{3\eta k}((\ell_{\text{max}}+1)\log(k)) + \frac{3}{\eta k\varepsilon} + \frac{b \log_2 \frac{k}{15}}{15},
\]
which is \(O\left(\frac{1}{\eta k}(\ell_{\text{max}}\log(k) + \frac{1}{\varepsilon}) + b \log(k)\right)\), as needed.

\[\square\]

### A.2 Main Invariants

In this section, we give a key lemma, Lemma A.6, which describes key properties of the algorithm with respect to engagement, weight settings, and firing. This lemma deals with the network as a whole, and draws upon the lemmas in Section A.1 for properties involving learning by individual neurons. Lemma A.6 relies on assumptions about the input, captured by our \(\sigma\)-bottom-up training definition, and also about the settings of engagement flags.

For the rest of Appendix A, we use the following assumptions about the various parameter settings:

1. The concept hierarchy consists of \(\ell_{\text{max}}\) levels.
2. The network consists of \(\ell'_{\text{max}}\) levels, with \(\ell_{\text{max}} \leq \ell'_{\text{max}}\).
We are now ready to prove our main lemma. It has five parts, whose proofs are intertwined.

Assumption A.4. For every time \( t \) and layer \( \ell \), a neuron \( u \) on layer \( \ell \) is engaged (i.e., \( u.\text{engaged} = 1 \)) at time \( t \), if and only if both of the following hold:

1. A level \( \ell \) concept was shown at time \( t - \ell \).
2. Neuron \( u \) is selected by the WTA at time \( t \).

Recall that, by Assumption 5.2, the WTA selects exactly one layer \( \ell \) neuron at time \( t \). This, together with Assumption 5.2, implies that exactly one layer \( \ell \) neuron will be engaged at time \( t \).

We also define the point at which a particular layer \( \ell \) neuron \( u \) gets "bound" to a particular level \( \ell \) concept \( c \). Namely, we say that a layer \( \ell \) neuron \( u \), \( \ell \geq 1 \), "binds" to a level \( \ell \) concept \( c \) at time \( t \) if \( c \) is presented for the first time at time \( t - \ell \), and \( u \) is the neuron that is engaged at time \( t \). At that point, we define \( \text{rep}(c) = u \).

Here is a simple auxiliary lemma, about unbound neurons.

Lemma A.5. Let \( u \) be a neuron with \( \text{layer}(u) \geq 1 \). Then for every \( t \geq 0 \), the following hold:

1. If \( u \) is unbound at time \( t \), then all of \( u \)'s incoming weights at time \( t \) are the initial weight \( \frac{1}{k_{\text{max}} + 1} \).
2. If \( u \) is unbound at time \( t \), then \( u \) does not fire at time \( t \).

We are now ready to prove our main lemma. It has five parts, whose proofs are intertwined.

Lemma A.6. Consider any particular execution of the network in which inputs follow a \( \sigma \)-bottom-up training schedule. For any \( t \geq 0 \), the following properties hold.

1. The \( \text{rep() \ mapping} \) from the set \( C \) of concepts to the set \( N \) of neurons a is one-to-one mapping; that is, for any two distinct concepts \( c \) and \( c' \) for which \( \text{rep}(c) \) and \( \text{rep}(c') \) are both defined by time \( t \), we have \( \text{rep}(c) \neq \text{rep}(c') \).
2. For every concept \( c \) with \( \text{level}(c) \geq 1 \), every showing of \( c \) at a time \( t \leq t - \text{level}(c) \), leads to the same neuron \( u = \text{rep}(c) \) becoming engaged at time \( t \).
3. For every concept \( c \) with \( \text{level}(c) \geq 1 \), and any \( t' \geq 1 \), if \( c \) is shown at time \( t - \text{level}(c) \) for the \( t' \)-th time, then the following are true at time \( t \):
   (a) Neuron \( u = \text{rep}(c) \) has weights in \( \left( \frac{1}{k_{\text{max}} + 1}, \frac{1}{\sqrt{r}} \right) \) for all neurons in \( \text{rep(children}(c)) \), and weights in \( \left( 0, \frac{1}{k_{\text{max}} + 1} \right) \) for all other neurons.
   (b) If \( t' \geq \sigma \), then \( u \) with \( u = \text{rep}(c) \) has weights in \( \left( \frac{1}{(1+\epsilon)\sqrt{r}}, \frac{1}{\sqrt{r}} \right) \) for all neurons in \( \text{rep(children}(c)) \), and weights in \( \left( 0, \frac{1}{(1+\epsilon)\sqrt{r}} \right) \) for all other neurons.
4. For every concept \( c \), if a proper ancestor of \( c \) is shown at time \( t - \text{level}(c) \), then \( \text{rep}(c) \) is defined by time \( t \), and fires at time \( t \).
5. For any neuron \( u \), the following holds. If \( u \) fires at time \( t \), then there exists \( c \) such that \( u = \text{rep}(c) \) at time \( t \), and an ancestor of \( c \) is shown at time \( t - \text{layer}(u) \). (This ancestor could be \( c \) or a proper ancestor of \( c \).)
Proof. First observe that, by Assumption A.4, every representative \( rep(c) \) is on the layer equal to \( level(c) \). We prove the five-part statement of the lemma by induction on \( t \).

Base: \( t = 0 \).

For Part 1, the only concepts for which \( reps \) are defined at time 0 are level 0 concepts, and these all have distinct \( reps \) by assumption. For Parts 2 and 3, note that \( level(c) \geq 1 \) implies that the times in question are negative, which is impossible; so these are trivially true. For Part 4, it must be that \( level(c) = 0 \) (to avoid negative times), and a proper ancestor of \( c \) is shown at time 0. Then the layer 0 neuron \( rep(c) \) fires at time 0, by the definition of "showing".

For Part 5, first note that at time 0 no neurons at layers \( \geq 1 \) are bound, so by Lemma A.5, they cannot fire at time 0. Since we assume that \( u \) fires at time 0, it must be that \( layer(u) = 0 \), which implies that \( u = rep(c) \) for some level 0 concept \( c \). Then, since \( u \) fires at time 0, by definition of "showing", an ancestor of \( c \) must be shown at time 0.

Inductive step: Assume the five-part claim holds for time \( t - 1 \) and consider time \( t \). We prove the five parts one by one.

For Part 1, let \( c \) and \( c' \) be any two distinct concepts for which \( rep(c) \) and \( rep(c') \) are both defined by time \( t \). We must show that \( rep(c) \neq rep(c') \). If both \( rep(c) \) and \( rep(c') \) are defined by time \( t - 1 \), then by the inductive hypothesis, Part 1, \( rep(c) \neq rep(c') \) at time \( t - 1 \). Since the \( reps \) do not change, this is still true at time \( t \), as needed. So the only remaining possibility for conflict is that one of these two concepts, say \( c' \), already has its \( rep \) defined by time \( t - 1 \) and the other concept, \( c \), does not, and \( rep(c) \) becomes defined at time \( t \), to be the same neuron as \( rep(c') \). But we claim that, because of the weight settings, \( rep(c) \) must be defined at time \( t \) to be a neuron that is unbound at time \( t - 1 \).

So suppose that \( u \) is the neuron that gets defined to be \( rep(c) \) at time \( t \); we argue that \( u \) must be unbound at time \( t - 1 \). Write \( \ell = level(c) \); then also \( layer(u) = \ell \). By Assumption A.4, the engaged flag gets set at time \( t \) for \( u \), and for no other layer \( \ell \) neurons. Since \( c \) is shown at time \( t - \ell \), by the \( \sigma \)-bottom-up assumption, each child of \( c \) must have been shown at least \( \sigma \) times prior to time \( t - \ell \). Then by the inductive hypothesis, Parts 4 and 5, the layer \( \ell - 1 \) neurons "fire correctly" at time \( t - 1 \), that is, all neurons in the set \( rep(children(c)) \) fire and no other layer \( \ell - 1 \) neuron fires, at time \( t - 1 \). This firing pattern implies that every layer \( \ell \) neuron that is already bound strictly prior to time \( t \) has incoming potential in round \( t \) that is strictly less than \( k \) times the initial weight, by the inductive hypothesis Part 3(a) and by the disjointness of the concepts. On the other hand, every layer \( \ell \) neuron that is unbound at time \( t - 1 \) has incoming potential equal to \( k \) times the initial weight, by Lemma A.5. By assumption, there must be at least one unbound neuron available. It follows that the neuron \( u \) that is chosen by the WTA is unbound at time \( t - 1 \), and so cannot be the same as the already-bound neuron \( rep(c') \).

For Part 2, let \( c \) be any concept with \( level(c) \geq 1 \), and write \( \ell = level(c) \). We must prove that any showing of \( c \) at any time \( t' \leq t - \ell \) leads to the same neuron \( u = rep(c) \) becoming engaged. If \( c \) is not shown at time precisely \( t - \ell \), then the claim follows directly from the inductive hypothesis, Part 2. So assume that \( c \) is shown at time \( t - \ell \). If \( t - \ell \) is the first time that \( c \) is shown, then \( rep(c) \) first gets defined at time \( t \), so the conclusion is trivially true (since there is only one showing to consider).

It remains to consider the case where \( rep(c) \) is already defined by time \( t - 1 \). Then, by the inductive hypothesis, Part 2, we know that any showing of \( c \) at a time \( t' \leq t - 1 - \ell \) leads to neuron \( rep(c) \) becoming engaged. We now argue that the same \( rep(c) \) is also selected at time \( t \). As in the proof of Part 1, the engaged flag is set at time \( t \) for exactly one layer \( \ell \) neuron; we claim that this chosen neuron is in fact the previously-defined \( rep(c) \). As in the proof for Part 1, we claim that all neurons in the set \( rep(children(c)) \) fire and no other layer \( \ell - 1 \) neuron fires at time \( t - 1 \). Then \( rep(c) \) has incoming potential in round \( t \) that is strictly greater than \( k \) times the initial weight, by the inductive hypothesis, Part 3(a). On the other hand, every other layer \( \ell \) neuron has incoming potential that is at most \( k \) times the initial weight, again by the inductive hypothesis, Part 3(a). It follows that \( rep(c) \) has a strictly higher incoming potential in round \( t \) than any other layer \( \ell \) neuron, and so is the chosen neuron at time \( t \).
For Part 3, let \( c \) be any concept with \( \text{level}(c) \geq 1 \), and write \( \ell = \text{level}(c) \). Let \( t' \geq 1 \). Assume that \( c \) is shown at time \( t - \ell \) for the \( t' \)-th time. We must show:

(a) Neuron \( u = \text{rep}(c) \) has weights in \( \left( \frac{1}{k^{\ell_{\text{max}} + t'}}, \frac{1}{\sqrt{k}} \right) \) for all neurons in \( \text{rep(children}(c)) \), and weights in \( (0, \frac{1}{k^{\ell_{\text{max}} + t'}}) \) for all other neurons.

(b) If \( t' \geq \sigma \), then \( u \) with \( u = \text{rep}(c) \) has weights in \( \left[ \frac{1}{(1+\epsilon)\sqrt{k}}, \frac{1}{\sqrt{k}} \right] \) for all neurons in \( \text{rep(children}(c)) \), and weights in \( [0, \frac{1}{k^{\ell_{\text{max}} + \epsilon}}) \) for all other neurons.

For both parts, we use Part 2 (for \( t \), not \( t - 1 \)) to infer that every showing of \( c \) at a time \( \leq t - \text{level}(c) \) leads to the same neuron \( u = \text{rep}(c) \) being engaged. Thus, neuron \( u \) has been engaged \( t' \) times as a result of showing \( c \), up to time \( t \).

For Part (a), fix any \( t' \geq 1 \). Then we may apply Lemma A.2, with \( F = \text{rep(children}(c)) \), to conclude that the incoming weights for \( u \) are in the claimed intervals. Here we use the fact that the initial settings \( w_{ij}(0) \) are equal to \( \frac{1}{k^{\ell_{\text{max}} + t'}} \). For Part (b), assume that \( t' \geq \sigma \). Then we may apply Lemma A.3, with \( F = \text{rep(children}(c)) \), to conclude that the incoming weights for \( u \) are in the claimed intervals.

For Part 4, let \( c \) be any concept, and assume that \( c^* \), a proper ancestor of \( c \), is shown at time \( t - \text{level}(c) \). We must show that \( \text{rep}(c) \) is defined by time \( t \), and that it fires at time \( t \).

Since \( c^* \) is shown at time \( t - \text{level}(c) \), by the definition of a \( \sigma \)-bottom-up schedule, that means \( c \) was shown at least \( \sigma \) times by time \( t - \text{level}(c) - 1 \). This implies that \( \text{rep}(c) \) is defined by time \( t - 1 \), and so, by time \( t \). Moreover, since \( c \) was shown at least \( \sigma \) times by time \( t - \text{level}(c) - 1 \), by the inductive hypothesis, Part 3(b), at time \( t - 1 \), \( \text{rep}(c) \) has incoming weights at least \( \frac{1}{1+(\epsilon)\sqrt{k}} \) for all neurons in \( \text{rep(children}(c)) \). By the inductive hypothesis, Part 4, the neurons in \( \text{rep(children}(c)) \) fire at time \( t - 1 \) since \( c^* \) is also a proper ancestor of all children of \( c \).

Therefore, in round \( t \), the potential of \( \text{rep}(c) \) is at least \( k \cdot \frac{1}{(1+\epsilon)\sqrt{k}} \), which by our assumptions on the values of the parameters means that the potential is at least \( \tau \), which implies that \( u \) fires at time \( t \).

For Part 5, fix an arbitrary neuron \( u \) and suppose that \( u \) fires at time \( t \). We must show that there is some concept \( c \) such that \( u = \text{rep}(c) \) at time \( t \), and a (not necessarily proper) ancestor of \( c \) is shown at time \( t - \text{layer}(c) \). Since \( u \) fires at time \( t \), by Lemma A.5, we know that \( u \) is bound at time \( t \); let \( c \) be the (unique) concept such that \( u = \text{rep}(c) \). The firing of \( u \) at time \( t \) is due to the showing of some concept, say \( c^* \), at time \( t - \text{layer}(u) \).

Let \( R \) be the subset of \( \text{rep(children}(c)) \) that fire at time \( t - 1 \). We claim that \( |R| \geq 2 \); that is, at least two \( \text{reps} \) of children of \( c \) must fire at time \( t - 1 \). For, if at most one \( \text{rep}(c') \) for a child of \( c \) fires at time \( t - 1 \), then by the inductive hypothesis, Part 3(a), the total potential incoming to \( u \) in round \( t \) would be at most

\[
\frac{1}{\sqrt{k}} + \frac{k^{\ell_{\text{max}}}}{k^{\ell_{\text{max}}+1}} = \frac{1}{\sqrt{k}} + \frac{1}{k} \leq \frac{\sqrt{2}k}{2} \leq \tau,
\]

where \( \tau \) is the threshold for firing.

Therefore, \( |R| \geq 2 \); let \( u' \) and \( u'' \) be any two distinct elements of \( R \). Since \( u' \) and \( u'' \) fire at time \( t - 1 \), by Lemma A.5, we know that both are bound at time \( t - 1 \); let \( c' \) and \( c'' \) be the respective concepts such that \( u' = \text{rep}(c') \) and \( u'' = \text{rep}(c'') \). We know that \( c' \neq c'' \) because each concept gets only one \( \text{rep} \) neuron, by the way that \( \text{rep} \) is defined. Note that the firing of both \( u' \) and \( u'' \) must be due to the showing of the same concept \( c^* \) at time \( (t - 1) - (\text{layer}(u) - 1) = t - \text{layer}(u) \). Then by the inductive hypothesis, Part 5, applied to both \( u' \) and \( u'' \), we see that \( c^* \) must be an ancestor of both \( c' \) and \( c'' \). Therefore, \( c^* \) must be an ancestor of the common parent \( c \) of \( c' \) and \( c'' \), as needed.

This completes the overall proof of the lemma.

\[\square\]

### A.3 Proof of Theorem 5.3

Now we use Lemma A.6 to prove our main theorem about noise-free learning, Theorem 5.3.
Proof. By assumption, all the concepts in the hierarchy are shown according to a \( \sigma \)-bottom-up training schedule. This implies, by Assumption A.4, that after the schedule, all the concepts in the hierarchy have \( \text{reps} \) in the corresponding layers, that is, for each \( c \in C \), \( \text{layer}(\text{rep}(c)) = \text{level}(c) \).

Also, by Lemma A.6, Part 3(b), the weights after the schedule are set as follows: For every concept \( c \) with \( \text{level}(c) \geq 1 \), all incoming weights of \( \text{rep}(c) \) from the \( \text{reps} \) of its children, i.e., the neurons in \( \text{rep}(\text{children}(c)) \), are in the range \( \left[ 0, \frac{1}{r_k \max} \right] \), and weights from all other neurons (on layer \( \text{level}(c) - 1 \)) are in the range \( \left[ 0, \frac{1}{k \max + 1} \right] \).

We must argue that the resulting network \( \mathcal{N}(r_1, r_2) \)-recognizes the concept hierarchy \( C \), according to Definition 4.2. This has two directions, saying that certain neurons must fire and certain neurons must not fire, at certain times, when a particular subset \( B \subseteq C_0 \) is presented. So suppose that a particular subset \( B \subseteq C_0 \) is presented at time \( t \).

Neurons that must fire: We must show that the \( \text{rep} \) of any concept \( c \in \text{supported}_{r_2}(B) \) fires at time \( t + \text{level}(c) \) (see Definition 2.1 for the definition of \( \text{supported} \)). We prove this by induction on the level number \( \ell \), \( 1 \leq \ell \leq \ell_{\max} \), showing that the \( \text{rep} \) of each level \( \ell \) concept in \( \text{supported}_{r_2}(B) \) fires at time \( t + \text{level}(c) \).

For the base case, consider a level 1 concept \( c \in \text{supported}_{r_2}(B) \); then \( \text{rep}(c) \) is in \( \text{layer} \) 1. Since \( c \in \text{supported}_{r_2}(B) \), it means that \( \text{children}(c) \cap B \geq r_{2k} \), that is, at least \( r_{2k} \) children of \( c \) are in \( B \). As noted above, the \( \text{rep} \) of each of these children is connected to \( \text{rep}(c) \) by an edge with weight at least \( \frac{1}{(1+\varepsilon)\sqrt{k}} \), which yields a total incoming potential for \( \text{rep}(c) \) in round 1 of at least

\[
\frac{r_{2k}}{(1+\varepsilon)\sqrt{k}} = \frac{r_{2k} \sqrt{k}}{1+\varepsilon}.
\]

To show that \( \text{rep}(c) \) fires at time \( t + 1 \), it suffices to show that the right-hand side is at least as large as the firing threshold \( \tau = \frac{(r_1 + r_2)\sqrt{k}}{2} \). That is, we must show that \( \frac{r_{2}}{1+\varepsilon} \geq \frac{r_1 + r_2}{2} \). Plugging in the expression for \( \varepsilon \), we get:

\[
\frac{r_2}{1+\varepsilon} = \frac{r_2}{1 + \frac{r_2 - r_1}{r_1 + r_2}} = \frac{r_1 + r_2}{2},
\]

as needed.

For the inductive step, consider \( \ell \geq 2 \) and assume by induction that the \( \text{rep} \) of any level \( \ell - 1 \) concept in \( \text{supported}_{r_2}(B) \) fires at time \( t + \ell - 1 \). Consider a level \( \ell \) concept \( c \in \text{supported}_{r_2}(B) \). Since \( c \in \text{supported}_{r_2}(B) \), it means that \( \text{children}(c) \cap B_{\ell-1} \geq r_{2k} \), using notation from Definition 2.1, that is, at least \( r_{2k} \) children of \( c \) are in \( \text{supported}_{r_2}(B) \). By the inductive hypothesis, the \( \text{reps} \) of all of these children of \( c \) fire at time \( t + \ell - 1 \). As noted above, the \( \text{rep} \) of each of these children is connected to \( \text{rep}(c) \) by an edge with weight at least \( \frac{1}{(1+\varepsilon)\sqrt{k}} \), which yields a total incoming potential for \( \text{rep}(c) \) in round \( t + \ell \) of at least

\[
\frac{r_{2k}}{(1+\varepsilon)\sqrt{k}} = \frac{r_{2k} \sqrt{k}}{1+\varepsilon}.
\]

Arguing as in the base case, this is at least as large as the firing threshold \( \tau \), as needed to guarantee that \( \text{rep}(c) \) fires at time \( t + \ell \).

Neurons that must not fire: We must show that the \( \text{rep} \) of any concept \( c \) that is not in \( \text{supported}_{r_1}(B) \) does not fire at time \( t + \text{level}(c) \). Again we prove this by induction on the level number \( \ell \), \( 1 \leq \ell \leq \ell_{\max} \), showing that the \( \text{rep} \) of each level \( \ell \) concept that is not in \( \text{supported}_{r_1}(B) \) does not fire at time \( t + \text{level}(c) \).

For the base case, consider a level 1 concept \( c \notin \text{supported}_{r_1}(B) \); then \( \text{rep}(c) \) is in layer 1. Since \( c \notin \text{supported}_{r_1}(B) \), it means that \( \text{children}(c) \cap B \leq r_{1k} \), which implies that \( \text{children}(c) \cap B \leq [r_{1k}] \). As noted above, the \( \text{rep} \) of each of these children is connected to \( \text{rep}(c) \) by an edge with weight at most \( \frac{1}{k^{b}} \). Also, there are at most \( k^\ell_{\max + 1} \) other level 0 firing neurons, since \( B \subseteq C_0 \), and all the weights on edges connecting these to \( \text{rep}(c) \) are at most \( \frac{1}{k^b} \). Therefore, the total incoming potential for \( \text{rep}(c) \) in round \( t + 1 \) is at most

\[
\frac{|r_{1k}|}{\sqrt{k}} + \frac{k^\ell_{\max + 1}}{k^b} = \frac{|r_{1k}|}{\sqrt{k}} + \frac{1}{k^b - 1}.
\]
Now we use the technical assumption that \( r_1 k - |r_1 k| \geq \frac{\sqrt{k}}{k^b - 1} \). Then the right hand side of the last inequality is at most
\[
\frac{r_1 k - \frac{\sqrt{k}}{k^b - 1}}{\sqrt{k}} + \frac{1}{k^b - 1} = r_1 \sqrt{k} \left( r_1 + r_2 \right) \sqrt{k} = \tau,
\]
which implies that \( rep(c) \) does not fire.

For the inductive step, consider \( \ell \geq 2 \) and assume by induction that the \( rep \) of any level \( \ell - 1 \) concept that is not in \( supp_{r_1}(B) \) does not fire at time \( t + \ell - 1 \). Consider a level \( \ell \) concept \( c \notin supp_{r_1}(B) \). Since \( c \notin supp_{r_1}(B) \), it means that \( |\text{children}(c) \cap B_{\ell-1}| < r_1 k \), that is, the number of children of \( c \) that are in \( supp_{r_1}(B) \) is less than \( r_1 k \). As noted above, the \( rep \) of each of these children is connected to \( rep(c) \) by an edge with weight at most \( \frac{1}{\sqrt{k}} \).

Now consider the rest of the incoming edges to \( rep(c) \). They may come from the \( reps \) of children of \( c \) that are not in \( supp_{r_1}(B) \), from layer \( \ell - 1 \) neurons that are bound to concepts that are not children of \( c \), and from unbound layer \( \ell - 1 \) neurons. However, the \( reps \) of children of \( c \) that are not in \( supp_{r_1}(B) \) do not fire, by the inductive hypothesis, and the unbound neurons do not fire, by Lemma A.5. So that leaves us to consider the layer \( \ell - 1 \) neurons that are bound to concepts in \( C \) that are not children of \( c \). There are at most \( k^{\ell_{\max}} + 1 \) such neurons. Since the weights of the edges connecting them to \( rep(c) \) are at most \( \frac{1}{k^{\ell_{\max}} - 1} \), the total incoming potential for \( rep(c) \) in round \( t + \ell \) is at most
\[
\frac{|r_1 k|}{\sqrt{k}} + \frac{k^{\ell_{\max}} + 1}{k^{\ell_{\max}} - 1} = \frac{|r_1 k|}{\sqrt{k}} + \frac{1}{k^{b-1}}.
\]
As in the base case, this is strictly less than \( \tau \). Therefore, \( rep(c) \) does not fire at time \( t + \text{level}(c) \).

**B Analysis of Noisy Learning**

Here we present our analysis for the noisy learning algorithm in Section 6. In Lemma B.1, we describe how incoming weights change for a particular neuron when it is noisy—shown. The proof can be found in Section B.4. Once we understand the weight changes of one neuron, we are able to use essentially the same invariants as in the noise-free case (Lemma A.6), describing how neurons get bound to concepts, when neuron firing occurs, and how weights change, during the time when the network is learning. In Section B.3, we put everything together to prove Theorem 6.4.

We start by giving a slightly more detailed proof overview than the one in Section 6.3.

**B.1 Proof Overview**

The overall proof of Theorem 6.4 is at its core similar to the proof of Theorem 5.3 presented in Appendix A. The main difference is that the weights of the neurons after learning are slightly different: following the notation of Lemma A.1, Lemma A.2 and Lemma A.3, we show that, for every \( i \in F \), the weight will eventually approximate
\[
\tilde{w} = \frac{1}{\sqrt{pk + 1 - p}}.
\]
and for every \( i \notin F \), the weight will eventually be in the interval \([0, 1/k^{2\ell_{\max}}]\). Note that, in this section, we set the parameter \( b \), governing the desired decrease of unrelated weights, to be \( b = \ell_{\max} \).

Also note that we can recover the noise-free case by setting \( p = 1.10 \)

The main difficulty in the noisy case is to establish a noisy version of Lemma A.3, which we do in Lemma B.1. Then, proving the main theorem is analogous to the noise-free case. This is because the behavior of this network is the same as that of the noise-free algorithm, except for how the weights of individual neurons are updated. Nonetheless, the same arguments as in the proof Lemma A.6 still hold. Therefore, the core of this section is to prove Lemma B.1. Due to the noise, main structural properties of the noise-free case, such as weights of neurons in \( F \) changing monotonically, do not hold anymore. To make matters worse, we cannot simply use Chernoff bounds and assume the

\(^{10}\)In this case the probabilistic guarantees become deterministic guarantees.
We first bound the worst-case change of any weight $w_i$ during a period of $T$ rounds (Lemma B.2), assuming that the weight at the beginning of the period, $w_i(t)$, is in the interval $[\frac{w_i}{4k}, \frac{1}{\sqrt{4k}}]$. Namely, we show that for some small $\delta_1$ (defined in Section B.2), we have $(1 - \delta_1)w_i(t) \leq w_i(t + T) \leq (1 + \delta_1)w_i(t)$. We later show that this assumption holds w.h.p. throughout the first $n^6$ rounds. It turns out that the way an individual weight changes depends strongly on the other weights in $F$ and on the neurons of the previous layer that fire. More precisely, it depends on $z(t)$, which can change dramatically between rounds, rendering the analysis non-trivial. In order to show that the weights converge to $\bar{w}$, we use the potential function $\psi(\cdot)$. For any time $t$, let $w_{\min}(t)$ and $w_{\max}(t)$ be the minimum and maximum weight, respectively, among $\{w_i(t) \mid i \in F\}$. Let

$$\psi(t) = \max \left\{ \frac{w_{\max}(t)}{\bar{w}}, \frac{\bar{w}}{w_{\min}(t)} \right\}.$$  

Our goal is to show that this potential decreases quickly until it is very close to 1. Showing that the potential decreases is involved, since one cannot simply use a worst-case approach, due to the terms in Oja’s rule being non-linear and potentially having a high variance, depending on the distribution of weights. Instead, we consider the terms $\bar{w}/w_{\min}(t)$ and $w_{\max}(t)/\bar{w}$ of the potential and consider four cases depending on whether these terms are small or large.

First, if the term $\bar{w}/w_{\min}(t)$ is large and the term $w_{\max}(t)/\bar{w}$ is small, then the minimum weight $w_{\min}$ increases and since the maximum weight $w_{\max}$ increases by at most a factor of $(1 + \delta)$, the potential decreases. The second case, where the term $w_{\max}(t)/\bar{w}$ is large and the term $\bar{w}/w_{\min}(t)$ is small, can be bounded analogously. Finally, if $\bar{w}/w_{\min}(t)$ and $w_{\max}(t)/\bar{w}$ are both large and close to each other, then we show that both terms decrease. Note that if both terms are small, then the potential is small and we are done.

For example, to prove the first case, we first show that, for every $i \in F$ with $w_i(t) \geq (1 + 2\delta_1)w_{\min}$, we have $w_i(t + T) \geq (1 + \delta/2)w_{\min}$, using the previously established bounds. As mentioned before, in order to prove that any such neuron $i^*$ increases its weight, we cannot use worst-case bounds. Instead, we carefully use the randomness over the input vector $x$. To this end we define, for every $t' \geq 0$,

$$X(t') = z(t + t') \cdot (x_{i^*}(t + t') - z(t + t') \cdot w_{i^*}(t + t'))$$

and

$$S = \sum_{t'=1}^{T} X(t'). \quad (2)$$

Based on these terms we construct a Doob martingale (Lemma B.4), which allows us to get asymptotically almost tight bounds on $S$. To do this, we use the Azuma-Hoeffding inequality (Theorem C.1). Putting everything together, we see that $\psi(\cdot)$ decreases. This then allows us to prove Theorem 6.4.

**B.2 Convergence of the Weights**

We use the following assumptions about the various parameters:

1. $\delta = \bar{w}(r_2 - r_1)/50$,
2. $\delta_1 = \frac{\delta \bar{w}}{20}$,
3. $T = \frac{7 \log((C/\alpha)100p^{\delta_1^2})}{100p^{\delta_1^2}}$,
4. The learning rate $\eta = \frac{\delta_1^2}{64Tk_2p}$,
5. The firing threshold $\tau = r_2k(\bar{w} - 2\delta)$,
6. $b = l_{\max}$.

The following lemma is the noisy counterpart to Lemma A.3.
**Lemma B.1** (Learning Properties, Noisy Case). Let $F \subseteq \{1, \ldots, n\}$ with $|F| = k$. Let $\varepsilon \in (0, 1]$.

Let $\sigma = c'|r\frac{\ell_{\text{max}}^6}{\ell_{\max}} \log(k) + \log(|C|n/\delta)$, for some large enough constant $c'$.

Assume that:

1. For every $t \geq 0$, $x_i(t) = 0$ for every $i \notin F$, and $c(t) = 1$.
2. All weights $w_i(0)$ are equal to $\frac{1}{k}$.
3. $\eta$ is defined above.\(^{11}\)

Then for every $t \in [\sigma, \alpha^6]$, the following with high probability:

1. For any $i \in F$, we have $w_i(t) \in [\bar{w} - 2\delta, \bar{w} + 2\delta]$.
2. For any $i \notin F$, we have $w_i(t) \leq \frac{1}{k^{2.5\ell_{\max}}}$.

Proving Lemma B.1 is the main goal of the section and we need a series of properties to prove it. We give the proof in Section B.5. We now proceed by showing how Theorem 6.4 follows from this lemma.

**B.3 Proof of Theorem 6.4, assuming Lemma B.1**

As mentioned at the beginning of this section, it suffices to consider the learning of one concept. Generalizing to a concept hierarchy is analogous to the noise-free case (in particular the proof of Lemma A.6).

We now argue how the learning of one concept follows from Lemma B.1. By Lemma B.1, all weights in $F$ are at least $\bar{w} - 2\delta$ and most $\bar{w} + 2\delta$. Hence, if $c \in \text{supported}_+ (B)$, then we can show by a similar induction as in the proof of Theorem 5.3 that each $\text{rep}$ fires since, the potential is at least $r_2k(\bar{w} - 2\delta) = \tau$, which means that the corresponding $\text{rep}$ fires. On other other hand, if $c \notin \text{supported}_+ (B)$, then there will be a neuron that does not fire since all weights are, by Lemma B.1, at most $\bar{w} + 2\delta$.

Note that, by definition of $\delta$,

$$r_1(\bar{w} + 2\delta) = (r_2 - 50\delta/\bar{w})(\bar{w} + 2\delta)$$

$$\leq r_2\bar{w} + 2\delta r_2 - 50\delta$$

$$\leq r_2\bar{w} - 2\delta r_2 - 46\delta,$$

since $r_2 \leq 1$. Therefore, the potential for $\text{rep}(c)$ will be at most

$$r_1k(\bar{w} + 2\delta) + \frac{1}{k^{2.5\ell_{\max}}} < r_2k\left(\bar{w} - 2\delta - \frac{46\delta}{r_2}\right) + \frac{1}{k} \leq r_2k(\bar{w} - 2\delta) = \tau,$$

since $k46\delta = k\frac{46}{50\sqrt{k}}(r_2 - r_1) \geq \frac{46}{50\sqrt{k}} \geq 1/k$, due to $\bar{w} \geq 1/\sqrt{k}$, $r_2 - r_1 \geq 1/k$ and $k \geq 2$. Thus, the neuron does not fire.

**B.4 Towards Lemma B.1**

In this subsection, we define a key property $\mathcal{E}_t$ that says that the weights remain within certain multiplicative bounds, for during the interval $[t, t + T]$ rounds. We show in Lemma B.2 that $\mathcal{E}_t$ holds with probability 1. Then we assume $\mathcal{E}$ and show Lemma B.3, which bounds the expected change of the terms in Oja’s rule. To derive bounds on the actual change we first show how the changes form a Doob-martingale (Lemma B.4). Using this, we are finally able to show in in Lemma B.5 and Lemma B.6 that the potential decreases.

Let $\mathcal{E}_t$ be the event that for every $t' \in [t, t + T]$, we have

$$(1 - \delta_1) w_i(t) \leq w_i(t') \leq (1 + \delta_1) w_i(t).$$

\(^{11}\)This is a very precise assumption but it could be weakened, at a corresponding cost in run time.
Lemma B.2. Assume \( w_i(t) \in [\frac{\sqrt{p}}{4k}, \frac{4}{\sqrt{p}}] \). Then, \( \mathcal{E}_t \) holds.

**Proof.** Let \( w_{max}(t) \) denote the maximum weight at time \( t \). We have \( w_{max}(t + 1) \leq w_{max}(t) + \eta z(t) \leq w_{max}(t) + \eta w_{max}(t) k p \). Thus, \( w_{max}(t + t') \leq w_{max}(t)(1 + \eta k p)^t = \)

\[
w_{max}(t) \left(1 + \frac{\eta k p T}{T}\right)^t = w_{max}(t)e^x \text{ for } x = \eta k p T.
\]

Since \( p \geq 1/k \), we have \( x < 1 \), we have

\[
w_{max}(t + t') \leq w_{max}(t)e^x \leq w_{max}(t)(1 + x + x^2) \leq w_{max}(t)(1 + 2x).
\]

This completes the upper bound of \( \mathcal{E}_t \) since \( 2\eta k p T \leq \delta_1 \).

We now consider the lower bound of \( \mathcal{E}_t \). Similarly, if \( w_{min}(t) \) denotes the minimum weight at time \( t \), then

\[
w_{min}(t + 1) \geq w_{min}(t) - \eta z(t) \geq w_{min}(t) - \eta w_{max}(t) k p^2 \geq w_{min}(t) - \eta 16 k^2 p. \]

Thus \( w_{min}(t + 1) \geq w_{min}(t) - T \eta 16 k^2 p \geq w_{min}(t) - T \eta 16 k^2 p \frac{1}{\sqrt{t}(4k)} \) \( w_{min}(t) \geq w_{min}(t) \left(1 - 64 \eta T k^2 \sqrt{t}\right) \geq w_{min}(t)(1 - \delta_1) \), since \( w_{min}(t) \geq \frac{\sqrt{p}}{4k} \).

We define the following potential function

\[
\phi(t) = \sum_{i \in F} w_i(t).
\]

The following bounds the expected change of the weights.

**Lemma B.3.** Suppose \( \mathcal{E}_t \) holds. Then, we have

1. \( \mathbb{E} \left[ z(t + t') | w(t + t'), \mathcal{F}_t \right] = \phi(t + t') \)

2. \( \mathbb{E} \left[ z(t + t') w_i(t + t') | \mathcal{F}_t \right] \leq (1 + \delta_1)^3 \phi(t) \left((1 - p) w_{max}(t) w_i(t) + p w_i(t) \phi(t) \right) \)

3. \( \mathbb{E} \left[ z(t + t')^2 w_i(t + t') | \mathcal{F}_t \right] \geq (1 - \delta_1)^3 \phi(t) \left((1 - p) w_{min}(t) w_i(t) + p w_i(t) \phi(t) \right) \).

**Proof.** In the following, the randomness is over \( x_i(t + t') \). We have,

\[
\mathbb{E} \left[ z(t + t') | w(t + t'), \mathcal{F}_t \right] = p \sum_{i \in F} \mathbb{E} \left[ x_i(t + t') \right] w_i(t + t') = p \sum_{i \in F} w_i(t + t') = p \phi(t + t').
\]

Moreover,

\[
\mathbb{E} \left[ z(t + t')^2 | w(t + t'), \mathcal{F}_t \right] = \sum_{i \in F} \left( p w_i(t + t')^2 + p^2 w_i(t + t') \sum_{j \in F, j \neq i} w_j(t + t') \right)
\]

\[
= \sum_{i \in F} \left( p w_i(t + t')^2 - p^2 w_i(t + t')^2 + p^2 w_i(t + t') \phi(t + t') \right)
\]

\[
= (p - p^2) \sum_{i \in F} w_i(t + t')^2 + p^2 \phi(t + t')^2.
\]

We suppose \( \mathcal{E}_t \) holds, thus in every obtainable configuration it must hold that \( (1 - \delta_1) w_i(t) \leq w_i(t + t') \leq (1 + \delta_1) w_i(t) \). Therefore, \( (1 - \delta_1) \phi(t) \leq \phi(t + t') \leq (1 + \delta_1) \phi(t) \). Thus,
\[ \mathbb{E} \left[ z(t + t')^2 w_i(t + t') \mid F_t \right] = \]
\[ = \sum_{w' \wedge w'' \text{ obtainable}} \mathbb{E} \left[ z(t + t')^2 w_i(t + t') \mid w(t + t') = w', F_t \right] \mathbb{P} \left[ w(t + t') = w' \right] \]
\[ = \sum_{w' \wedge w'' \text{ obtainable}} w_i(t + t') \mathbb{E} \left[ z(t + t')^2 \mid w(t + t') = w', F_t \right] \mathbb{P} \left[ w(t + t') = w' \right] \]
\[ \leq (1 + \delta_1) w_i(t) \sum_{w' \wedge w'' \text{ obtainable}} \left( (p - p^2) \sum_{i \in F} w_i(t)^2 + p^2 \phi(t)^2 \right) \mathbb{P} \left[ w(t + t') = w' \right] \]
\[ \leq (1 + \delta_1)^3 w_i(t) \left( (p - p^2) \sum_{i \in F} w_i(t)^2 + p^2 \phi(t)^2 \right) \]
\[ \leq w_i(t) (1 + \delta_1)^3 ((p - p^2) w_{\max}(t) \phi(t) + p^2 \phi(t)^2) \]
\[ \leq (1 + \delta_1)^3 \rho \phi(t) ((1 - p) w_{\max}(t) w_i(t) + p w_i(t) \phi(t)). \]

Similarly,
\[ \mathbb{E} \left[ z(t + t')^2 w_i(t + t') \mid F_t \right] \geq (1 - \delta_1)^3 \rho \phi(t) ((1 - p) w_{\min}(t) w_i(t) + p w_i(t) \phi(t)). \]

In the following, we define a sequence of random variables \( Y_1, Y_2, \ldots \) and show it forms a Doob martingale.

**Lemma B.4.** Fix neuron \( i^* \). Let \( X_i \) be the random choices of the \( p_k \) children that fire in round \( i \) (in the definition of the noisy learning). Recall that \( S = \sum_{t' \leq T} z(t + t') \cdot (X_i(t + t') - z(t + t') \cdot w_i(t + t')). \) Let \( Y_i = \mathbb{E} \left[ S \mid X_0, \ldots, X_i \right] \). Then the following holds

1. The sequence \( Y_0, Y_1, \ldots, Y_T \) is a (Doob) martingale with respect to the sequence \( X_0, X_1, \ldots, X_T \).
2. For all \( i \), \( |Y_i - Y_{i+1}| \leq 8k^2 \sqrt{p} \).
3. \( S = \mathbb{E} \left[ S \mid X_T, \ldots, X_1 \right] = Y_T. \)

**Proof.** For the first part, we have, using the tower rule,
\[ \mathbb{E} \left[ Y_i \mid X_0, \ldots, X_i \right] = \mathbb{E} \left[ \mathbb{E} \left[ S \mid X_0, \ldots, X_i \right] \mid X_0, \ldots, X_i \right] = \mathbb{E} \left[ \mathbb{E} \left[ S \mid X_{i-1}, \ldots, X_1 \right] \mid X_{i-1}, \ldots, X_1 \right] = \mathbb{E} \left[ S \mid X_{i-1}, \ldots, X_1 \right] = Y_{i-1}. \]

For the second part, note that \( w_i \leq 2/\sqrt{p} \). Thus, \( |Y_i - Y_{i+1}| \leq \delta_1^2 w_i \phi \leq k^2 p^2 2^3 / \sqrt{p}. \)

The third part follows trivially.

Let
\[ \delta_2 = \left( \frac{k \sqrt{p}}{2k} \right)^2 \left( \frac{20 \delta_1}{p} \right) = 10 p^{3/2} \delta_1. \]

The following lemma shows that if the potential is large due to \( w_{\min} \) being small, then the weight of the smallest neurons increases.

**Lemma B.5.** Suppose \( \mathcal{E}_k \) holds. Consider the neurons \( i^* \) with \( w_i(t) \in [w_{\min}, (1 + 2 \delta_1) w_{\min}] \) and \( \bar{w} - w_i(t) \geq \delta \). Assume
\[ \frac{\bar{w}}{w_{\min}(t)} \geq (1 - 2 \delta_1) \frac{w_{\max}(t)}{\bar{w}}. \tag{3} \]

Then, with probability at least \( 1 - 1/n^6 \),
\[ w_i(t + T) \geq w_i(t) + T \eta \delta_2 / 2. \]
Proof. By the second part of Lemma B.3, for \( t' \leq T \)
\[
\mathbb{E} \left[ (z(t + t')^2 w_{i^*}(t + t')) \right] \leq (1 + \delta_i)^3 p\phi(t) \left( (1 - p)w_{\text{max}}(t)w_{i^*}(t) + pw_{i^*}(t)\phi(t) \right).
\]

We now bound the terms in the parentheses. First note that
\[
w_{i^*}(t)w_{\text{max}}(t) \leq (1 + 2\delta_i)w_{\text{min}}(t)w_{\text{max}}(t) \leq \frac{1 + 2\delta_i}{1 - 2\delta_i} \bar{w}^2 \leq (1 + 4.5\delta_i)\bar{w}^2,
\]
since \( \delta_i \in [0, 1/18] \). Furthermore, for \( \delta_i \in [0, 1/9] \) we have \((1 + 4.5\delta_i)(1 + \delta_i) \leq (1 + 6\delta_i)\). Thus,
\[
w_{i^*}(t)\phi(t) \leq (k - 1)(1 + \delta_i)w_{i^*}(t)w_{\text{max}} + (1 + \delta_i)w_{i^*}(t)w_{i^*}(t)
\leq (k - 1)(1 + \delta_i)(1 + 4.5\delta_i)\bar{w}^2 + (1 + \delta_i)w_{i^*}(t)w_{i^*}(t)
\leq (1 + 6\delta_i)\left((k - 1)\bar{w}^2 + w_{i^*}(t)^2\right)
= (1 + 6\delta_i)\left(k\bar{w}^2 + w_{i^*}(t)^2 - \bar{w}^2\right).
\]

Note that \((1 - p)\bar{w}^2 + pk\bar{w}^2 = 1\). Thus,
\[
(1 - p)w_{\text{max}}(t)w_{i^*}(t) + pw_{i^*}(t)\phi(t) \leq (1 + 6\delta_i)\left((1 - p)\bar{w}^2 + pk\bar{w}^2 + p(w_{i^*}(t)^2 - \bar{w}^2)\right)
= (1 + 6\delta_i)\left(1 - p(\bar{w}^2 - w_{i^*}(t)^2)\right).
\]

Therefore,
\[
\mathbb{E} \left[ (z(t + t')^2 w_{i^*}(t + t')) \right] \leq (1 + 10\delta_i)p\phi(t) \left(1 - p(\bar{w}^2 - w_{i^*}(t)^2)\right),
\]
where we used that \((1 + 6\delta_i)(1 + x)^3 \leq (1 + 10\delta_i)\) for \(x \leq 0.045\).

Note that
\[
\bar{w}^2 - w_{i^*}(t)^2 \geq \bar{w}^2 - w_{i^*}(t)\bar{w} = \bar{w}(\bar{w} - w_{i^*}(t)) \geq \bar{w}\delta = \bar{w}\frac{20}{16}\delta_1.
\]

Finally, using the definition of \( S \) (Equation 2) and combining the above with the first part of Lemma B.3,
\[
\mathbb{E} \left[ S \right] \geq T \left(\mathbb{E} \left[ z(t + t') \right] - \mathbb{E} \left[ (z(t + t')^2 w_{i^*}(t + t')) \right]\right)
\geq T\phi(t)p \left(1 - (1 + 10\delta_i)\right) \left(1 - p(\bar{w}^2 - w_{i^*}(t)^2)\right)
\geq T\phi(t)p \frac{\bar{w}^2 - w_{i^*}(t)^2}{2},
\]
where we used that \(1 - (1 + z)(1 - x) = 1 - (1 - x + z - zx) = x - z + zx \geq x/2\) for \(z \leq x/2\). We define the sequence \(Y_1, Y_2, \ldots\) of variables as defined in Lemma B.4. By Lemma B.4, this sequence is a Doob martingale. Thus, we can apply Theorem C.1 to the Doob martingale \(Y_T, Y_{T-1}, \ldots, Y_1\) with \(|Y_i - Y_{i+1}| \leq \delta_3\) for \(\delta_3 = 8k^2\sqrt{p}\).

We derive using the lower bounds on the weights and Equation 4.
\[
P \left[ \left| S - \mathbb{E} \left[ S \right] \right| \geq \frac{\mathbb{E} \left[ S \right]}{2} \right] \leq 2\exp \left( -2 \frac{\mathbb{E} \left[ S \right]^2}{T\delta_3^2} \right) \leq 2\exp \left( -2 \frac{\left(T\phi(t)p^2 \bar{w}^2 - w_{i^*}(t)^2\right)^2}{T\delta_3^2} \right)
\leq 2\exp \left( -T \frac{\left(\phi(t)p^2 \left(\bar{w}^2 - w_{i^*}(t)^2\right)\right)^2}{4\delta_3^2} \right) \leq 2\exp \left( -7T\max_{C} \log\left(|C|n\right) \right) \leq \frac{1}{|C|n^6},
\]
where the last inequality follows from
\[
T \left(\phi(t)p^2 \left(\bar{w}^2 - w_{i^*}(t)^2\right)\right)^2 \geq T\delta_3^2 = 100T\delta_1^2 = 7\log(|C|n).
\]

Thus
\[
w_{i^*}(t + T) \geq w_{i^*}(t) + \eta S \geq w_{i^*}(t) + \eta \mathbb{E} \left[ S \right]/2 \geq w_{i^*}(t) + T\eta\delta_2/2
\]
\[\square\]
The following lemma is analogous to the previous one, with the difference that we analyse the case where \( \psi \) is dominated by large weights (rather than small) and show that these large weights decrease.

**Lemma B.6.** Suppose \( E_i \) holds. Consider the neurons \( i^* \) with \( w_{i^*}(t) \in [w_{max}(1-2\delta_1), w_{max}] \) and \( w_{i^*}(t) - \bar{w} \geq \delta \). Assume

\[
\frac{w_{max}(t)}{\bar{w}} \geq (1 - 2\delta_1) - \frac{\bar{w}}{w_{min}(t)}
\]  

(5)

Then, with probability at least \( 1 - 1/n^6 \),

\[
w_{i^*}(t + T) \leq w_{i^*}(t) - T\eta\delta_2 / 2
\]

**Proof.** We have for all \( i \in F \) with \( w_i(t) \geq (1 + 2\delta_1)w_{min} \), we have \( w_i(t + T) \geq (1 + \delta_1/2)w_{min} \), since each weight can only decrease by a factor of \( (1 - \delta_1) \) and since \( (1+2\delta_1)(1-\delta_1) = 1 + \delta_1 - 2\delta_1 \geq (1 + \delta/2) \). Thus, we only consider the neurons \( i^* \) with \( w_i(t) \in [w_{min}, (1 + 2\delta_1)w_{min}] \). By the third part of Lemma B.3, for \( t' \leq T \)

\[
\mathbb{E} \left[ (z(t + t')^2 w_{i^*}(t + t') \right] \geq (1 - \delta_1)^3 p\phi(t) \left((1 - p)w_{min}(t) - w_{i^*}(t) + pw_{i^*}(t)\phi(t) \right).
\]

We now bound the terms in the parentheses. First note that

\[
w_{i^*}(t)w_{min}(t) \geq (1 - 2\delta_1)w_{min}(t)w_{max}(t) \geq (1 - 2\delta_1)^2 \bar{w}^2 \geq (1 - 4\delta_1)\bar{w}^2,
\]

since \( \delta_1 \geq 0 \).

Thus,

\[
(1 - p)w_{min}(t)w_{i^*}(t) + pw_{i^*}(t)\phi(t) \geq (1 - 4\delta_1) \left((1 - p)\bar{w}^2 + pk\bar{w}^2 + p(w_{i^*}(t) - \bar{w}^2)\right)
\]

\[
= (1 - 4\delta_1) \left(1 - p(\bar{w}^2 - w_{i^*}(t)^2)\right)
\]

Therefore,

\[
\mathbb{E} \left[ (z(t + t')^2 w_{i^*}(t + t') \right] \geq (1 - 10\delta_1)p\phi(t) \left(1 - p(\bar{w}^2 - w_{i^*}(t)^2)\right),
\]

where we used that \( (1 - 4x)(1 - x)^3 \geq (1 - 10x) \) for \( x \geq 0 \).

Note that

\[
\bar{w}(w_{i^*}(t) - \bar{w}) \geq \bar{w}\delta = \bar{w}\frac{20}{wp}\delta_1
\]  

(6)

Finally, using the definition of \( S \) (Equation 2) and combining the above with the first part of Lemma B.3,

\[
\mathbb{E} \left[ S \right] \leq T \left(\mathbb{E} \left[ (z(t + t') \right] - \mathbb{E} \left[ (z(t + t')^2 w_{i^*}(t + t') \right] \right)
\]

\[
\leq T \phi(t)p \left(1 - (1 - 10\delta_1) \left(1 - p(\bar{w}^2 - w_{i^*}(t)^2)\right)\right)
\]

\[
\leq 2T \phi(t)p^2 \bar{w}^2 - w_{i^*}(t)^2 = 2T \phi(t)p^2 (w_{i^*}(t)^2 - \bar{w}^2)
\]

\[
\leq -2T \phi(t)p^2 \bar{w}(w_{i^*}(t) - \bar{w}),
\]

where we used that \( 1 - (1 - z)(1 - x) = 1 - (1 - x - z + zx) = x - z + zx \leq 2x \) for \( z \leq 1 \).

This allows us to apply Theorem C.1 and the rest is analogous.

Thus

\[
w_{i^*}(t + T) \leq w_{i^*}(t) + \eta S \leq w_{i^*}(t) + \eta \mathbb{E} \left[ S \right] / 2 \leq w_{i^*}(t) - T\eta\delta_2 / 2
\]

(35)

We have for all \( i \in F \) with \( w_i(t) \geq (1 + 2\delta_1)w_{min} \), we have \( w_i(t + T) \geq (1 + \delta_1/2)w_{min} \), since each weight can only decrease by a factor of \( (1 - \delta_1) \) and since \( (1+2\delta_1)(1-\delta_1) = 1 + \delta_1 - 2\delta_1 \geq (1 + \delta/2) \).

Note that if neither Equation 3 nor Equation 5 applies, then both \( w_{min}(t) \) and \( w_{max}(t) \) must be close to \( \bar{w} \) and the claim follows easily.
We consider four cases based on whether or not the two equations Equation 7 and Equation 8 hold. We argue by induction on \( j \), that \( \psi(j \cdot T) \leq \max (\psi(0) - j T\eta \delta_2 / 2, \bar{w} + 2\delta) \) with probability at least \( 1 - j/(4^k n^6) \). The base case is trivial. Assume the claim holds up to \( j - 1 \). We have

\[
\psi((j - 1) T) \in \left[ \frac{4^k}{\sqrt{2}n^6}, \frac{4}{\sqrt{2}n^6} \right].
\]

Therefore, by Lemma B.2 \( E(j-1), T, \cdot \) holds. This allows us to apply Lemma B.5 and Lemma B.6.

Consider the following equations

\[
\frac{\bar{w}}{w_{\min}(t)} \geq (1 - 2\delta_1) \frac{w_{\max}(t)}{\bar{w}}. \tag{7}
\]

\[
\frac{w_{\max}(t)}{\bar{w}} \geq (1 - 2\delta_1) \frac{\bar{w}}{w_{\min}(t)}. \tag{8}
\]

We consider four cases based on whether or not the two equations Equation 7 and Equation 8 hold.

In the first case Equation 7 holds and Equation 8 does not. In this case we can bound the drop of \( \psi() \) by considering the increase of \( w_{\min}(\cdot) \) and we can disregard the increase of \( w_{\max}(\cdot) \), since even if it increases by a factor of \((1 + \delta_1)\), we have

\[
\frac{w_{\max}(j T)}{\bar{w}} \leq (1 + \delta_1) \frac{w_{\max}((j - 1) T)}{\bar{w}} \leq (1 + \delta_1)(1 - 2\delta_1) \frac{\bar{w}}{w_{\min}((j - 1) T)} \leq (1 - \delta_1) \frac{\bar{w}}{w_{\min}((j - 1) T)}.
\]

In the second case Equation 8 holds and Equation 7 does not. This case is analogous to the first case.

In the third case Equation 7 and Equation 8 hold. Here, one can show that both the minimum weight increases, and the maximum weight decreases.

In the fourth case, none of the equations hold. This yields a contradiction

\[
\frac{\bar{w}}{w_{\min}(t)} < (1 - 2\delta_1) \frac{w_{\max}(t)}{\bar{w}} < (1 - 2\delta_1)^2 \frac{\bar{w}}{w_{\min}(t)}. \tag{9}
\]

Thus we can disregard this case.

W.l.o.g. we assume the first case holds.

Consider the neurons \( i^* \) with \( w_{i^*}(t) \in [w_{\min}, (1 + 2\delta_1)w_{\min}] \) and \( \bar{w} - w_{i^*}(t) \geq \delta \). Then, by Lemma B.5, with probability at least \( 1 - 1/n^6 \),

\[
w_{i^*}(t + T) \geq w_{i^*}(t) + T\eta \delta_2 / 2 \geq w_{i^*}(t) + w_{i^*}(t) \frac{T \eta \delta_2}{2(4\sqrt{p})}.
\]

Note that in the analogous cases two and three we have for any neurons \( i^* \) with \( w_{i^*}(t) \in [w_{\max}(1 - 2\delta_1), w_{\max}] \) that

\[
w_{i^*}(t + T) \leq w_{i^*}(t) - T\eta \delta_2 / 2 \leq w_{i^*}(t) - w_{i^*}(t) \frac{T \eta \delta_2}{2(4\sqrt{p})}.
\]

Let \( \delta_4 = T \eta \delta_2 / (8\sqrt{p}) \). Thus, either way

\[
\psi(j T) \leq (1 - \delta_4)\psi((j - 1) T).
\]

Using the fact that \( \log(1 + x) \geq 2x \) for \( x \in (-1/2, 0) \), we get that after

\[
j^* = \log_{1 - \delta_4}(\delta / \psi(0)) = \frac{\log(\delta / \psi(0))}{\log(1 - \delta_4)} \leq \frac{\log(\psi(0)/\delta)}{2\delta_4} = \frac{\log(\psi(0)/\delta)}{2\delta_4}
\]

terms of length \( T \), the \( \psi() \) is within an error of at most \( 2\delta \) and stays there by assumption for \( n^6 \) rounds. Thus the total number of rounds is \( T j^* \). The bound from the claim follows by observing that \( n^6 \) rounds.
Finally, we consider the time required for weights $i \notin F$ to decrease below $k^{-2} \ell_{\text{max}}$. After the weights in $F$ are close to their target, we have that $z(t) \geq pk\bar{\omega}/2$. Thus, at this point, the weights decrease changes as follows every round:

$$w_i(t) = w_i(t-1)(1 - \eta z(t-1)^2) \geq w_i(t-1)(1 - \eta p^2 k^2 \bar{\omega}^2/4)).$$

Thus, the potential halves every $20/(\eta p^2 k^2 \bar{\omega}^2)$ rounds. Since the potential only needs to drop by a factor of $k^{2} \ell_{\text{max}}$, the bound follows.

C Auxiliary Content

The following is a slightly modified version of Theorem 5.2 in [5], which we use in Lemma B.5 and Lemma B.6.

**Theorem C.1** (Azuma-Hoeffding inequality - general version [5]). Let $Y_0, Y_1, \ldots$ be a martingale with respect to the sequence $X_0, X_1, \ldots$. Suppose also that $Y_i$ satisfies $a_i \leq Y_i - Y_{i-1} \leq b_i$ for all $i$. As an example, the engaged flag could be used to ensure that, in any round, only one neuron in the network is prepared to learn.

$$\Pr[|Y_n - Y_0| \geq t] \leq 2 \exp\left(-\frac{2t^2}{\sum_{i=1}^{n}(b_i - a_i)^2}\right).$$