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Cd. Then A has an (.f – 1)-admissible synchronous timed execution prefti a‘ such

that

(1) t,,,d(a’) > (f – l)d,
(2) a‘ is bi[wlent, and

(3) there are two fast ff-extensions of a‘, namely, PI forj = O, 1,such that

(a) D, is an extension of CY’ by exactly one block, j = 0,1,

(b) P, is j-lalent, j = 0,1, and

(c) PO and fll are indistinguishable to all but at most one process.

PROOF. By Corollary 6.3, A has a (f – I)-admissible synchronous timed

execution prefix a satisfying the following properties:

(1) t.,,~(a) = [(f – l)d\cllcl, and

(2) a is bivalent.

Let r be the set of finite bivalent fast ff-extensions of a. Each such

extension must have its final time strictly less than (f – l)d + Cd, since A is

assumed to decide within that time. Since each block takes time c-,, there must

exist a maximal element of r, that is, one that has no proper extensions in r:

let a‘ be such a maximal element.

Let @ be the set of all finite fast ff-extensions of a‘ consisting of a‘

followed by a single block. In other words, every ~ ● @ consists of a‘ followed

by a sequence of message deliveries and a single step by each process. Since

fast ff-extensions are synchronous, t,~~( /3 ) = t,,~( a‘) + c1 for each ~ G @. By

maximality of a‘, every timed execution prefix in @ is univalent. Since a‘ is

bivalent, there must be at least one such extension that is O-valent and at least

one that is l-valent. (This uses the fact that bivalence is by definition with

respect to fast ff-extensions.) Let ~~ = @ be j-valent, for j = O, 1.

Now we construct a sequence, ~~, O < i < n, of elements of @ such that

P; = ~~, B1 = ~~. and for all i, 1< i < n, ~~., and ~~ are indistinguishable
to all processes other than p,. The construction is inductive. First, define

11’~= l% Then, for each i, 1 s i s ~z, define p: ~ @ to be the same as L?:- ~
except that the message deliveries to p, in /3~ are as in ~{. (Since all the

messages delivered to p, in /3j are sent by time tend(a ‘),such a ~~ exists. )

Since each ~~ = @, it is univalent. Since (?( is O-valent and ~~ is I-valent.

there must exist i, 1 s i < n, such that ~~_, is O-valent and ~~ is l-valent.

Then defining DO = /?~_, and /31 = /?~ suffices to prove the lemma. ❑

6.5. THE FINAL STEP. For the final step of our proof, we now use Lemma

6.2 once again to yield our main lower-bound theorem.

THEOREM 6.5. Assume 1 < f < n – 1. There is no algotithm in the timing-

based model that VOILW the agreement p~oblem fo~ f faults ~vithin time strict~ le~>

than (f – l)d + Cd. Moreoler, this lower bound holds in the case of synchronized

start.

PROOF. Suppose, by way of contradiction, that such an algorithm A exists.

Then Lemma 6.4 yields an (f – 1)-admissible synchronous timed execution

prefix a‘ such that t,.nd(a‘) > (f – l)d, a‘ is bivalent, and there are two fast

ff-extensions of a‘, namely, ~, for j = O, 1, satisfying the following properties:

(1) PJ is an extension of a‘ by exactly one block, j = 0,1,

(2) P, is j-valent, j = 0,1, and

(3) DO and 61 are indistinguishable to all but at most one process.
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But then ~. and PI satisfy all the conditions in Lemma 6.2, with t = (f – l)d.

This immediately yields a contradiction. ❑

Remark 4. The lower bound obtained in this proof is not always the best

possible. If d = kcz + ~ for some integer k and ● >0, then we can actually

obtain a bound of (~ – l)(d + Cz – e) + Cd. Since in theory E can be arbitrar-

ily small, we get essentially (~ – l)D + Cd in the worst case.

7. Implications for Synchronous Processes with Message Delilery Uncertain~

In the Introduction, we indicated that our results could be applied to the model

used in [Herzberg and Kutten, 1989], in which process steps are completely
synchronous, that is, c1 = Cz, so C = 1, and in which 8, the actual message

delivery bound in a particular execution, can be much smaller than the

worst-case message delivery time d. In this section, we say more about these

applications.

First, we consider the cost of implementing the timeout task in the C = 1

model. The timeout strategy of Section 3 yields a timeout bound T of at most

d + 8 + 3CI. However, since processes are synchronous, the timeout bound can

be improved slightly, using a different strategy. Process p~ broadcasts the
message (aliue, j, k) at its kth step for all k. If process p, has not received the

message (aliue, j, k) by its (k + [d/c I ] + 1)-th step, then p, adds p, to its set of

halted processes. This strategy gives a timeout bound of T = d + 2CI.
We consider the simple upper and lower bounds for agreement. The simple

upper bound of approximately (f + l)Cd of Section 4 specializes to yield an

upper bound of approximately (f + l)d, even for executions in which 8 <z d.

On the other hand, a simple lower bound, obtained by adapting the (f+ l)-

round lower bound for the rounds model, is (f + 1)8. This leaves a gap of a

multiplicative factor of d/8.

The main algorithm of this paper helps to close this gap. Since we carried

out the analysis of our main algorithm in terms of 8 and T, it is easy to

translate the result to the C = 1 model. Using the improved timeout bound

above, we conclude that the algorithm runs in time

(2f – l)A + max{d,38} + 3CI,

or approximately (2 f – 1)8 + max{d,38 } if c ~ << 6. Therefore, the number of

faults multiplies the actual message delay 8 rather than the worst-case delay d.

As shown in [Dwork and Stockmeyer, 1991], the methods of Dwork et al.

[1988] give a completely different agreement algorithm in the C = 1 model

with time complexity 0( fa ), provided that n z 2f + 1. (These methods do not

work when n < 2f.)

We now consider lower bounds in the C = 1 model. The lower bound

techniques of this paper can be modified to give a lower bound of time

(2f - n)~ + d provided that f + 1< n s 2f [Dwork and Stockmeyer, 1991].
More specifically, since n s 2f, a “partitioning” argument, similar to ones
used in [Bracha and Toueg, 1985] and [Dwork et al., 1988], easily gives a lower

bound of d, even in certain executions in which the actual message delay 8 is
c,, so messages are being delivered essentially as fast as possible. By combining

the partitioning argument with the argument used to prove the (f+ I)-round
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lower bound (see the discussion preceding Lemma 6.1), a lower bound of

(2~ – n) 8 + d can be shown if ~ + 1< n s 2~. This bound can be compared
to the upper bound of roughly (2~ – 1)8 + d described above. In the case

n > 2 f, the upper bound 0( fd ) shows that the time need not depend on d at

all.

8. Conclusions and Open Questions

Although there is a gap between our lower bound of (f – l)d + Cd and our

upper bound of approximately 2fd + Cd, we feel we have substantially an-

swered the question of how the time requirement depends on the timing

uncertainty, as measured by C = cz/c ~. In particular, we have shown that only

a single “long timeout” (i.e., a timeout requiring time Cd) is required and this

long timeout cannot be avoided. Similarly, for the case in which C = 1, we

have shown that the time depends on the worst-case message delivery time d

only once.

An obvious open problem is to close the gap between the lower and upper

bounds. Another question is whether these results can be extended to other

types of failures such as Byzantine or omission failures. Some results on this

last question have been obtained by Ponzio [1991a; 1991 b].

A more general direction for future research is to try to extend the tech-

niques described in this paper to permit simulation of arbitrary round-based

fault-tolerant algorithms in the model with timing uncertainty. The hope is that

such a simulation will not incur the multiplicative overhead of T of the simple

transformation described in Section 4.

Our algorithms assume that each message is delivered within at most time d

under all circumstances, in particular, even if the message delivery system is

overloaded with messages. A more reasonable assumption is that all messages

get delivered within at most time d, provided that the number of messages in

transit is bounded. The algorithms we present in this paper send only a

bounded number of messages and so would work under such a restriction. Our

lower bound does not rely on this restriction and carries over a fortiori for the

restricted case. Some results relating the time complexity of a timeout task to

the capacity of the channels appear in [Ponzio, 1991 b].

As mentioned earlier, the work presented in this paper is part of an ongoing

effort to obtain a precise understanding of the role played by time, and timing

uncertainty in particular, in distributed systems. The upper bound presented in

this paper is based on an approach that departs from known algorithms for

agreement in the synchronous model. We believe that there are many other

fundamental tasks in distributed systems whose study might lead to the
discove~ of new approaches for coping with timing uncertainties.
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