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Intr oduction: This researchdirectionaimsto develop andanalyz algoithmsto solve problens of commuicationand
datasharingin highly dynamic distributed ernvironments. The term dynanic hereenconpassesnary typesof changs,
including charging network topdogy, processomobility, changng setsof participatingclient processesa wide range of

typesof processoandnetwork failures,andtiming variatiors. Constructinglistributedapplicatiors for suchenvironments
is adifficult progammingprablem. In practice considerale effort is requred to make applicatiors resilientto chargesin

clientrequrementsandto evolution of the underlying computing medium. We focus our work on distributedserviceghat
provide usefulguarateesandthat make the constriction of sophisticatedlistributedapgdicationseasier The properties
we studyinclude ordering andreliability guaanteesor conmunicationandcoheenceguaranteedor datasharing. The
algorithmic resultswill be accom@niedby lower bound andimpossibility results,which describeinheren limitations
on what prablems can be solved, and at what cost. One exanple of our appro&h is a new dynamic atomic shared
memoy servicefor messageawssingsystems. We specifiedthe new recanfiguralle readwrite serviceand developed
algoritims implemanting the service. The serviceis recorfigurablein the sensethat the setof ownersof datacanbe
changd dynamically and concurently with the ongang readand write opeaations. We proved the correctressof the
implemenation for arbitray patternsof asyncinony, and we analyzedits performarce undera variety of assumptias
abouttiming andfailures.

Approach: We view the comnunicationand data-sharig problemsto be solved as high level globd services which
spannetwork locations.Theseservicegenerallywill provide perfomanceandfault-toleraaceguaanteesconditiocnedon
assumptiogaboutthe behaior of the ernvironmentandof theundetying network substrate.

Traditionally, researcton distributed serviceshasemphasizedpecificationand correctnesswhile researcton dis-
tributedalgorithms hasemplasizedcompleity andperfamance. Our appoachwill combne and synthesizehesetwo
concens: It will yield algoritims that perfom efficiertly and degrack gracdully in dynanic distributed systems,and
whosecorretness perfamance andfault-tderanceguaanteesreexpressedy preciselydefinedglobal services.

Becausehe settingis very comple, the algorithns will also be very comgex, which meansthatit is necessaryo
deconposetheminto smaller moremanagablepieces.In our researchmary of thosesmallerpieceswill be viewedas
lowerlevel, auxiliary global services Theseserviceswill provide lower-level commnunicationanddata-shring capali-
ities, plus othercapaliities suchasfailure detection progessdetection consenss, groupmemlership,leaderelection
reconfigiration resouice allocation workload distribution, locationdetermiration,androuting Theseservicesmustalso
includeconditianal perfomanceandfault-toleanceguaanteesThis deconpositioncanberepeatedrny numbe of times,
atlower levelsof abstractio.

Thework we pursuein attainingour goalsincludes:

o Definingnew global servicesto supprt computing in complex distributedervironmers, with particularemphais

oncommuricationanddata-sharig services.

¢ Developingandanalyzirg algoithmsthatimplemen theseservicesn dynamicsystemsandalgoritmsthatusethe
servicego implemen highetrlevel services.

e Obtainirg corresponihg lower bourdsandimpossibilityresults.

Thiswork is carriedoutin termsof amathenaticalframevork basedninteractirg statemachinesThestatemachnes
will includefeaturego expressissuef timing, continwousbehaior, andprobabilisticbehaior. Whereneededsuppating
metatheoy, including geneal mockels, perfomancemeasuresandprod andperfomanceanalysismethod, will alsobe
developed.

Thetheoreical work in this projectcomplenentsongadng work on implementatio andtestingof distributedsystem
services.Partsof our work will be guidedby exampes choserfrom several pratotypeapplicatiors, including distributed
file managment,jnformationcollectionanddisseminationcompuersuppaeted cooperative work, distributedganes,and
multimeda transmissionWhendeveloping specificatios motivated by existing implemertationswe alsorely oninforma-
tion from thedevelopersabait whattheir servicegyuarantee.
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Potential impact of the reseach: Ourresearchwill cortributeto developingthetheoryof communicationanddatasharing
in dynamic distributed systems.In termsof practicalimplicatiors, our researcthasthe potertial to prodice qualitative

improvemets in capabilitiesfor constructig applicatiors for dynanic distributed ervironmens. New global services
canbe usedto decompsethe task of constrieting complex distributed systemsinto managehle subtasks.Integrating

conditicnal perfamanceand faulttoleranceguaanteesnto servicespecificatios will deconposethe task of analyzing
the perfamanceand fault-toleanceof compex systemswhich in turn will make this analysismoretractable. Lower

bourd andimpossibilityresultswill tell systemdesignersvhenfurthe effort would befutile.

Recentwork and newdir ections: In recentyearswe have workedon distributedalgorithrmsandtheir analysisfor awide
variety of individual prodemsincludng maintenace of replicateddata[2, 3, 4], view-orientedgroup membeship and
groy comnunication [5, 6, 7], analysiof countirg networks [8] andcompuationalworkload balaning [9, 10, 11, 12, 13].
We have alsoperfamed severd simulationandimplenentationstudies,e.g.,[14, 15]. Several of the serviceswe used
wereinspiredby middewareusedin commercialandacaderit systemsmostnotably, by group commuication systems
providing multicastservicego namedgroupsof clientprocessegl 6].

Most of our algoithms aredesignedo copewith timing anoméies andsomeforms of proessorandcomnunication
failure,andonehardledexplicit requestso reconfigirethesystem.n carrying outthis work, we foundit usefulto formu-
late prodemsanddecanposesolutiors in termsof preciselydefinedglobal services Most of ourwork, andotherwork on
fault-toleantdistributedcompuing, makesit clearthatalgorithns for sucha settingcanbe extremely complex. Theuse
of abstracglobalserviceswith well-defiredinterfaces andbehaior to decompsethe algoithms helpedconsideably in
reducirg this compleity. This decomppsitionwasusefulnot only in desigiing the algaithms, but alsoin analyzirg their
correctressandperfamance

Our new researchdirectionstarget commnunicationand datasharingproblens in highly dynanic distributed ervi-
ronments. Thatis, the environmentswe considerwill be (even)lesswell-belaved thanthe oneswe consideed earlier
including, for exanple, unknown universeof processorsexplicit requestdy participantsto join andleave the systemand
mobility. We aim for a cohereththeowy ratherthanisolatedalgoiithmic results. Thus,we look for comman servicesthat
canbeusedaspartsof mary algorithms,andfor lower bourd resultsaswell asupperbound (algorithmic) results.We are
consideing network environmentsin which the setof processorsandtheir connetivity charge overtime. Processorand
links may be addedandremoved from a network, andwhile they arein the network, they may fail andrecover. In fact,
we considerfailuresandrecoveries,bothtemporay andpermanent,to be the normratherthanthe excegion. Our scope
includesa rangeof possibletypesof failures,including Byzantinefailure of processa andcrasheswith lossof volatile
memoy. Differen processorsanddifferent comnunicationlinks mayoperateat drasticallydifferentspeedsandeventhe
sameprocessor communicationlink may exhibit highly variade speedsver time. Processorsnay alsobe comected
wirelesslyandmaybemolile, maving abou in spacewhile they commuicatewith nearbymobileandor stationaryneigh
bors. Application processesnayalsomigratearound thenetwork. Onsuchsubstratesye will considerunnirg distributed
applicatiors involving identifiedgroyps of participans (“group-aientedapplicatios”). Thesewill include, for exampe,
sharingof files in wide-areanetworks, distributedmulti-playergames, compuer-suppated cooperative work, maintaining
anddisseminatig informationaboutreal-world, real-time ende&ors with strict data-cosisteng requirenents(suchas
military opeations),andmultimediatransmission.

Reconfigurableatomic memory sewice: We now presentan exanple of our nev work on algorithrrs for dynanic sys-
tems. We overview our algoithm [17] thatimplementsatomic sharedmemoy andthatis desigred for highly dynamc
settings,in which participans may join, leave, or fail during the courseof computation. Exanplesof suchsettingsare
mobile networks or peerto-peernetworks wheredatasurvivability is of high concern Oneuseof this servicemight beto
provide survivabledatain adynanic andvolatile settingsuchasa military operdion. In orderto achieve availability in the
presencef failures thealgoithm replicateshememoryobjects.In orde to maintainmemay consisteng in the presene
of smallandtransien charges,the algoithm usesconfgurations consistingof setsof readandwrite quaums.In orderto
accomnodatelargerandmorepermanentcharges,the algorithmsuppots reconfigiration, by which the setof owners of
thedata,andthe setsof readandwrite quarums,aremodified

We first provide aformd specificatiorfor areconfigirableversian of atomicsharednemoryasaglobal service which
we call RAMBO: Reconfiguable Atomic Memory for Basic Objects. Thenwe presentour algoithm. The algorithm
usesarecorigurationservice whichwe call Recon, andwhich providesthe mainalgoithm with a consistensequene of
configuations.Ourimplenmentationof therecoriguration serviceusesasequencef corsensusnstancespnefor eachnew
configuation. Reconfigirationis looselycouged to the main read-wite algorithm, in particdar, several configuations
maybeknown to thealgorithm andthereadandwrite operadionscanusethemall without any harm Notethatconsensus
is usedinfrequently andits termination affectsonly recorfiguratiors — termiration of readandwrite operatian doesnot
depenl onwhetheror notconsensutermindes,noronthetimeit takesit to termirate.



Themainalgorithm perfamsreadandwrite operatimsrequestedy clientsusinga two-phasestratgly wheie thefirst
phasegathersinformation from active configuationsandthe secondphasepropagatesnformationto the active config
uratiors. Eachphaseconstructsa “fix ed point” that involves a quoum from eachactive corfiguration The algorithm
keepslittle “protocol state”,insteadrelying on backgourd gossiping Different readandwrite operdions may execue
concurently — therestrictedsemantic®f readsandwrites permitthe effectsof this conairreng to be sortedout lateron.
Our main algoiithm includesa facility for caretilly “garbage-colleting” old configurationswhentheir useis no longe
necessaryor maintairing consisteng. This is the key part. It involves commuricating with quaums of old and new
configuations,sothatold configurationlearnsaboutthe new configuration,andthelatestvaluefrom theold configuration
is corveyedto the new configuration.

Our algoiithm includes the following innovatiors: (1) Dynanic ownersof data Any andall owneas may request
reconfigirationandthe setof owners canbe chargeddynanically through reconfigiration. (2) Dynamicconfiguratiors:.
Arbitrary configurationscan be installed,and no requirenentsare imposedon intersectionof quorum setsor membe
setsin distinctconfiguations. (3) Looselycoupledrecoriiguration The clientsof the servicecortinueissuingreadwrite
requestevenif recorfigurationisin progress.If thereis afinite numberof recofiguratians,thenreadwrite opeationswill
completeuncerreasonale assumptiosabou failureswhetheror notary reconfiguirationscompléee. (4) Efficient “steady
state” Assumingbowndedmessagelelays,nfrequentrecanfigurations,andperiodc gossipandgartage-cdlection, reads
andwritescompetein time constantimesthemessageelay (5) Fast“‘catchup”: Clientswith out-of-dateconfiguations
cancatchup with new corfiguratiors after a logatithmic numter of configuation accesseprovided suchconfiguations
arenotdisabled.

Our algoritms arespecifiedusing Input/Output Automata,a languagefor specifyirg interactingstatemachins. The
ovenall systenis definedasthecompgition of theconstituentompaents.Thisallows bothfor amodularimplemenation,
andcompsitionalreasoningbou the systems properties. Themainsafetyproperty, atomicityof thedata,is shavn using
a combnation of invariantassertionsandpartial-ader methals. We shav atomicityfor arbitray patterrs of asynchony.
We assesperiormarce of the serviceunder certainfailureandtiming assumptios. In analyzirg performarce,we assume
thatcertainquorumsdo notfail andthatnew configurationsarenotprodiucedtoo quicky for thegaibage-ctiectionto keep
up. Note that gossiphasno impacton safety but periodc gossipimprovesthe performane of read andwrites andthe
fault-toleanceof the overall system We arecurrently developing acompleteportfdio of perfamanceresultsconditioned
on differert assumptiongaboutthe failuresanddelays. The perfamanceevaluationssimply considercollectiors of safe
executionsandno additioral safetyproofs areneead. A systemimplement#ion studyis alsounder way.

Closing remarks: Our appr@chto middewarediffers from comman practice althoudn middewareframewvorks suchas
CORBA, DCE andJava/JINI suppot construction of distributedsystemdgrom compaents their specificatiorcapality is
limited to theformal definitionof interfacesandinformal descriptims of behaior. Thesearenotenaighto suppat carefu

reasonig aboutthe behavior of systemghatarebuilt usingsuchservices.Moreover, currert middeware providesonly

rudimentarysuppat for fault-toleance.In contrastpur servicesarepreciselydefined with respecto boththeirinterfaces
andtheir behaior. The specifiedbehaior may include perfamanceand fault-tderance. Our commnentbehaior is

specifiedin a compsitional way, so that correctress, perfaoamance,and faulttolerancepropeties of a systemcan be
inferred from correspondig propertiesof the systems compments.

Out projectwill, we believe, contribute substantiaprogesstoward a coterenttheoryof algorithmdesignand com
plexity analysisfor dynanic distributedenvironments, aspowerful asthetheorythatcurrerily existsfor staticdistributed
systems.The contrikutions of this projectwill be mainly theoretich However, the servicesandalgorithns definedwill
also have the potentialfor impacton designof real systemsfor dynanic ervironments. Note that actually incorporat-
ing theoketical servicedik e ours into systemawill requre additioral work of anothersort: softwareengireeringwork to
integrate themwith othersystemcompnentsbuilt usingstandardbject-agientedand compnenttechnolgies (Birman
discussesomeof theseissuedn [1]).
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