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Abstra
t

In this thesis, we 
ondu
t an extensive 
ase study on formally modeling, analyzing, and designing

retransmission-based reliable multi
ast proto
ols. We �rst present an abstra
t model of the


ommuni
ation servi
e that several reliable multi
ast proto
ols [12, 13, 32{34℄ strive to provide.

This model pre
isely spe
i�es i) what it means to be a member of the reliable multi
ast group,

ii) whi
h pa
kets are guaranteed delivery to whi
h members of the group, and iii) how long it takes

for a pa
ket to be reliably multi
ast to the appropriate members of the reliable multi
ast group.

We then model and analyze the 
orre
tness and performan
e of three retransmission-based reliable

multi
ast proto
ols, namely the S
alable Reliable Multi
ast (SRM) proto
ol [12, 13℄, the novel

Ca
hing-Enhan
ed S
alable Reliable Multi
ast (CESRM) proto
ol [24℄, and the Light-weight

Multi
ast Servi
es (LMS) router-assisted proto
ol [32{34℄. We show the ea
h su
h proto
ol is


orre
t by proving that it is a faithful implementation of our reliable multi
ast servi
e model.

These 
orre
tness proofs ensure the equivalen
e of the proto
ols in the sense that they guarantee

the delivery of the same pa
kets to the same members of the reliable multi
ast group.

Under some timeliness assumptions and presuming a �xed number of per-re
overy pa
ket drops, we

show that our model of SRM guarantees the timely delivery of pa
kets. Our timeliness analysis of

SRM reveals that the 
areless sele
tion of SRM's s
heduling parameters may introdu
e super
uous

re
overy traÆ
 and may undermine the loss re
overy pro
ess. This is an important observation

that has, to date, been overlooked.

CESRM augments SRM with a 
a
hing-based expedited re
overy s
heme that exploits pa
ket

loss lo
ality in IP multi
ast transmissions by attempting to re
over from losses in the manner

in whi
h re
ent losses were re
overed. We analyti
ally show that the worst-
ase re
overy laten
y

for su

essful expedited re
overies in CESRM is roughly 1 round-trip time (RTT) where as that

of su

essful �rst-round re
overies in SRM is 4 RTT (for typi
al s
heduling parameter settings).

Moreover, tra
e-driven simulations, whi
h exhibit the pa
ket loss lo
ality of a
tual IP multi
ast

transmissions, reveal that CESRM redu
es the average re
overy laten
y of SRM by roughly 50%

and in
urs less overhead in terms of re
overy traÆ
.

Finally, although LMS re
overs promptly from pa
kets in stati
 membership and topology envi-

ronments, we demonstrate several dynami
 s
enarios in whi
h LMS does not perform well. Thus,

CESRM is a preferable reliable multi
ast proto
ol to both SRM and LMS; CESRM inherits SRM's

robustness to dynami
 environments and, thanks to its 
a
hing-based expedited re
overy s
heme,

drasti
ally redu
es the average re
overy laten
y of SRM in stati
 environments.

Thesis Supervisor: Professor Nan
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h

Title: NEC Professor of Software S
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e and Engineering
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Chapter 1

Introdu
tion

To date, 
ommuni
ation proto
ols are designed and analyzed using predominantly non-rigorous

te
hniques. Proto
ols are usually spe
i�ed by informal des
riptions, their 
orre
tness is validated

through informal reasoning and simulations, if at all, and their performan
e is evaluated through

statisti
al and simulation-based analyses. This informal approa
h to designing and analyzing


ommuni
ation proto
ols has and 
ontinues to serve the networking 
ommunity well. Novel proto
ol

ideas are presented without worrying about infrequent and ex
eptional behavior and proto
ol

simulations serve to weed out and re�ne promising ideas.

However, this informal design and analysis approa
h has some disadvantages. In many 
ases, the

informal proto
ol des
riptions are impre
ise, in
omplete, and have un
lear or la
king assumptions

about the environment in whi
h the proto
ols are presumed to operate. Moreover, due to their


omplexity, statisti
al analysis te
hniques have predominantly been used to analyze the behavior

of proto
ols in simple settings. As the 
omplexity of either the proto
ols or the settings in
reases,

statisti
al analysis te
hniques be
ome in
reasingly 
omplex and unwieldy to use. Similarly,

simulation-based analysis te
hniques usually observe a proto
ol's average performan
e under normal

operating 
onditions. Thus, the 
omplete behavior of a proto
ol and its performan
e under all

operating 
onditions is seldom evaluated. As proto
ol 
omplexity in
reases, due for instan
e to the

onset of host mobility and wireless 
onne
tions, su
h te
hniques may fail to evaluate a proto
ol's


omplete behavior and, thus, expose its weaknesses.

In 
ontrast to these traditional network proto
ol design and analysis te
hniques, we advo
ate

the use of a formal approa
h to modeling, analyzing, and designing network proto
ols. The

�rst step in this approa
h is to produ
e pre
ise and 
omplete spe
i�
ations of both the proto
ol

and the 
ommuni
ation servi
e that the proto
ol intends to provide. The 
ommuni
ation servi
e

spe
i�
ations provide an abstra
t des
ription of the proto
ol's external behavior, whi
h may spe
ify

both a proto
ol's 
orre
tness and performan
e guarantees. The spe
i�
ation of the proto
ol involves

a pre
ise des
ription of the proto
ol's 
omplete fun
tionality. The proto
ol's 
orre
tness is shown

by proving that the proto
ol is a faithful implementation of the abstra
t 
ommuni
ation servi
e.

Its performan
e is shown either by reasoning about the proto
ol's behavior expli
itly, or by proving

that the proto
ol faithfully implements a 
ommuni
ation servi
e that imposes the appropriate

performan
e guarantees.

In this thesis, we demonstrate the use of this formal approa
h to modeling, analyzing, and designing

network proto
ols through an extensive 
ase study in the area of reliable multi
ast | the reliable

transmission of pa
kets in the multi
ast (either one-to-many, or many-to-many) 
ommuni
ation

setting. We pro
eed by des
ribing our formal modeling approa
h, and giving an overview of our


ase study. We 
on
lude the 
hapter by presenting how the rest of the thesis is organized.
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1.1 Modeling Framework

1.1.1 Formal Model

In our work, we model systems using I/O automata [25℄ and their timed extension timed

I/O automata [27℄; formal spe
i�
ation models that produ
e simple, pre
ise, and unambiguous

des
riptions of 
omplex system behavior and 
omponent intera
tions and lend themselves to formal


orre
tness and performan
e analyses. The use of I/O automata a�ords several bene�ts. Formal

spe
i�
ations 
onstitute pre
ise system des
riptions that 
an be used to rigorously reason about

a system's behavior. An invaluable side-e�e
t of produ
ing these formal spe
i�
ations is the

exposure of hidden system and modeling assumptions that may otherwise be overlooked. Moreover,

formal notions of 
omposition and re�nement enable the modeling and analysis of very 
omplex

systems. Systems may be de
omposed into distin
t parts, whi
h may subsequently be analyzed

in isolation. Composition allows the extension of 
omponent-wise properties to the system as a

whole. Re�nement is used to model systems at varying levels of abstra
tion. Reasoning about

a system's behavior while keeping tra
k of implementation details is often too 
umbersome and

overwhelming. However, implementation details and te
hni
alities may be abstra
ted away by

des
ribing the system fun
tionality at a high or abstra
t level. Reasoning about a system's behavior

at an abstra
t level is simpler and more tra
table. High-level system spe
i�
ations may subsequently

be re�ned to des
ribe the low-level implementation details. This re�nement pro
ess may lead to

several in
reasingly detailed system spe
i�
ations, ea
h suitable for showing distin
t sets of system

properties.

I/O automata, and their timed extension, are a

ompanied by formal 
orre
tness and performan
e

analysis te
hniques. Two su
h te
hniques are invariant assertions and simulation relations.

Invariant assertions are used to systemati
ally prove system properties. Simulation relations

are used to show that more re�ned system spe
i�
ations a
tually implement their more abstra
t


ounterparts. On
e a simulation relation is demonstrated between the abstra
t and re�ned system

spe
i�
ations, the properties shown to be true for the abstra
t system spe
i�
ations extend to their

more re�ned 
ounterparts without additional proof obligations.

1.1.2 Proto
ol Corre
tness And Performan
e Analyses

On
e a proto
ol and the 
ommuni
ation servi
e it provides have been formally spe
i�ed, the

proto
ol's 
orre
tness is shown by proving that it is a faithful implementation of the 
ommuni
ation

servi
e. In some 
ases, a proto
ol may implement the intended 
ommuni
ation servi
e only under

parti
ular assumptions. In these 
ases, the proto
ol's 
orre
tness proof involves pre
isely spe
ifying

the assumptions under whi
h the proto
ol is a faithful implementation of the 
ommuni
ation servi
e.

This pro
ess is often invaluable in understanding the behavior of the proto
ol and in exposing the

impli
it assumptions made during the proto
ol's design.

A proto
ol's performan
e is quanti�ed by proving 
onditional performan
e guarantees; that

is, absolute 
laims that a proto
ol a
hieves parti
ular levels of performan
e under parti
ular

assumptions. The art in this type of performan
e analysis lies in weakening the assumptions and

strengthening the performan
e guarantees involved in the 
onditional performan
e 
laims. The

performan
e of two proto
ols that implement the same 
ommuni
ation servi
e may be 
ompared

by stating 
omparative performan
e 
laims; that is, 
laims that juxtapose the performan
e of

the two proto
ols. Su
h 
laims are parti
ularly useful when 
omparing the performan
e of two

proto
ols, where one is an optimization of the other.
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1.2 Our Case Study in Reliable Multi
ast

Our 
ase study in reliable multi
ast involves the modeling, analysis, and design of retransmission-

based reliable multi
ast proto
ols. We begin by informally des
ribing our pre
ise spe
i�
ation for

a reliable multi
ast 
ommuni
ation servi
e that provides eventual delivery with, possibly, some

timeliness guarantees. We pro
eed to spe
ify, prove the 
orre
tness of, and analyze the timeliness

of the S
alable Reliable Multi
ast (SRM) [12, 13℄ proto
ol. We then design, spe
ify, and analyze

the Ca
hing-Enhan
ed S
alable Reliable Multi
ast (CESRM) proto
ol. This proto
ol enhan
es

SRM by a 
a
hing-based expedited re
overy s
heme that attempts to exploit the pa
ket loss

lo
ality exhibited by IP multi
ast transmission losses. In addition to the analyti
al 
orre
tness

and performan
e analyses, we also evaluate CESRM using tra
e-driven simulations. We 
on
lude

our 
ase study by spe
ifying and informally analyzing the behavior of the router-assisted reliable

multi
ast proto
ol based on the Light-weight Multi
ast Servi
es (LMS) [34℄.

1.2.1 The Reliable Multi
ast Servi
e

Reliability in the multi
ast setting has assumed many meanings, ranging from in-order eventual

delivery to timely delivery where a small per
entage of pa
ket losses is tolerable. The many notions

of reliability stem from the varying assumptions regarding the 
ommuni
ation environment and

the goals and requirements of the appli
ations to whi
h parti
ular reliable multi
ast proto
ols


ater. Most often, the behavior of reliable multi
ast proto
ols is des
ribed informally. Moreover, a

proto
ol's des
ription is seldom a

ompanied by a pre
ise de�nition of its reliability guarantees. In

its simplest form, reliability is informally de�ned as the eventual delivery of all multi
ast pa
kets to

all group members; other notions of reliability may in
lude ordering, no-dupli
ation, and, possibly,

timeliness guarantees.

Although intuitive, this simplisti
 reliability de�nition does not pre
isely spe
ify whi
h pa
kets are

guaranteed delivery to whi
h members of the group. This is espe
ially the 
ase when the group

membership is dynami
. Moreover, proto
ol des
riptions put little emphasis on the behavior, or

the analysis of the behavior, of the proto
ols when the group membership is dynami
, either due to

failures or frequent joins and leaves. With the proliferation of mobile hosts and wireless 
onne
tions,

a better understanding of the behavior of su
h servi
es and proto
ols in highly dynami
 and faulty

environments is in
reasingly important.

We begin our 
ase study in reliable multi
ast by presenting a formal model of the reliable multi
ast

servi
e, whi
h we hen
eforth refer to as the reliable multi
ast spe
i�
ation (RMS). Spe
ifying the

reliable multi
ast servi
e is not straightforward. The plethora of reliable multi
ast proto
ols 
ater

to diverse appli
ations that impose diverse 
orre
tness and performan
e requirements. Clearly,


apturing the fun
tionality of all reliable multi
ast proto
ols using a single spe
i�
ation would be

quite 
omplex and unwieldy.

Our reliable multi
ast servi
e spe
i�
ation formalizes the behavior of a number of proto
ols, su
h as

SRM [12,13℄ and LMS [34℄, that strive to provide eventual delivery with, possibly, some timeliness

guarantees. We stipulate that, in the 
ontext of dynami
 group membership, membership is

intrinsi
ally intertwined with reliability; that is, membership and reliability must be addressed

together. Thus, our reliable multi
ast spe
i�
ation di
tates pre
isely what it means to be a member

of a reliable multi
ast group and whi
h pa
kets are guaranteed delivery to whi
h members of the

reliable multi
ast group. We parameterize our spe
i�
ation with a delivery laten
y bound. This

bound spe
i�es the worst-
ase laten
y in
urred for reliably delivering multi
ast pa
kets. Thus,

our reliable multi
ast spe
i�
ation may be used to model the behavior of a 
olle
tion of reliable

multi
ast proto
ols, some with loose and others with potentially stringent timeliness guarantees.
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1.2.2 S
alable Reliable Multi
ast (SRM) [12, 13℄

The S
alable Reliable Multi
ast (SRM) [12,13℄ proto
ol is a simple and robust retransmission-based

proto
ol. SRM uses IP multi
ast to transmit pa
kets to the members of the reliable multi
ast group.

Pa
ket re
overy in SRM is initiated when a re
eiver dete
ts a loss and s
hedules the transmission of

a request ; an error 
ontrol pa
ket requesting the retransmission of the missing pa
ket. If a request

for the same pa
ket is re
eived prior to the transmission of this lo
al request, then the lo
al request

is res
heduled by performing an exponential ba
ko�. When a group member re
eives a request for

a pa
ket that it has already re
eived, the group member s
hedules a reply ; a retransmission of the

requested pa
ket. If a reply for the same pa
ket is re
eived prior to the transmission of this lo
al

reply, then the lo
al reply is 
an
eled. Using this s
heme, all session members parti
ipate in the

pa
ket re
overy pro
ess and share the asso
iated overhead.

SRM minimizes the transmission of dupli
ate request and reply pa
kets through deterministi
 and

probabilisti
 suppression. These suppression te
hniques pres
ribe how requests and replies should

be s
heduled so that only few requests and replies are transmitted for ea
h loss. Unfortunately,

suppression introdu
es a tradeo� between the number of dupli
ate requests and replies and the

re
overy laten
y | the s
heduling of requests and replies are delayed suÆ
iently so as to minimize

the number of dupli
ate requests and replies.

Our formal model of SRM spe
i�es pre
isely the behavior of the SRM proto
ol. This behavior

in
ludes not only the behavior of the reliable multi
ast group members but also the behavior of the

underlying IP multi
ast 
ommuni
ation servi
e. We prove the 
orre
tness of SRM by showing that

it is a faithful implementation of our reliable multi
ast servi
e spe
i�
ation without any timeliness

guarantees. Moreover, under 
ertain timeliness assumptions and assuming that the number of losses

su�ered per re
overy is bounded, we show that SRM guarantees the timely delivery of pa
kets; that

is, that the worst-base time to re
over from any loss is bounded. This timeliness guarantee is shown

by bounding the number of re
overy rounds that may fail prior to re
overing a pa
ket.

Our timeliness analysis of SRM reveals that 
hoosing SRM's s
heduling parameters arbitrarily

may result in either super
uous re
overy traÆ
 or the failure of parti
ular re
overy rounds due

to s
heduling issues rather than losses. This observation illustrates that formal proto
ol analysis

may help to better understand and, potentially, redesign a proto
ol's behavior. Moreover, our

analysis gives rise to several 
onstraints on SRM's s
heduling parameters. These 
onstraints


onstitute guidelines for 
hoosing SRM's s
heduling parameters so that s
heduling issues do not

indu
e super
uous traÆ
 and re
overy round failure.

1.2.3 Ca
hing-Enhan
ed S
alable Reliable Multi
ast (CESRM) [23, 24℄

SRM, as do most retransmission-based reliable multi
ast proto
ols, treats losses independently and

blindly repeats the re
overy pro
ess for ea
h loss. This blind repetition of the re
overy pro
ess

wastes resour
es and, potentially, unduly delays pa
ket re
overy. This is espe
ially the 
ase when

IP multi
ast transmission losses exhibit lo
ality | the property that losses su�ered by a re
eiver

at proximate times often o

ur on the same link of the IP multi
ast tree.

We 
laim that pa
ket loss lo
ality in IP multi
ast transmissions 
an be exploited by simple 
a
hing

s
hemes. In su
h s
hemes, re
eivers 
a
he information about the re
overy of re
ently re
overed

pa
kets and use this information to expedite the re
overy of subsequent losses. We present a

methodology for estimating the potential e�e
tiveness of 
a
hing within multi
ast loss re
overy.

We use this methodology on the IP multi
ast transmission tra
es of Yajnik et al. [41℄ and observe

that IP multi
ast losses exhibit substantial lo
ality and that 
a
hing 
an be very e�e
tive.

Motivated by this expe
ted e�e
tiveness of 
a
hing in multi
ast loss re
overy, we design and analyze
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the Ca
hing-Enhan
ed S
alable Reliable Multi
ast (CESRM) proto
ol. CESRM opportunisti
ally

attempts to re
over from losses in the manner in whi
h re
ent losses were re
overed. In so doing,

CESRM attempts to exploit pa
ket loss lo
ality and to redu
e the re
overy laten
y and overhead

of SRM.

CESRM augments the fun
tionality of SRM by a 
a
hing-based expedited re
overy s
heme, whi
h

operates in parallel to SRM's re
overy s
heme. In this s
heme, reliable multi
ast group members


a
he the requestor/replier pairs that 
arried out the re
overy of re
ent losses. Based on this


a
hed information, re
eivers attempt to expeditiously re
over losses in the manner (i.e., the

requestor/replier pair) in whi
h the plurality of a �xed number of re
ent losses were re
overed | this

�xed number 
onstitutes the size of the 
a
he. Expedited requests are uni
ast to the appropriate

replier and, upon re
eiving this request, this replier multi
asts the requested pa
ket.

Expedited requests and replies are not delayed for purposes of suppression. Thus, su

essful

expedited re
overies in
ur minimum re
overy laten
y. CESRM uses SRM as a fall-ba
k re
overy

s
heme. When the expedited re
overy s
heme fails to re
over a loss, either due to losses or be
ause

the replier has also shared the loss of the parti
ular pa
ket, then the pa
ket is re
overed, in due

time, through SRM's re
overy s
heme.

Our formal model of CESRM extends that of SRM by spe
ifying CESRM's expedited re
overy

s
heme. Moreover, we extend our model of the IP 
ommuni
ation servi
e to provide both uni
ast

and multi
ast transmission 
apability. As in the 
ase of SRM, we formally analyze the performan
e

of CESRM by showing that it is a faithful implementation of both an eventual and a timely reliable

multi
ast servi
e spe
i�
ation. Furthermore, we analyti
ally show that the worst-
ase re
overy

laten
y for su

essful expedited re
overies in CESRM is roughly 1 round-trip time (RTT) where as

that of su

essful �rst-round re
overies in SRM is 4 RTT (for typi
al s
heduling parameter settings).

Finally, tra
e-driven simulations reveal that CESRM redu
es the average re
overy laten
y of SRM

by roughly 50% and in
urs less overhead in terms of re
overy traÆ
.

1.2.4 Light-Weight Multi
ast Servi
es (LMS) [32{34℄

The reliable multi
ast proto
ol based on the Light-weight Multi
ast Servi
es [32{34℄, whi
h we

will hen
eforth refer to as LMS, enhan
es the fun
tionality of the underlying IP multi
ast tree

routers so as to enable the intelligent forwarding of re
overy pa
kets and, hen
e, enable lo
al

pa
ket loss re
overy. The idea behind LMS, as well as other similar router-assisted reliable multi
ast

proto
ols (e.g., [19℄), is to appoint parti
ular members (repliers) of the reliable multi
ast group to

be responsible for replying to requests originating within parti
ular subtrees of the underlying IP

multi
ast tree. In the 
ase of LMS, this is a
hieved by having ea
h router maintain a replier link

onto whi
h it forwards requests that originate within the subtree rooted at the given router. Thus,

requests originating within ea
h subtree are forwarded to the appropriate replier by the routers

at the root of the given subtree. Subsequently, the replies to su
h requests are uni
ast to the

aforementioned routers whi
h in turn sub
ast the replies downstream. The traÆ
 pertaining to the

re
overy of a parti
ular pa
ket is thus 
ontained within the subtree of the IP multi
ast tree a�e
ted

by the given loss.

We pre
isely spe
ify the behavior of LMS by re�ning our earlier models of the IP multi
ast servi
e

so as to des
ribe the enhan
ed router fun
tionality introdu
ed by LMS. In parti
ular, we model the

IP multi
ast routers, their replier state, and the manner in whi
h this state is maintained. Using our

pre
ise model of LMS, we 
arefully reason about its behavior in dynami
 and faulty environments.

This reasoning exposes several s
enarios in whi
h pa
ket loss re
overy in LMS may be prolonged

and even inhibited due to either 
hanges in the reliable multi
ast group membership, 
hanges

in the replier hierar
hy, or replier failures. With the proliferation of host mobility and wireless
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onne
tions, a proto
ol's performan
e in dynami
 environments be
omes in
reasingly important.

LMS's weaknesses suggests that future proto
ols should be designed to perform better in these

highly dynami
 and faulty environments. Perhaps LMS's la
k of robustness to highly dynami


environments tilts the s
ale in favor of CESRM | CESRM inherits SRM's robustness to dynami


environments and, thanks to its 
a
hing-based expedited re
overy s
heme, takes advantage of pa
ket

loss lo
ality and a�ords good re
overy laten
y in stati
 environments.

1.3 Thesis Organization

In Chapter 2, we present some ba
kground material pertaining to the work presented in this thesis.

We start by presenting the timed input/output (I/O) automaton (TIOA) model whi
h we use to

model and analyze the various proto
ols 
onsidered in this thesis. We then des
ribe brie
y the

manner in whi
h IP multi
ast is implemented and give a brief overview of the area of reliable

multi
ast, in general, and retransmission-based reliable multi
ast proto
ols, in parti
ular.

In Chapter 3, we present a formal model of a reliable multi
ast servi
e. This model spe
i�es i) what

it means to be a member of the reliable multi
ast group, ii) whi
h pa
kets are guaranteed delivery

to whi
h members of the group, and iii) how long it takes for a pa
ket to be reliably multi
ast to

the appropriate members of the reliable multi
ast group.

In Chapter 4, we present a formal model of the S
alable Reliable Multi
ast (SRM) proto
ol of

Floyd et al. [13℄. Moreover, we prove that our model of SRM is a 
orre
t implementation of the

reliable multi
ast servi
e and that, under 
ertain timeliness and faultiness assumptions, guarantees

the timely delivery of reliable multi
ast pa
kets.

In Chapter 5, we make the 
ase for exploiting pa
ket loss lo
ality within the loss re
overy s
hemes

of reliable multi
ast proto
ols, su
h as SRM [13℄. Pa
ket loss lo
ality in IP multi
ast transmissions


an be exploited by simple 
a
hing s
hemes, in whi
h re
eivers 
a
he information about the re
overy

of re
ently re
overed pa
kets and use this information to expedite the re
overy of subsequent losses.

We present a methodology for estimating the potential e�e
tiveness of 
a
hing within multi
ast loss

re
overy. By applying this methodology to the IP multi
ast transmission tra
es of Yajnik et al. [41℄

and observing that IP multi
ast losses exhibit substantial lo
ality, we establish that 
a
hing 
an be

very e�e
tive.

In Chapter 6, we present, model, and analyze the 
orre
tness and performan
e of the novel Ca
hing-

Enhan
ed S
alable Reliable Multi
ast (CESRM) proto
ol. The 
orre
tness analysis states that

CESRM is a 
orre
t implementation of the reliable multi
ast servi
e. The timeliness analysis

states that, under 
ertain timeliness and faultiness assumptions, CESRM guarantees the delivery

of the appropriate pa
kets to the appropriate members of the reliable multi
ast group within a

�nite amount of time. We also use tra
e-driven simulations to evaluate CESRM's performan
e and


ompare it to that of SRM.

In Chapter 7, we model and informally analyze the performan
e of LMS. Our informal performan
e

analysis of LMS involves: i) stating the worst-
ase re
overy laten
y of LMS when re
overies pro
eed

smoothly, ii) stating the worst-
ase re
overy laten
y of LMS in s
enarios that demonstrate LMS's

la
k of robustness to highly dynami
 and faulty environments, and iii) 
omparing its performan
e

to that of both SRM and CESRM.

In Chapter 8, we give a brief summary of the thesis, state its 
ontributions, and present an

interesting dire
tion in whi
h the CESRM proto
ol may be extended to limit the exposure of

expedited re
overies by exploiting some of the light-weight router fun
tionality enhan
ements

introdu
ed by LMS.
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Chapter 2

Ba
kground

In this 
hapter, we present some ba
kground material pertaining to the work presented in this

thesis. We begin by giving a brief overview of the timed input/output (I/O) automaton (TIOA)

model (introdu
ed as the general timed automaton model in Ref. 25), the framework that we

use to spe
ify and analyze proto
ols. We then overview the fun
tionality of IP multi
ast. This

overview in
ludes a des
ription of the network of IP multi
ast 
apable routers and how they are

inter
onne
ted, a des
ription of the various proto
ols that 
olle
tively implement the IP multi
ast

servi
e, and a summary of the results of several resear
h studies investigating the 
orrelation


hara
teristi
s of losses in IP multi
ast transmissions. We 
ontinue by introdu
ing the various

approa
hes to providing reliability in the multi
ast 
ommuni
ation setting and by fo
using and

des
ribing in detail the issues a�i
ting retransmission-based s
hemes. We 
on
lude by des
ribing

the fun
tionality of two representative examples of appli
ation-layer and router-assisted reliable

multi
ast proto
ols, namely the S
alable Reliable Multi
ast (SRM) proto
ol [12,13℄ and the reliable

multi
ast proto
ol based on the Light-weight Multi
ast Servi
es (LMS) [32{34℄, respe
tively.

2.1 The Timed I/O Automaton Model

In this thesis, we use the timed input/output (I/O) automaton (TIOA) modeling framework

(introdu
ed as the general timed automaton model in Ref. 25); a framework for modeling timed

systems. A timed I/O automaton A is a simple state-ma
hine in whi
h transitions are labeled by

a
tions. The a
tions of A, denoted a
ts(A), are partitioned into input (in(A)), output (out(A)),

internal (int(A)), and time-passage sets. Time-passage a
tions model the passage of time. The

input and output a
tions of A are 
olle
tively referred to as external and denoted as ext(A). Input,

output, and time-passage a
tions are 
olle
tively referred to as visible and denoted as vis(A).

A timed I/O automaton A is de�ned by its signature (input, output, internal, and time-passage

a
tions), states (states(A)), start states (start(A)), and state-transition relation (trans(A)). The

state transition relation of A is a subset of the 
ross produ
t of states, a
tions, and states, i.e.,

trans(A) � states(A)� a
ts(A)� states(A), and di
tates A's allowable transitions.

A timed exe
ution fragment of A is a �nite or in�nite alternating sequen
e, � = s

0

�

1

s

1

�

2

s

2

: : :, of

states and a
tions 
onsistent with A's state-transition relation. A timed exe
ution of A is a timed

exe
ution fragment of A that begins in one of A's start states. A timed exe
ution fragment of A

is admissible if an in�nite amount of time elapses within the parti
ular fragment. An admissible

timed exe
ution � of A is fair when no a
tion is enabled onwards of a parti
ular state within �

without appearing within the suÆx of � starting at that state. The time of o

urren
e of an a
tion

�

k

, for k 2 N

+

, within a timed exe
ution fragment � of A is the time elapsing within � prior to
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the o

urren
e of �

k

. The timed tra
e of a timed exe
ution fragment � of A is the sequen
e of

visible a
tions in �, ea
h paired with its time of o

urren
e. We let aexe
s(A) denote the set of all

admissible timed exe
utions of A, attra
es(A) denote the timed tra
es of all exe
utions in aexe
s(A),

fair-aexe
s(A) denote the set of all fair admissible timed exe
utions of A, and fair-attra
es(A)

denote the timed tra
es of all exe
utions in fair-aexe
s(A).

The 
omposition of 
ompatible timed I/O automata yields a timed I/O automaton. The hiding

operation re
lassi�es output a
tions of a timed I/O automaton as internal. Letting A;B be timed

I/O automata with the same external interfa
e, B implements A, denoted B � A, when its external

behavior is allowed by A; that is, when attra
es(B) � attra
es(A). The implementation relation

between two timed I/O automata is often shown by de�ning a timed simulation relation; that is,

relating states of B to states of A and showing that for any step of B there is a timed exe
ution

fragment of A that preserves the state relation and whose tra
e mat
hes that of the step in B.

We use a pre
ondition-e�e
t style notation to de�ne the state-transition relations of timed I/O

automata. The syntax and the semanti
s of this notation are des
ribed in detail in Ref. 14. We


omplement this notation with the following notational shorthand. For any variable s and any set

variables S

1

and S

2

, we use the notation S

1

[= S

2

as shorthand for S

1

:= S

1

[ S

2

, S

1

n= S

2

as

shorthand for S

1

:= S

1

[S

2

, S

1

:� S

2

as shorthand for the assignment of an arbitrary subset of S

2

to S

1

, and s :2 S

1

as shorthand for the assignment of an arbitrary element of S

1

to s. Moreover, for

any state u of a timed I/O automaton A and any a
tion foo of A, we use the notation u:Pre(foo)

to denote the valuation of the pre
ondition of the a
tion foo in state u.

2.2 IP Multi
ast

IP multi
ast is the IP primitive for providing multi-party best-e�ort 
ommuni
ation. A 
ertain

subset of the IP address spa
e is reserved for multi
ast 
ommuni
ation. Individual hosts may 
hoose

to subs
ribe and unsubs
ribe to messages addressed to su
h multi
ast addresses, thus forming

multi
ast groups. Pa
kets addressed to su
h multi
ast addresses are disseminated to all subs
ribers

of the parti
ular multi
ast address in a best-e�ort manner. In this se
tion we des
ribe the various

aspe
ts of the IP multi
ast servi
e. We begin by des
ribing the multi
ast ba
kbone (MBone); the

virtual network that is overlaid on portions of the Internet and used to disseminate multi
ast

pa
kets. We then pro
eed to brie
y des
ribe the various proto
ols that are involved in providing

the IP multi
ast servi
e.

2.2.1 Multi
ast Ba
kbone Topology

As des
ribed by Casner [6℄ and summarized by Yajnik [41℄, the multi
ast ba
kbone (MBone) is a

virtual network that is layered over portions of the Internet so as to support the transmission of

IP multi
ast traÆ
. Not all Internet routers are 
apable of handling IP multi
ast traÆ
. Thus, the

MBone is 
omprised of a set of IP multi
ast routers, referred to as islands, whi
h are inter
onne
ted

by virtual point-to-point 
onne
tions, referred to as tunnels. Islands are inter
onne
ted through a


ombination of mesh and star 
on�gurations. Core MBone routers, whi
h are used to provide IP

multi
ast 
onne
tivity to distin
t geographi
al regions, are inter
onne
ted by a mesh of tunnels.

Redundant inter
onne
tions within this mesh prote
t the MBone against network failures. Within

ea
h region, a star topology is used to 
onne
t the region's ba
kbone router to all lo
al routers

that wish to parti
ipate in IP multi
ast sessions. Additional tunnels may also bran
h out from

these lo
al routers to in
lude IP multi
ast 
apable routers on lo
al area networks (LANs). MBone

routers disseminate IP multi
ast traÆ
 by en
apsulating pa
kets into ordinary IP uni
ast pa
kets

and transmitting them through the tunnels to their neighboring MBone routers. The use of
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en
apsulation allows the transmission of multi
ast traÆ
 through intermediary routers not 
apable

of handling multi
ast traÆ
.

Some proto
ols make use of the time-to-live (TTL) �eld of IP pa
kets to estimate the hop distan
e

between senders and re
eivers. Although the use of this �eld in the multi
ast setting is also

tempting, it is not as straightforward. Sin
e IP multi
ast pa
kets are en
apsulated prior to being

transmitted through the MBone tunnels, their TTL �eld may not get de
remented when traversing

the intermediary tunnel routers. Thus, the TTL �eld may underestimate the hop-
ount to the

sour
e and 
ease to be an a

urate hop-
ount estimate. To make things worse, the semanti
s

pertaining to the TTL �eld of IP multi
ast pa
kets may be neither well-de�ned, nor 
onsistent

among the various underlying multi
ast routing proto
ols [15℄.

2.2.2 Proto
ols

In order for a host to re
eive messages of a parti
ular IP multi
ast session, it must join the IP

multi
ast session using the Internet Group Management Proto
ol (IGMP) [4,8,11℄. As summarized

by Semeria and Maufer [37℄, lo
al MBone routers maintain a list of all IP multi
ast sessions that

ea
h of their network interfa
es is interested in re
eiving. This list is updated a

ording to the

join and report messages sent by hosts wishing to subs
ribe and remain subs
ribed, respe
tively,

to parti
ular IP multi
ast sessions. Hosts inform their lo
al MBone routers of their wish to re
eive

traÆ
 addressed to an IP multi
ast session by sending a join message. This message alerts the lo
al

MBone router of the existen
e of a host on the parti
ular network interfa
e that wants to re
eive the

pa
kets pertaining to the parti
ular IP multi
ast session. Keeping a list of the IP multi
ast sessions

that ea
h of its network interfa
es is interested in, the lo
al MBone router is able to 
orre
tly

forward IP multi
ast traÆ
 on its network interfa
es. This list is also updated by report messages

that are sent by hosts in response to query messages sent by their lo
al MBone router. In order to

refresh the information in its list, the lo
al MBone router sends out query messages to the hosts

rea
hable by ea
h of its network interfa
es. Upon re
eiving su
h a query, a host sends a report

message to the lo
al MBone router for ea
h IP multi
ast session it is still interested in. Unless

the lo
al MBone router re
eives a report for an IP multi
ast session from a network interfa
e, the

forwarding of pa
kets of the parti
ular IP multi
ast session on that network interfa
e is 
eased.

Thus, in order to stop re
eiving pa
kets addressed to a parti
ular IP multi
ast session, a host

simply refrains from a
knowledging the query messages for the parti
ular IP multi
ast session.

IGMPv2 [11℄ augments the fun
tionality of IGMP by introdu
ing group-spe
i�
 queries for lo
al

MBone routers and leave messages for hosts. Thus, hosts may expedite leaving a parti
ular IP

multi
ast session by sending a leave message whi
h, in turn, indu
es the lo
al MBone router to

send a group-spe
i�
 query message. If no hosts respond to this query message, the lo
al MBone

router 
eases to forward pa
kets of the parti
ular IP multi
ast session down the given network

interfa
e. IGMPv3 [4℄ augments the fun
tionality of IGMPv2 by introdu
ing group-sour
e report

messages. Su
h messages enable hosts to instru
t their lo
al MBone routers to begin or 
ease

forwarding IP multi
ast pa
kets sent by parti
ular members of parti
ular IP multi
ast sessions.

Bandwidth may thus be 
onserved by allowing hosts to re�ne the set of pa
kets they are interested

in re
eiving and by minimizing the extent of IP multi
ast trees pertaining to parti
ular session and

sour
e pairs.

The dissemination of IP multi
ast traÆ
 among the lo
al MBone routers is 
arried out by an IP

multi
ast routing proto
ol [9,37℄. Most su
h proto
ols save memory, 
omputation, and bandwidth

resour
es by arranging a set of the MBone routers into a spanning tree that is subsequently used

to forward pa
kets pertaining to a parti
ular IP multi
ast session. Su
h trees 
an be either shared

by all the sour
es of the parti
ular IP multi
ast session or spe
i�
 to ea
h sour
e (referred to

as sour
e-based IP multi
ast trees). The advantage of shared trees is that MBone routers store
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per IP multi
ast session state only. The disadvantage is that traÆ
 is 
on
entrated on parti
ular

inter
onne
tions of the MBone and that the point-to-point distan
e between sour
es and re
eivers

may not be optimal. Conversely, sour
e-based trees better utilize the network by distributing

the load among more links and guarantee optimal routing between the sour
es and the re
eivers.

However, the use of sour
e-based trees requires MBone routers to store per sour
e state for ea
h IP

multi
ast session, whi
h may be prohibitive for IP multi
ast sessions involving numerous sour
es.

Several proto
ols make use of multi
ast messages to as
ertain timing and topology information

regarding the underlying IP multi
ast trees. While doing so may often result in invaluable

information, 
olle
ting su
h information must be done 
autiously. An important issue that is

often overlooked is that in the 
ase of sour
e-based trees, pa
kets multi
ast by distin
t members to

the same multi
ast group are forwarded on di�erent IP multi
ast trees; that is, the paths traversed

by pa
kets ex
hanged by two sour
es are not ne
essarily the same. Thus, the 
olle
tive use of

timing and topology information gathered by pa
kets multi
ast by di�erent members may not be

straightforward.

2.2.3 Loss Chara
teristi
s

There have been several resear
h studies regarding the lo
ation, the 
ause, and the statisti
al


hara
teristi
s of IP multi
ast transmission losses. The motivation behind su
h studies lies in

the promise that better insight into the 
hara
teristi
s of losses 
an guide the design of more

e�e
tive multi
ast 
ommuni
ation appli
ations and servi
es. This rationale applies in parti
ular to

appli
ations and servi
es relating to reliable multi
ast 
ommuni
ation.

In a study of audio pa
ket losses, Bolot et al. [1℄ report that in real-time audio transmissions in

both uni
ast and multi
ast settings the loss burst lengths are small, espe
ially when the network

load is low. In parti
ular, the authors observe that the probability distribution of loss burst length

de
reases geometri
ally with the length of the loss burst. Bolot et al. 
on
lude that, sin
e losses in

real-time audio transmissions are predominantly solitary and prompt re
overy is essential, forward

error 
orre
tion (FEC) and error-
on
ealment te
hniques are more suitable for error 
ontrol in

real-time audio and video transmissions than their retransmission-based 
ounterparts.

Yajnik et al. [41℄ analyze the spatial and temporal 
orrelation of losses in 
onstant bit-rate IP

multi
ast transmissions among 17 resear
h 
ommunity hosts. In their work, spatial 
orrelation

is de�ned as the 
orrelation of pa
ket losses a
ross re
eivers, i.e., the degree to whi
h the losses

are shared among re
eivers. Temporal 
orrelation is de�ned as the 
orrelation of pa
ket losses

at ea
h re
eiver, i.e., the burstiness of pa
ket losses. As to the lo
ation of losses, Yajnik et al.

observe that losses are rare within the MBone 
ore, ex
ept for some o

asional long loss periods

on individual links. Furthermore, losses are negligible at the re
eiving interfa
e, i.e., pa
kets are

seldom lost during the delivery from the MBone router on a LAN to the re
eiving hosts of that

LAN. Yajnik et al. also report that the pairwise spatial 
orrelation among re
eivers is low, ex
ept

for the losses that o

ur 
lose to the sour
e and are thus shared by all re
eivers. Moreover, the

o

asional long loss periods on the MBone seem to 
ontribute heavily to the spatial 
orrelation

observed. In terms of temporal 
orrelation, losses are predominantly solitary and the lengths of

loss bursts are small, ex
ept again for o

asional long loss bursts.

Handley [15℄ extends the work of Yajnik et al. by studying the multi
ast 
ommuni
ation on a broader

s
ale, in terms of the number of re
eivers, the type of re
eivers, and the rate of transmission. In

parti
ular, his experiments involve IP multi
ast transmissions from a single variable-rate video

sour
e to a few hundred widespread re
eivers. Compared to the 17 resear
h 
ommunity re
eivers

used by Yajnik et al., hundreds of widespread re
eivers that are not ne
essarily part of the resear
h


ommunity are intended to faithfully represent the network 
hara
teristi
s of a more typi
al IP
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multi
ast transmission. Moreover, a variable-rate video session is used to draw some 
on
lusions

relating to the 
hara
teristi
s of potential 
ongestion 
ontrol me
hanisms. Handley 
on
ludes that

80% of all re
eivers report loss rates of less than 20%, periodi
 bursts in losses o

ur at roughly

every 30 se
onds, and pa
ket losses are not independent. Handley observes that there were a

small number of parti
ularly lossy links and a large number of slightly lossy links. Handley also

observes that the probability that a pa
ket is re
eived by all re
eivers is very low as the session

size in
reases; in parti
ular, on the order of 3{6% for sessions of a few hundred re
eivers. Thus,

Handley 
on
ludes that any viable error 
ontrol s
heme for large multi
ast sessions must use either

a FEC s
heme, a retransmission-based loss re
overy s
heme that a
hieves lo
alized loss re
overy, or,

more appropriately, a 
ombination of the two. Solely using an FEC s
heme would require ex
essive

amounts of redundan
y to 
ater to loss bursts. Moreover, sin
e losses are predominantly due to


ongestion, the required redundan
y would worsen the 
ongestion and indu
e additional losses.

Similarly, solely using a retransmission-based s
heme would require the retransmission of almost

all pa
kets.

In a subsequent study, Yajnik et al. [42℄ further study the temporal 
orrelation of pa
ket loss in both

uni
ast and multi
ast 
onstant bit-rate transmissions. Their work uses 128 hours of transmission

tra
es represented either as binary time series indi
ating whether parti
ular pa
kets were re
eived

or as alternating sequen
es of re
eption and loss burst lengths. These tra
es reveal signi�
ant non-

stationary e�e
ts as to the mean loss-rates. In parti
ular, gradual, abrupt, and dramati
 
hanges as

well as spikes in the mean loss-rate are observed. Nonetheless, tra
e se
tions amounting to 76 hours

were identi�ed as stationary and used to evaluate the temporal 
orrelation of losses. Yajnik et al.


on�rmed their earlier results that losses are predominantly solitary, with auto
orrelation time-

s
ales of less that 1 se
ond, and that loss burst lengths are geometri
ally distributed. The authors

were also able to faithfully model the observed loss patterns using Markov 
hain models of varying

orders.

2.3 Reliable Multi
ast

Reliable multi
ast refers to the servi
e of providing reliable 
ommuni
ation in the one-to-many and

many-to-many 
ommuni
ation settings. Due to network 
ongestion, queue over
ow, and pro
essing

overload at routers and hosts, pa
ket losses are inevitable. The design of an eÆ
ient and s
alable

error 
ontrol s
heme for multi
ast 
ommuni
ation has been the fo
us of mu
h resear
h. Reliable

multi
ast surveys [10, 17, 18, 31, 40℄ group the various approa
hes to providing reliable multi
ast


ommuni
ation into the following 
ategories: i) retransmission-based, e.g., [13℄, ii) forward error


orre
tion (FEC)-based, e.g., [5,30,36℄, and iii) error 
on
ealment-based, e.g., [36℄. Retransmission-

based s
hemes re
over from losses by dete
ting and promptly retransmitting missing pa
kets.

FEC-based s
hemes proa
tively en
ode data pa
kets with enough redundan
y to tolerate a 
ertain

number of pa
ket losses. Using su
h en
odings, the original data pa
kets may be re
onstru
ted by

de
oding the subset of pa
kets re
eived by ea
h re
eiver. The advantage of FEC-based s
hemes is

that the redundant en
oding allows the re
overy from di�erent losses at di�erent re
eivers. Lastly,

error 
on
ealment-based s
hemes, whi
h are mostly used for audio and video transmissions, attempt

to faithfully re
reate missing pa
kets by dupli
ating, interpolating, and, otherwise, pro
essing the

pa
kets re
eived.

In this thesis, we fo
us our attention on retransmission-based reliable multi
ast proto
ols. Su
h

s
hemes may be further split into appli
ation-layer and router-assisted proto
ols. Appli
ation-layer

proto
ols often use the underlying IP multi
ast servi
e as a bla
k box, or primitive, and build upon

it. Router-assisted proto
ols break the IP multi
ast abstra
tion and enlist the help of the routers

to intelligently forward error 
ontrol and retransmission pa
kets. In the rest of this se
tion, we
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des
ribe some of the 
orre
tness and performan
e issues pertaining to retransmission-based reliable

multi
ast proto
ols, we present the performan
e metri
s that have been used to date to evaluate

su
h proto
ols, and we 
on
lude with a des
ription of two representative examples of appli
ation-

layer and router-assisted proto
ols, namely the S
alable Reliable Multi
ast (SRM) proto
ol [12,13℄

and the reliable multi
ast proto
ol based on the Light-weight Multi
ast Servi
es (LMS) [32{34℄,

respe
tively.

In the rest of this se
tion, we use the term data pa
kets to refer to originally transmitted pa
kets

that 
omprise the data of the appli
ation using the reliable multi
ast servi
e. We use the term

retransmissions to denote subsequent transmissions of data pa
kets. We use the term 
ontrol

pa
kets to denote pa
kets used by the parti
ular reliable multi
ast proto
ol to 
oordinate the

re
overy of losses. We use the term re
overy round to refer to the pro
ess of re
overing from

a parti
ular pa
ket loss, i.e., the sequen
e of 
ontrol pa
kets ex
hanged by the members of the

reliable multi
ast group in an attempt to re
over from a parti
ular loss. Finally, we use the term

re
overy laten
y to refer to the time needed by a parti
ular member of the reliable multi
ast group

to re
over from a parti
ular loss, i.e., the time elapsing from the time at whi
h the member dete
ts

the loss to the time at whi
h it re
eives the pa
ket.

2.3.1 Retransmission-Based Reliable Multi
ast

Retransmission-based reliable multi
ast proto
ols re
over from losses by dete
ting and promptly

retransmitting missing pa
kets. In a one-to-one 
ommuni
ation setting, reliable transport is

a
hieved by having the re
eiver a
knowledge the re
eption of pa
kets and the sender retransmit

any pa
kets not a
knowledged by the re
eiver. This approa
h does not extend well to the one-

to-many and many-to-many 
ommuni
ation settings. In su
h settings, an a
knowledgment-based

error 
ontrol s
heme indu
es a
knowledgment (ACK) implosion; that is, senders get swamped by

the dupli
ate ACKs sent by the numerous re
eivers. A variety of approa
hes have been proposed

in the literature to solve this problem. One su
h approa
h is to limit the number of re
eivers that

send ACKs. This is a
hieved by a priori designating su
h re
eivers either arbitrarily, randomly,

or by arranging the re
eivers in a hierar
hy [16, 28℄. Another approa
h is to have re
eivers send

negative a
knowledgements (NACKs) upon dete
ting pa
ket losses, instead of a
knowledging all

pa
kets re
eived. While the use of NACKs tends to alleviate ACK-implosion, there is still the

possibility of NACK-implosion, espe
ially in large sessions with either high loss-rate, or losses with

high spatial 
orrelation. In 
ombating NACK-implosion, resear
hers have resorted to multi
asting

NACKs and having re
eivers abstain from sending NACKs for pa
kets for whi
h a NACK has

already been overheard | otherwise referred to as dupli
ate suppression.

As des
ribed by Levine et al. [17,18℄, the use of NACKs leads to the memory deallo
ation problem.

In an ACK-based error 
ontrol s
heme, the re
eivers a
knowledge the re
eption of all pa
kets. The

sender may thus determine whether a pa
ket has been re
eived by all session members and release

it from memory. In a NACK-based error 
ontrol s
heme, the sender is not 
apable of determining

whether a pa
ket has been re
eived by all session members. Thus, memory may not be released.

Levine et al. [17, 18℄ show that NACK-based s
hemes work 
orre
tly only with in�nite memory

and may lead to a deadlo
k when 
onstrained by �nite memory. While some appli
ations, su
h

as the distributed white-board appli
ation, inherently need to store all multi
ast pa
kets, the data

multi
ast by other appli
ations is ephemeral. Thus, storing all pa
kets transmitted would 
onstitute

a waste of memory and, potentially, render the error 
ontrol s
heme impra
ti
al.

The approa
h of multi
asting error 
ontrol and retransmission pa
kets to the whole multi
ast

group leads to the problem of exposure. In large multi
ast sessions, it is 
ommon for losses to

be 
on
entrated in parti
ular regions of the underlying multi
ast tree. Thus, the use of global

error 
ontrol and retransmission pa
kets wastes memory, pro
essing, and bandwidth resour
es
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in regions of the IP multi
ast tree that are not a�e
ted by the losses. Lo
al error re
overy, or

otherwise re
overy isolation, is the obvious solution to this problem. It's simplest form involves

using the TTL �eld to limit the s
ope of error 
ontrol and retransmission pa
kets. More 
ompli
ated

forms in
lude arranging the members of a group in a hierar
hy that aggregates error 
ontrol and

retransmission messages, or similarly the use of representatives, e.g., [16, 28℄. Router-assisted

proto
ols are parti
ularly well suited for lo
al error re
overy, as routers may be used to limit

and fo
us the s
ope and dire
tion, respe
tively, of error 
ontrol and retransmission pa
kets.

The performan
e of multi
ast 
ommuni
ation depends heavily on the network topology and the

pa
ket loss 
hara
teristi
s. To make things worse, multi
ast session membership and the underlying

topology are dynami
 | members may join and leave the parti
ular multi
ast session and network

failures may 
ause the underlying multi
ast tree to 
hange. To 
ater to their unknown and dynami


environment, reliable multi
ast proto
ols either use a
tive servi
es to gain up-to-date information as

to the network topology and the pa
ket loss 
hara
teristi
s, or enlist the network routers to help with

sending ACKs/NACKs and retransmitting pa
kets. A
tive servi
es may use multi
ast messages in

order to dedu
e the inter-host round-trip times (RTTs) [12, 13℄ and additional IP multi
ast tools,

su
h as mtra
e, to gain knowledge of the underlying IP multi
ast tree topology and estimate the

loss 
hara
teristi
s of its links [15℄. Although these a
tive servi
es obtain invaluable information

as to the 
ause and lo
ation of pa
ket losses, they in
rease a proto
ol's 
omplexity and introdu
e

additional overhead. On the other hand, router-assisted approa
hes take advantage of the network

routers to a
hieve eÆ
ient and lo
alized loss re
overy. Although the router-assisted approa
hes

result in reliable multi
ast proto
ols that are more s
alable and have better performan
e, the

viability of their deployment is questionable. Despite the fa
t that the la
k of a viable deployment

strategy may impede a proto
ol's adoption, the issue of a proto
ol's deployment has, until re
ently,

rarely been addressed in the literature [33℄.

2.3.2 Proto
ol Corre
tness and Performan
e Analysis

Following its design, a reliable multi
ast proto
ol may be analyzed in terms of both 
orre
tness

and performan
e [17, 18, 29, 40℄. A proto
ol's 
orre
tness may be shown by proving that the

proto
ol faithfully implements the 
ommuni
ation servi
e it is intended to provide. Unfortunately, a

proto
ol's 
orre
tness is rarely analyzed; in fa
t, a pre
ise de�nition of the reliable multi
ast servi
e

the proto
ol is intended to provide is seldom spe
i�ed and a proto
ol's 
orre
tness is veri�ed only

informally.

A proto
ol's performan
e may be evaluated with respe
t to several quantitative and qualitative

metri
s. The quantitative metri
s in
lude the proto
ol's re
overy laten
y and overhead. Loss

re
overy laten
y is de�ned as the time that elapses from the moment a loss is dete
ted to the

moment a retransmission of the given pa
ket is re
eived. Re
overy overhead refers to the memory,

pro
essing, and bandwidth resour
es used by the reliable multi
ast proto
ol to re
over from a loss.

Not surprisingly, the goal of a reliable multi
ast proto
ol is to minimize re
overy laten
y while

limiting the re
overy overhead.

Sin
e loss re
overy laten
y is di�erent for ea
h re
eiver and ea
h loss, simulations are used

to measure a proto
ol's average re
overy laten
y. A proto
ol's overhead is analyzed both

statisti
ally and through simulations. Statisti
al analyses negle
t the observed temporal and spatial


hara
teristi
s of pa
ket loss and assume that pa
ket losses are mutually independent, pa
ket losses

are independent among re
eivers, and ACKs and NACKs are never lost. Then, a proto
ol's overhead

is obtained by 
al
ulating the expe
ted number of messages ex
hanged while re
overing from a loss

and the asso
iated overhead in
urred for ea
h message. Simulations are used to observe a proto
ol's

average re
overy overhead.
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Apart from these quantitative performan
e metri
s, reliable multi
ast proto
ols are analyzed qual-

itatively based on s
alability to large sessions, adaptability to topology and membership 
hanges,

fault-toleran
e, deployment, and infrastru
ture requirements. With the advent of appli
ations in-

volving large numbers of sour
es and re
eivers, the s
alability of reliable multi
ast proto
ols is a

highly desirable, if not required, property. Moreover, a reliable multi
ast proto
ol must be dynami
,

fault-tolerant, and adapt to 
hanges in the reliable multi
ast group membership and 
hanges to the

underlying network due to failures and 
ongestion. Deployment is an issue that is often ignored.

In order for a proto
ol to be adopted, either an immediate or an in
remental deployment strategy

is required. Finally, the underlying servi
es on whi
h a reliable multi
ast proto
ol relies must be

examined and analyzed with respe
t to all aforementioned metri
s. In parti
ular, when analyzing

the overhead of a proto
ol, the 
ontribution of all supporting servi
es must be in
luded. For ex-

ample, appli
ation-layer proto
ols rely on IP multi
ast and possibly additional external servi
es.

The quantitative and qualitative performan
e of su
h servi
es must also be in
luded is a thorough

performan
e analysis.

2.3.3 S
alable Reliable Multi
ast (SRM) [12, 13℄

SRM is an appli
ation-layer reliable multi
ast proto
ol that uses the IP multi
ast servi
e as its


ommuni
ation primitive. SRM re
overs from losses through (multi
ast) retransmissions. These

retransmissions are instigated by the (multi
ast) transmission of retransmission requests (NACKs).

Dupli
ate requests and retransmissions are limited through delay-based suppression s
hemes. Sin
e

SRM was initially designed for a distributed white-board appli
ation, in whi
h re
eivers ar
hive all

pa
kets, the in�nite memory requirements put forth by Levine et al. [17, 18℄ does not apply. We

pro
eed to give a more detailed des
ription of SRM and several proposed extensions to SRM that

attempt to alleviate some of its short
omings.

The SRM proto
ol 
onsists of two distin
t 
omponents: i) session message ex
hange, and ii) error

repair. Session messages are used to ex
hange state and timing information; state aids in the

dete
tion of losses and timing aids in the suppression of dupli
ate error 
ontrol and retransmission

pa
kets. Losses in the middle of a sequen
e of pa
kets are dete
ted upon re
eiving data pa
kets

with subsequent sequen
e numbers. However, when the last pa
ket in a sequen
e is lost and the size

of the sequen
e is unknown a priori , as is the 
ase in the white-board appli
ation, members may

be unaware of losses. Session messages, whi
h are periodi
ally multi
ast by ea
h session member,


ontain the sequen
e number of the last pa
ket re
eived from ea
h sour
e by the respe
tive member.

Members use this up-to-date transmission state information to dete
t pa
ket losses. In terms of

timing, session messages are used to estimate the round-trip time (RTT) among re
eivers. In view

of avoiding 
ongestion, the frequen
y of session messages is adjusted to 
omprise a �xed per
entage

of the total bandwidth used by the reliable multi
ast session. Thus, assuming a �xed session

bandwidth allo
ation, the frequen
y of session messages is redu
ed as the session size grows.

Error repair in SRM is initiated when re
eivers dete
t losses and s
hedule the transmission of a

repair request ; an error 
ontrol pa
ket requesting the retransmission of the missing pa
ket. A repair

request is s
heduled by setting a repair request timer. Upon its expiration, the repair request is

multi
ast. If a repair request is overheard prior to the expiration of the request timer, then the

request is res
heduled by performing an exponential ba
ko�. When a host re
eives a repair request

for a pa
ket that is has either sent or re
eived, it s
hedules a repair reply ; a retransmission of the

requested pa
ket. A repair reply is s
heduled by setting a repair reply timer. Upon its expiration

the repair reply is multi
ast. If a repair reply is overheard prior to the expiration of the reply timer,

then the reply is 
an
eled. Using this s
heme, all session members parti
ipate in the error repair

by sending repair requests and replies and the retransmission load is shared among all members of

the reliable multi
ast group.
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SRM redu
es dupli
ate error 
ontrol and retransmission traÆ
 through deterministi
 and proba-

bilisti
 suppression. These suppression te
hniques pres
ribe how repair requests and replies should

be s
heduled so that only few requests and replies are transmitted for ea
h loss. Deterministi


suppression pres
ribes that request and reply timers be set proportionately to the distan
e from

the sour
e and the requestor, respe
tively. In the 
ase of requests, re
eivers further away from the

sour
e will s
hedule their requests later in time and, presumably, their requests will suppress those

of their des
endants in the IP multi
ast tree. The rationale is analogous for the 
ase of s
heduling

replies. Probabilisti
 suppression pres
ribes that members that are equidistant from the sour
e

and the requestor spread out their requests and replies, respe
tively. This is done by s
heduling

requests and replies within intervals whose widths are proportional to the distan
e from the sour
e

and the requestor, respe
tively. Using this approa
h, members that are equidistant from the sour
e

and the requestor, respe
tively, are given the opportunity to suppress ea
h other.

Although SRM is highly robust to 
hanges in the reliable multi
ast group and the IP multi
ast tree

topology, it su�ers from s
aling problems. First, hosts parti
ipating in a reliable multi
ast session

must maintain a table of RTT estimates of all other members of the session | a storage requirement

that grows linearly with the size of the session. Se
ond, sin
e ea
h member of the reliable multi
ast

group periodi
ally sends session messages, the number of the session messages grows linearly with

the session size. Thirdly, presuming a �xed bandwidth 
onstraint on reliable a multi
ast session,

as the session grows in the number of members, the frequen
y of the ex
hange of session messages

drops. This results in poor performan
e in terms of both dete
ting pa
ket losses and updating

RTT estimates. Finally, sin
e requests and replies are transmitted to the whole IP multi
ast group,

even very lo
alized losses 
onsume bandwidth, memory, and 
omputation resour
es in regions of

the network that are not a�e
ted by the losses.

Sharma et al. [38,39℄ des
ribe a s
heme in whi
h session members are organized into a dynami
ally

self-
on�guring hierar
hy, thus disseminating timing and session state information more eÆ
iently.

In parti
ular, s
oped session messages are used to ex
hange timing and state information within

lo
al neighborhoods and neighborhood representatives are used to ex
hange su
h info among neigh-

borhoods. Neighborhoods and representatives dynami
ally re
on�gure so as to keep the hierar
hy

well populated; that is, members self-appoint (and self-denoun
e) themselves representatives so as

to ensure that representatives are spread apart, 
lose to the members they represent, and represent

numerous members. The bene�ts of this approa
h are several. First, members store timing in-

formation pertaining only to neighborhood representatives and lo
al neighborhood members, thus


onserving memory. Se
ond, lo
al session messages 
ontain less timing and state information and

are transmitted only within their respe
tive neighborhood. Similarly, global session messages 
on-

tain timing information pertaining only to ea
h representative and aggregate state information for

their respe
tive neighborhood. Thus, bandwidth is 
onserved both within the neighborhoods and

among them, session messages may be transmitted more frequently, and losses may be dete
ted

sooner. Finally, the self-
on�guring hierar
hy introdu
es no performan
e degradation in terms of

number of requests and replies per loss and re
overy laten
y.

Liu et al. [21, 22℄ address the absen
e of lo
al error re
overy in SRM. The authors propose two

distin
t approa
hes to limiting the error re
overy overhead in
urred by wasteful exposure. The hop-

s
oped approa
h limits the s
ope of repair requests and replies using the TTL �eld of IP multi
ast

pa
kets. Inter-re
eiver hop-
ount information is piggyba
ked on session messages. Thus, the s
ope

of repair requests and replies is adjusted to rea
h the 
losest IP multi
ast group member 
apable of

servi
ing the request and all the re
eivers that shared the original loss, respe
tively. The overhead

of this approa
h is minimal sin
e the required hop-
ount information 
an be piggyba
ked onto the

session messages. The drawba
k of this approa
h is that while the s
ope of re
overy messages may

be adjusted, the dire
tion of message dissemination may not. The group-s
oped approa
h limits

the s
ope and the dire
tion of re
overy messages using distin
t lo
al re
overy groups. Lo
al IP
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multi
ast groups are set-up based on the degree to whi
h re
eivers share losses. Sequen
es of a

�xed number of pa
ket losses, referred to by Liu et al. as error �ngerprints, are used to determine

the degree of loss sharing among members. At the extreme, one su
h group is 
reated for ea
h

lossy link and thus the re
overy overhead is 
onstrained to the set of hosts that share all the losses

due to the parti
ular lossy link. The overhead of this approa
h heavily depends on the number

of lo
al groups needed to a
hieve good performan
e and the eÆ
ien
y with whi
h su
h groups are


reated, maintained, and dissolved. Both hop-s
oped and group-s
oped approa
hes redu
e the error


ontrol overhead. The hop-s
oped approa
h outperforms the group-s
oped approa
h in redu
ing

the request overhead, ex
ept in the 
ase of star topologies. The group-s
oped approa
h outperforms

the hop-s
oped approa
h in redu
ing the reply overhead. This 
onstitutes a performan
e advantage

sin
e replies 
arry payload and are thus 
ostlier to transmit. Issues that are left for future resear
h

in
lude the measurement of the overhead in
urred by maintaining the lo
al groups in the group-

s
oped approa
h, the 
onvergen
e time of both approa
hes when the environment is dynami
, and

the 
ombination of both approa
hes in a group-s
oped approa
h where the s
ope of lo
al group

messages are limited further by hop-
ount. The 
ombination of both approa
hes is promising sin
e

group-s
oped lo
al re
overy performs well but may not be s
alable to large sessions due to the

overhead of the numerous lo
al groups required.

2.3.4 Light-Weight Multi
ast Servi
es (LMS) [32{34℄

LMS is one of the router-assisted reliable multi
ast proto
ols that have re
ently been proposed. In

its simplest form, LMS assumes that the underlying IP multi
ast routing proto
ol builds sour
e-

based trees. Thus, ea
h router has a 
lear notion of an upstream interfa
e | the interfa
e that

leads to the sour
e of the given sour
e-based multi
ast tree.

In LMS, ea
h router sele
ts one of its des
endant members to 
ondu
t transport layer duties on

behalf of the subtree originating at the respe
tive router. This member is denoted the replier of

the respe
tive subtree and router. The replier sele
tion pro
ess is 
arried out as follows. Members

who are willing to perform transport duties advertise themselves to the MBone routers. Among

all su
h willing members, the routers sele
t the best 
andidate based on its distan
e and load; the


loser the member and the lighter its load the better. Following this sele
tion pro
ess, the router

stores the interfa
e leading to its replier.

Upon dete
ting a loss, re
eivers multi
ast a NACK with a hop-by-hop designation su
h that all

intermediate routers pro
ess it. Routers pro
ess NACKs a

ording to the interfa
e on whi
h they

arrive. If a NACK arrives on the upstream interfa
e, then the router knows that the NACK is

destined for its replier and forwards the NACK along the replier interfa
e. If a NACK arrives on

the replier interfa
e, then the router forwards the NACK upstream toward the sour
e | the replier

must have not re
eived the parti
ular pa
ket and is sending a NACK upstream in an e�ort to rea
h

either a replier responsible for an en
ompassing subtree or the sour
e of the pa
ket. Finally, if a

NACK arrives at any other interfa
e, the router forwards the NACK along the replier interfa
e thus


alling upon the replier to perform its transport layer duties. In this 
ase, the router annotates

the forwarded NACK with �elds 
ontaining the router's IP address and the interfa
e on whi
h the

router re
eived the NACK. Papadopoulos et al. 
all this router the turning point be
ause it is at

this lo
ation within the multi
ast tree where the NACK stops moving upstream toward the sour
e

and starts moving downstream toward the replier.

Upon re
eiving a NACK, a replier does one of two things. If the replier has not re
eived the

requested pa
ket, it ignores the NACK sin
e it will send (or has already sent) a NACK for the

given pa
ket. If the replier has re
eived the requested pa
ket, it en
apsulates it and uni
asts it to

the turning point | the en
apsulated pa
ket is also annotated with a �eld 
ontaining the interfa
e

on whi
h the original NACK had arrived at the turning point. Upon re
eiving this uni
ast pa
ket,
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the turning point router unwraps the uni
ast pa
ket and sub
asts the missing pa
ket along the

interfa
e provided within the interfa
e �eld of the en
apsulated pa
ket.

As expe
ted, LMS improves the performan
e and redu
es the overhead in 
omparison to appli
ation-

layer reliable multi
ast proto
ols. In parti
ular, LMS limits the exposure of error re
overy within

a subtree whi
h is 
apable of re
overing from the loss and thus a
hieves low exposure, overhead,

and re
overy laten
y. LMS, however, inherits the A
hilles heal of router-assisted proto
ols: the

issue of deployment. In a preliminary study of the e�e
t of various deployment s
hemes on

LMS's performan
e, Papadopoulos and Laliotis [33℄ observe that a partial deployment of LMS

has a signi�
ant impa
t on its performan
e. Although re
overy laten
y is lightly a�e
ted by a

partial deployment, exposure and peak NACK load are heavily a�e
ted. This impa
t varies greatly

depending on the deployment strategy used. LMS performs better if deployed in 
ontiguous regions

rather than in dispersed pat
hes a
ross the MBone. The best performing deployment strategy was

to deploy LMS at the 
ore routers. LMS performed well when the proto
ol was deployed on paths

from the sour
e to several of the re
eivers. Finally, deploying LMS at the border routers performed

better than a random deployment strategy. This result is quite promising sin
e border deployment

may 
onstitute perhaps the only viable �rst stage of an in
remental deployment strategy. The

study of the impa
t of partial deployment s
hemes is parti
ularly important be
ause it may guide

future deployment e�orts in harnessing LMS's performan
e potential early on in its in
remental

deployment s
hedule.
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Chapter 3

The Reliable Multi
ast Servi
e

With the in
reasing use of the Internet, multi-party 
ommuni
ation and 
ollaboration appli
ations

are be
oming mainstream. One su
h servi
e or appli
ation is reliable multi
ast; that is, the reliable

transmission of pa
kets in the one-to-many and many-to-many 
ommuni
ation settings. In the

re
ent past, there have been a slew of proto
ols and s
hemes that strive to eÆ
iently multi
ast

pa
kets reliably [13, 16, 19, 20, 34, 35℄. However, reliability in the multi
ast setting has assumed

many meanings, ranging from in-order eventual delivery to timely delivery where a small per
entage

of pa
ket losses is tolerable. The many notions of reliability stem from the varying assumptions

regarding the 
ommuni
ation environment and the goals and requirements of the appli
ations to

whi
h parti
ular reliable multi
ast proto
ols 
ater.

In our work, we fo
us on the eventual delivery notion of reliability and ignore additional transmission

guarantees su
h as ordering and no-dupli
ation; that is, we fo
us on the notion of reliability that

is informally de�ned in the literature as the eventual delivery of all multi
ast pa
kets to all group

members. Although intuitive, this simplisti
 de�nition of reliability in the multi
ast setting is

impre
ise and vague. It spe
i�es neither the assumptions regarding the environment, nor the

meaning of reliability in the 
ontext of a dynami
 group membership. For instan
e, it is not 
lear

what types of faults are allowed/tolerated and whi
h pa
kets are guaranteed delivery to hosts that

join the multi
ast group while a parti
ular transmission is already in progress.

In this 
hapter, we present a formal model of a reliable multi
ast servi
e. This model pre
isely

des
ribes the servi
e that several reliable multi
ast proto
ols, su
h as SRM [13℄ and LMS [32{34℄,

strive to provide. Our reliable multi
ast servi
e model in
ludes a pre
ise de�nition of what it means

to be a member of the reliable multi
ast group and of whi
h pa
kets are guaranteed delivery to

ea
h reliable multi
ast group member. We begin the 
hapter by a brief modeling overview that

des
ribes the physi
al system at hand and our reliable multi
ast servi
e model. Then, we present a

timed I/O automaton model of the reliable multi
ast servi
e and its environment. We 
on
lude the


hapter by stating the various transmission properties that our formal spe
i�
ation of the reliable

multi
ast servi
e provides.

3.1 Modeling Overview

3.1.1 The Physi
al System

We abstra
tly model the physi
al system as an in�nite set of hosts that intera
t through an

underlying network. This network involves a set of inter
onne
ted routers. Ea
h host is 
onne
ted

to a parti
ular router of the underlying network; for ea
h host, we refer to this parti
ular router
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as the gateway router of the parti
ular host. Hosts and routers are 
onne
ted among themselves

through bi-dire
tional 
ommuni
ation links.

We assume that all hosts are of 
omparable pro
essing power and storage resour
es. Resident

on ea
h host are a set of pro
esses. We assume that hosts are symmetri
 in the sense that the

same set of pro
esses reside on ea
h host. The set of pro
esses on ea
h host 
onsists of a single

appli
ation pro
ess and several additional 
ommuni
ation servi
e pro
esses. Hen
eforth, we refer

to the appli
ation pro
ess at ea
h host as the 
lient at the given host. The 
ommuni
ation servi
e

pro
esses, either individually or 
olle
tively, provide the 
ommuni
ation servi
es required by the


lient. For instan
e, the IP uni
ast servi
e may be modeled as a set of pro
esses, one su
h pro
ess

for ea
h host. Clients may thus ex
hange IP uni
ast pa
kets through their respe
tive IP uni
ast

pro
esses.

In terms of system faults, we 
onsider only host 
rashes and pa
ket drops on the 
ommuni
ation

links. On
e a host 
rashes it remains 
rashed thereafter. A host is said to be operational prior to


rashing and to have 
rashed thereafter. All the pro
esses on ea
h host are fate-sharing ; that is, if

a host 
rashes, then all of its pro
esses 
rash. Router failures and network partitions are assumed

to be ephemeral. Su
h failures are modeled as numerous pa
ket drops.

Our assumption of an in�nite set of hosts simpli�es the modeling of host restarts. In parti
ular,

hosts restart by taking on the identity of another host that has up to that point in time been idle;

that is, hosts restart by being rein
arnated as 
ompletely new hosts. This modeling simpli�
ation

is equivalent to having hosts 
hoose a unique host identi�er ea
h time they restart; presuming of


ourse the existen
e of an in�nite set of su
h host identi�ers. For instan
e, su
h an identi�er 
ould

involve a pro
essor identi�er and an in�nite rein
arnation 
ounter that is stable a
ross host failures

and gets in
remented ea
h time the pro
essor 
rashes and restarts.

3.1.2 The Reliable Multi
ast Servi
e and its Environment

We abstra
tly model the reliable multi
ast servi
e as a single 
omponent that intera
ts with a

potentially in�nite set of 
lients. In terms of the above des
ription of the physi
al system, the

reliable multi
ast servi
e en
apsulates the behavior of all 
ommuni
ation servi
e pro
esses at all

hosts and the underlying network. The 
lients 
orrespond to the 
lient pro
esses at ea
h host. For

simpli
ity, we assume that there is a single reliable multi
ast group. Sin
e we assume a single 
lient

per host and a single reliable multi
ast group, we do not distinguish among the 
lient pro
ess and

the host when 
onsidering reliable multi
ast group membership. In fa
t, we often use the terms


lient and host inter
hangeably.

Group Membership

The reliable multi
ast servi
e maintains the set of hosts that 
omprise the reliable multi
ast group.

Hosts initiate the pro
ess of joining and leaving the reliable multi
ast group by issuing join and

leave requests to the reliable multi
ast servi
e. A host be
omes a member of the reliable multi
ast

group upon the a
knowledgment of an earlier join request. Hosts may send and re
eive pa
kets

through the reliable multi
ast servi
e only while they are both operational and members of the

reliable multi
ast group.

A host initiates the pro
ess of leaving the reliable multi
ast group by issuing a leave request. On
e

a host issues a request to leave the reliable multi
ast group, it relinquishes its right to re
eive any

more multi
ast pa
kets. A host 
eases to be a member of the reliable multi
ast group upon the

a
knowledgment of an earlier leave request. On
e a host leaves the reliable multi
ast group, it may

later rejoin the reliable multi
ast group.
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Hosts may 
rash at any point in time. Following a 
rash, a host may restart by taking on the identity

of a host that has up to that point in time been idle; that is, a host restarts by being rein
arnated

as a 
ompletely new host. This modeling simpli�
ation is equivalent to having hosts 
hoose a

unique host identi�er ea
h time they restart; presuming of 
ourse the existen
e of an in�nite set

of su
h host identi�ers. For instan
e, su
h an identi�er 
ould involve a pro
essor identi�er and an

in�nite rein
arnation 
ounter that is stable a
ross host failures and gets in
remented ea
h time the

pro
essor 
rashes and restarts.

Pa
ket Naming S
heme

Floyd et al. [13℄ propose that, in the multi
ast setting, the appli
ation (the 
lients) should divide

the data to be multi
ast into segments, 
alled appli
ation data units (ADUs), and assign unique

and persistent identi�ers to ea
h su
h segment. Floyd et al. argue that su
h a naming s
heme is

preferable to the use of shared 
ommuni
ation state among the senders and the re
eivers, as is

predominantly done in the uni
ast 
ommuni
ation setting. An ADU-based s
heme ensures unique

and persistent naming of the data, whi
h is desirable in the multi
ast setting. We pro
eed by giving

a simple example that 
ompares the two naming s
hemes.

For the purposes of illustration, 
onsider the multi
ast transmission of a �le named foo. In the


ase of the ADU-based naming s
heme, the �le foo is split up by the appli
ation into segments

that are enumerated by 
onse
utive sequen
e numbers. Thus, ea
h data segment of the �le foo

is identi�ed by the �le name foo and its sequen
e number. Presuming that the �le name foo

is unique and persistent, this naming s
heme identi�es data segments uniquely and persistently.

That is, the identi�ers of the data segments remain the same no matter when and by whi
h host

the data segments are transmitted. Moreover, ADU names are persistent a
ross host failures. In


ontrast, in the 
ase of shared sender/re
eiver 
ommuni
ation state, the data segments of the �le

foo are identi�ed by ephemeral sequen
e numbers that pertain to a parti
ular transmission of the

�le foo from a parti
ular host. Although this s
heme is simple and has been very su

essful in

the uni
ast 
ommuni
ation setting, it is not well suited for the multi
ast setting. This is the 
ase

be
ause data segments may be named di�erently whenever they are retransmitted either by the

sour
e or by any other host. Thus, it is very hard to keep tra
k of whi
h data segments have

a
tually been re
eived by ea
h re
eiver and to distribute the re
overy overhead among the reliable

multi
ast group members.

In their presentation of SRM [13℄, Floyd et al. use a simple ADU-based naming s
heme in whi
h

ea
h host assigns unique sequen
e numbers to ea
h pa
ket it multi
asts. These sequen
e numbers

are assigned in a 
ontinuous fashion as hosts join, leave, and rejoin the reliable multi
ast group; that

is, 
onse
utive pa
kets sent by ea
h host are assigned 
onse
utive sequen
e numbers. Thus, pa
kets

are uniquely and persistently identi�ed by a pair involving their sour
e host and their sequen
e

number. Throughout our treatment of reliable multi
ast, we adopt this naming s
heme.

Reliability Guarantee

In this subse
tion, we des
ribe the reliability guarantees provided by our reliable multi
ast servi
e.

As noted above, we fo
us on the eventual delivery aspe
ts of reliability and do not 
onsider any

ordering and no-dupli
ation guarantees. Thus, reliability entails spe
ifying pre
isely whi
h pa
kets

are guaranteed delivery to whi
h members of the reliable multi
ast group.

We say that a member h of the reliable multi
ast group has delivered the pa
ket p if it has either

sent or re
eived the pa
ket p. We say that a member h of the reliable multi
ast group is aware of

p if it has delivered either p or a pa
ket p

0

that is sent earlier than p from the sour
e of p; that is,
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the sequen
e number of p

0

is smaller than that of p. Moreover, we say that a pa
ket p is a
tive if

at least one host that is operational, is a member of the reliable multi
ast group, and is aware of

p, has delivered it.

We argue that on
e a host joins the reliable multi
ast group, the issue of 
at
hing up on any of

the pa
kets multi
ast earlier is orthogonal to the reliable transmission of future pa
kets through

the reliable multi
ast servi
e. On
e a host joins the reliable multi
ast group, the �rst pa
ket it

re
eives from a parti
ular sour
e di
tates the set of pa
kets whose delivery will be guaranteed to

the given host; that is, earlier pa
kets will not be delivered to the given host and later pa
kets

will be delivered provided they remain a
tive after being sent and the host remains a member of

the reliable multi
ast group. The host may 
at
h up on the earlier pa
kets from the given sour
e

through a separate servi
e. The rationale behind this 
hoi
e is that the re
overy of a large number

of earlier pa
kets may strain the reliable multi
ast servi
e and wastefully expose the re
overy of

these earlier pa
kets to all or a subset of the reliable multi
ast group. Alternatively, the earlier

pa
kets may be requested dire
tly from the sour
e through a uni
ast 
ommuni
ation 
hannel.

Our reliable multi
ast servi
e guarantees that if a pa
ket p remains a
tive forever after its

transmission then any member of the reliable multi
ast group that be
omes aware of p and remains

operational and a member of the reliable multi
ast group thereafter, delivers p. Equivalently, if two

members be
ome aware of a pa
ket p, remain members forever thereafter, and one member delivers

p, then the other member delivers p also. It is important to note that a host is not required to

remain a member of the reliable multi
ast group inde�nitely in order for the pa
kets it multi
asts

to be re
eived by hosts that are aware of them; the eventual re
eption of pa
kets is guaranteed to

all hosts that are aware of them provided that the pa
kets remain a
tive forever after they are sent.

Although possibly not apparent at �rst glan
e, the above notion of reliability 
aptures the reliability

notion adopted by several reliable multi
ast proto
ols in
luding SRM [13℄ and LMS [32{34℄. For

example, 
onsider the simple s
enario in whi
h a parti
ular host joins the reliable multi
ast group,

starts multi
asting pa
kets, and remains a member of the group forever thereafter. Then, a

ording

to the above de�nition, the reliable multi
ast servi
e eventually delivers to all the hosts, that join the

reliable multi
ast group and remain members forever thereafter, all the pa
kets that they be
ome

aware of; that is, ea
h member delivers a parti
ular suÆx of the stream of pa
kets multi
ast from

the given sour
e | the �rst pa
ket of ea
h su
h suÆx is the �rst pa
ket from the given sour
e

delivered by ea
h member.

3.2 Formal Model

We formally spe
ify the reliable multi
ast servi
e and ea
h of the 
lient pro
esses using timed I/O

automata. The automaton RM(�), for � 2 R

�0

[ 1, models the reliable multi
ast servi
e.

RM(�) de�nes what it means to be a member of the reliable multi
ast group and spe
i�es

pre
isely whi
h pa
kets are guaranteed delivery to ea
h member of the reliable multi
ast group.

The parameter � spe
i�es an upper bound on the amount of time required by the reliable multi
ast

servi
e to reliably deliver ea
h pa
ket. The automaton RM-Client

h

models the 
lient at the host

h. We let RM-Clients denote the 
omposition of all 
lient automata and RM

S

(�), for any

� 2 R

�0

[1, denote the 
omposition of the reliable multi
ast servi
e and all 
lient automata;

that is, RM

S

(�) = RM(�)�RM-Clients. Figure 3.1 depi
ts the intera
tion of the RM(�) and

RM-Client

h

, for h 2 H, automata.
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Figure 3.1 Diagram of Reliable Multi
ast Servi
e Ar
hite
ture

r

m

-

j

o

i

n

1

r

m

-

j

o

i

n

-

a




k

1

r

m

-

s

e

n

d

1

(

p

)

r

m

-

r

e




v

1

(

p

)

r

m

-

l

e

a

v

e

1

r

m

-

l

e

a

v

e

-

a




k

1

r

m

-

j

o

i

n

k

r

m

-

j

o

i

n

-

a




k

k

r

m

-

s

e

n

d

k

(

p

)

r

m

-

r

e




v

k

(

p

)

r

m

-

l

e

a

v

e

k

r

m

-

l

e

a

v

e

-

a




k

k

RM-Client

1


rash

1

RM-Client

k


rash

k

RM(�)

Figure 3.2 Reliable Multi
ast Spe
i�
ation De�nitions

H Set of all hosts.

Status = fidle; joining; leaving; member; 
rashedg

P

RM-Client

= Set of pa
kets su
h that 8 p 2 P

RM-Client

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

suÆx (p) = fhs; ii 2 H � N j sour
e(p) = s ^ seqno(p) � ig

3.2.1 Preliminary De�nitions

Figure 3.2 in
ludes several set de�nitions pertaining to our reliable multi
ast servi
e spe
i�
ation.

H is the set of all hosts that 
ould potentially parti
ipate in the reliable multi
ast 
ommuni
ation.

The set Status 
onsists of all possible valuations of the reliable multi
ast membership status of a

host. The value idle indi
ates that the host is idle with respe
t to the reliable multi
ast group;

that is, it is neither a member, nor in the pro
ess of joining or leaving the reliable multi
ast

group. The value joining indi
ates that the host is in the pro
ess of joining the reliable multi
ast

group; that is, the 
lient has issued a request to join the reliable multi
ast group and is awaiting

an a
knowledgment of this join request from the reliable multi
ast servi
e. The value leaving

indi
ates that the 
lient is in the pro
ess of leaving the reliable multi
ast group; that is, the 
lient

has issued a request to leave the reliable multi
ast group and is awaiting an a
knowledgment of

this leave request from the reliable multi
ast servi
e. The value member indi
ates that the 
lient is

a member of the reliable multi
ast group. The value 
rashed indi
ates that the host has 
rashed.

The set P

RM-Client

represents the set of pa
kets that may be transmitted by the 
lient pro
esses

using the reliable multi
ast servi
e. A

ording to the ADU naming s
heme des
ribed above, data

segments are identi�ed by their original sour
e and a sequen
e number. Thus, for any pa
ket

p 2 P

RM-Client

the operations sour
e(p), seqno(p), and data(p) extra
t the sour
e, sequen
e

number, and data segment 
orresponding to the pa
ket p. The operation id(p) extra
ts the sour
e

and sequen
e number pair 
orresponding to the pa
ket p. Su
h pairs 
omprise unique pa
ket

identi�ers. We also de�ne the suÆx (p) to be the subset of P

RM-Client


omprised of all pa
kets

whose sour
e is that of p and whose sequen
e number is greater than or equal to that of p.
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Figure 3.3 The RM-Client

h

Automaton

Parameters:

h 2 H

A
tions:

Input:


rash

h

rm-join-a
k

h

rm-leave-a
k

h

rm-re
v

h

(p), for all p 2 P

RM-Client

Output:

rm-join

h

rm-leave

h

rm-send

h

(p), for all p 2 P

RM-Client

Time Passage:

�(t), for t 2 R

�0

Variables:

now 2 R

�0

, initially now = 0

status 2 Status, initially status = idle

seqno 2 N [ ?, initially seqno =?

Dis
rete Transitions:

input 
rash

h

e� status := 
rashed

input rm-join-a
k

h

e� if status = joining then

status := member

input rm-leave-a
k

h

e� if status = leaving then

status := idle

input rm-re
v

h

(p)

e� None

output rm-join

h

pre status = idle

e� status := joining

output rm-leave

h

pre status = member

e� status := leaving

output rm-send

h

(p)

pre status = member ^ sour
e(p) = h

^(seqno =? _seqno(p) = seqno + 1)

e� seqno := seqno(p)

time-passage �(t)

pre None

e� now := now + t

3.2.2 The RM-Client

h

Automaton

Figure 3.3 presents the signature, the variables, and the dis
rete transitions of RM-Client

h

. The

RM-Client

h

automaton models a well-behaved 
lient; that is, a 
lient that: i) transmits pa
kets

only when it is a member of the reliable multi
ast group, ii) transmits pa
kets in as
ending and


ontiguous sequen
e number order, iii) issues join requests only when it is idle with respe
t to the

reliable multi
ast group, and iv) issues leave requests only when it is a member of the reliable

multi
ast group.

Variables The variable now 2 R

�0

denotes the time that has elapsed sin
e the beginning of an

exe
ution of RM-Client

h

. The variable status 2 Status denotes the membership status of the

host h. It takes on one of the following values: idle, joining, leaving, member, and 
rashed.

These values indi
ate whether the host h either is idle, joining, leaving, a member of the reliable

multi
ast group, or has 
rashed, respe
tively. We say that a host h is operational if it has not


rashed. After a host h 
rashes, none of the input a
tions a�e
t the state of RM-Client

h

and

none of the lo
ally 
ontrolled a
tions, ex
ept the time passage a
tion, are enabled. The variable

seqno 2 N [ ? indi
ates the sequen
e number of the last pa
ket to have been transmitted by

RM-Client

h

| the value ? indi
ates that RM-Client

h

has yet to transmit a pa
ket using the

reliable multi
ast servi
e. The seqno variable is initialized to ?.

Input A
tions The input a
tion 
rash

h

models the 
rashing of the host h. The e�e
ts of 
rash

h

are to re
ord that the host h has 
rashed by setting the status variable to 
rashed.
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The input a
tion rm-join-a
k

h

a
knowledges the 
lient's join request at h. If the 
lient is in the

pro
ess of joining the reliable multi
ast group, i.e., status = joining, then the rm-join-a
k

h

a
tion sets the status variable to member so as to indi
ate that the 
lient at h has be
ome a member

of the reliable multi
ast group.

The input a
tion rm-leave-a
k

h

a
knowledges the 
lient's leave request at h. If the 
lient is in

the pro
ess of leaving the reliable multi
ast group, i.e., status = leaving, then the rm-leave-a
k

h

a
tion sets the status variable to idle so as to indi
ate that the 
lient at h has be
ome idle with

respe
t to the reliable multi
ast group.

The input a
tion rm-re
v

h

(p) models the delivery of the pa
ket p to the 
lient at h. This a
tion

has no e�e
ts.

Output A
tions The output a
tion rm-join

h

is performed by the 
lient to initiate the pro
ess

of joining the reliable multi
ast group. This a
tion is enabled only while the 
lient is idle with

respe
t to the reliable multi
ast group. Its e�e
ts are to set the status variable to joining so as

to indi
ate that the 
lient at h has initiated the pro
ess of joining the reliable multi
ast group.

The output a
tion rm-leave

h

is performed by the 
lient so as to initiate the pro
ess of leaving the

reliable multi
ast group. This a
tion is enabled only while the 
lient is a member of the reliable

multi
ast group. Thus, the 
lient waits for join requests to 
omplete prior to issuing leave requests.

Its e�e
ts are to set the status variable to leaving so as to indi
ate that the 
lient at h has initiated

the pro
ess of leaving the reliable multi
ast group.

The output a
tion rm-send

h

(p) models the 
lient's transmission of the pa
ket p using the reliable

multi
ast servi
e. The rm-send

h

(p) a
tion is enabled when the 
lient is a member of the reliable

multi
ast group and the pa
ket p is either the �rst or the next pa
ket in the sequen
e of pa
kets

to be transmitted by the 
lient at h; that is, status = member, sour
e(p) = h, and either seqno =?

or seqno(p) = seqno + 1. The e�e
ts of the rm-send

h

(p) a
tion are to set seqno to seqno(p) (or,

equivalently, to in
rement seqno), thus re
ording the transmission of the pa
ket p.

Time Passage The a
tion �(t) models the passage of t time units. It is enabled at any point in

time and in
rements the variable now by t time units.

3.2.3 The RM Automaton

The RM automaton spe
i�es the reliable multi
ast servi
e as a whole. Figures 3.4 and 3.5 present

the signature, the variables, and the dis
rete transitions of RM.

Parameters

The RM automaton is parameterized by a time bound, � 2 R

�0

[ f1g, whi
h spe
i�es the

maximum delay in delivering ea
h pa
ket sent to the appropriate members of the reliable multi
ast

group. The value 1 
orresponds to the 
ase in whi
h the reliable multi
ast servi
e guarantees the

eventual delivery of all pa
kets to the appropriate members of the reliable multi
ast group. An

instan
e of the RM automaton is denoted by RM(�).

Variables

The variable now 2 R

�0

denotes the time that has elapsed sin
e the beginning of an exe
ution of

RM. Ea
h variable status(h) 2 Status , for h 2 H, denotes the status of the host h. Ea
h of its
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Figure 3.4 The RM Automaton | Signature

Parameters:

� 2 R

�0

[ f1g

A
tions:

Input:


rash

h

, for h 2 H

rm-join

h

, for h 2 H

rm-leave

h

, for h 2 H

rm-send

h

(p), for h 2 H; p 2 P

RM-Client

Output:

rm-join-a
k

h

, for h 2 H

rm-leave-a
k

h

, for h 2 H

rm-re
v

h

(p), for h 2 H; p 2 P

RM-Client

Time Passage:

�(t), for t 2 R

�0

valuations is des
ribed in the de�nition of the set Status . We say that the host h is operational if

it has not 
rashed. After a host h 
rashes, none of the input a
tions pertaining to h a�e
t the state

of RM and none of the lo
ally 
ontrolled a
tions pertaining to h are enabled.

Ea
h variable trans-time(p) 2 R

�0

[ ?, for p 2 P

RM-Client

, denotes the transmission time of

the pa
ket p; that is, the time the pa
ket p was sent by its sour
e. Prior to the transmission of p,

trans-time(p) is equal to?. Ea
h variable expe
ted (h; h

0

) � H�N , for h; h

0

2 H, is the set 
omprised

of the identi�ers of the pa
kets from h

0

that the host h is aware of sin
e it last joined the reliable

multi
ast group and, 
onsequently, expe
ts to deliver. Ea
h variable delivered (h; h

0

) � H � N , for

h; h

0

2 H, is the set 
omprised of the identi�ers of the pa
kets from h

0

that the host h has delivered.

Derived Variables

The derived variable idle � H is a set of hosts that is 
omprised of all the hosts that are idle with

respe
t to the reliable multi
ast group. The derived variable joining � H is a set of hosts that

are in the pro
ess of joining the reliable multi
ast group. The derived variable leaving � H is a

set of hosts that are in the pro
ess of leaving the reliable multi
ast group. The derived variable

members � H is a set of hosts that are members of the reliable multi
ast group.

The derived variable intended (p), for ea
h p 2 P

RM-Client

, is the set of hosts that are expe
ting

the delivery of the pa
ket p. We hen
eforth refer to the set intended(p) as the intended delivery

set of p. The derived variable 
ompleted (p), for ea
h p 2 P

RM-Client

, is the set of hosts that have

delivered the pa
ket p. Re
all that we say that a host has delivered a pa
ket p if it has either

sent or re
eived p. We hen
eforth refer to the set 
ompleted (p) as the 
ompleted delivery set of p.

The derived variable sent-pkts is the set of pa
kets that have been sent sin
e the beginning of the

given exe
ution of the RM(�) automaton. The derived variable a
tive-pkts is the set 
omprised of

the sent pa
kets that have been delivered by at least one of the hosts in their respe
tive intended

delivery sets.

Input A
tions

Ea
h input a
tion 
rash

h

, for h 2 H, models the 
rashing of the host h. The e�e
ts of 
rash

h

are to re
ord that the host h has 
rashed by setting the variable status(h) to the value 
rashed.

Furthermore, the 
rash

h

a
tion resets the set of pa
kets that the host h is expe
ting from ea
h

sour
e and the set of pa
kets it has delivered from ea
h sour
e. Thus, the RM automaton is released

of the obligation to deliver any of the a
tive pa
kets to the host h.

The input a
tion rm-join

h

models the 
lient's request at the host h to join the reliable multi
ast

group. The rm-join

h

a
tion is e�e
tive only while the host h is idle with respe
t to the reliable

multi
ast group. When e�e
tive, the rm-join

h

a
tion sets the status(h) variable to joining so

as to re
ord that the host h has initiated the pro
ess of joining the reliable multi
ast group. If
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Figure 3.5 The RM(�) Automaton | Variables and Dis
rete Transitions

Variables:

now 2 R

�0

, initially now = 0

status(h) 2 Status, for all h 2 H, initially status(h) = idle, for all h 2 H

trans-time(p) 2 R

�0

[ ?, for all p 2 P

RM-Client

, initially trans-time(p) =?, for all p 2 P

RM-Client

expe
ted(h; h

0

) � H � N, for all h; h

0

2 H, initially expe
ted(h; h

0

) = ;, for all h; h

0

2 H

delivered(h; h

0

) � H � N, for all h; h

0

2 H, initially delivered(h; h

0

) = ;, for all h; h

0

2 H

Derived Variables:

idle = fh 2 H j status(h) = idleg

joining = fh 2 H j status(h) = joiningg

leaving = fh 2 H j status(h) = leavingg

members = fh 2 H j status(h) = memberg

intended(p) = fh 2 H j id(p) 2 expe
ted(h; sour
e(p))g, for all p 2 P

RM-Client


ompleted (p) = fh 2 H j id(p) 2 delivered(h; sour
e(p))g, for all p 2 P

RM-Client

sent-pkts = fp 2 P

RM-Client

j trans-time(p) 6=?g

a
tive-pkts = fp 2 P

RM-Client

j p 2 sent-pkts ^ intended(p) \ 
ompleted(p) 6= ;g

Dis
rete Transitions:

input 
rash

h

e� status(h) := 
rashed

forea
h h

0

2 H do:

expe
ted(h; h

0

) := ;

delivered(h; h

0

) := ;

input rm-join

h

e� if h 2 idle then

status(h) := joining

input rm-leave

h

e� if h 2 joining [members then

status(h) := leaving

forea
h h

0

2 H do:

expe
ted(h; h

0

) := ;

delivered(h; h

0

) := ;

input rm-send

h

(p)

e� if h 2 members \ fsour
e(p)g then

if expe
ted(h; h) = ; then

expe
ted(h; h) := suÆx (p)

if id(p) 2 expe
ted(h; h) then

trans-time(p) := now

delivered(h; h)[= fid(p)g

output rm-join-a
k

h

pre h 2 joining

e� status(h) := member

output rm-leave-a
k

h

pre h 2 leaving

e� status(h) := idle

output rm-re
v

h

(p)

pre h 2 membersnfsour
e(p)g

^p 2 sent-pkts

^(expe
ted(h; sour
e(p)) = ;

) now � trans-time(p) + �)

^(expe
ted(h; sour
e(p)) 6= ;

) id(p) 2 expe
ted(h; sour
e(p)))

e� if expe
ted(h; sour
e(p)) = ; then

expe
ted(h; sour
e(p)) := suÆx (p)

delivered(h; sour
e(p))[= fid(p)g

time-passage �(t)

pre 8 p 2 a
tive-pkts;

now + t � trans-time(p) +�

_intended(p) � 
ompleted(p)

e� now := now + t

the 
lient is either a member of or in the pro
ess of joining the reliable multi
ast group, then the

rm-join

h

a
tion is super
uous. If the 
lient is already in the pro
ess of leaving the group, then the

rm-join

h

a
tion is dis
arded so as to allow the pro
ess of leaving the reliable multi
ast group to


omplete.

The input a
tion rm-leave

h

models the 
lient's request at the host h to leave the reliable multi
ast

group. The rm-leave

h

a
tion is e�e
tive only while the host h is a member of or in the pro
ess

of joining the reliable multi
ast group. When e�e
tive, the rm-leave

h

a
tion sets the status(h)

variable to leaving so as to re
ord that the host h has initiated the pro
ess of leaving the reliable

multi
ast group. Moreover, the rm-leave

h

a
tion initializes the set of pa
kets that the host h is

expe
ting from ea
h sour
e and the set of pa
kets it has delivered from ea
h sour
e. Thus, the RM

automaton is released of the obligation to deliver any of the a
tive pa
kets to the host h. Leave

requests overrule join requests; that is, when a rm-leave

h

a
tion is performed while the host h is in

the pro
ess of joining the reliable multi
ast group, its e�e
ts are to abort the pro
ess of joining and

to initiate the pro
ess of leaving the reliable multi
ast group. If the 
lient is either idle or already

in the pro
ess of leaving the reliable multi
ast group, then the rm-leave

h

a
tion is super
uous.

The 
lient at h sends the pa
ket p using the reliable multi
ast servi
e through the input a
tion
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rm-send

h

(p). The rm-send

h

(p) a
tion is e�e
tive only when the host h is both a member of the

reliable multi
ast group and the sour
e of the pa
ket p. If p is the �rst pa
ket sent by the host h,

then the rm-send

h

(p) a
tion initializes the set of pa
kets expe
ted by h from h to the set suÆx (p);

that is, all pa
kets whose sour
e is h and whose sequen
e number is greater or equal to that of p.

Then, if p is in the expe
ted set of pa
kets of h from h, the rm-send

h

(p) re
ords the transmission

time of p by setting the variable trans-time(p) to now and adds the pa
ket p to the set of pa
kets

from the host h that the host h has delivered.

Output A
tions

The output a
tion rm-join-a
k

h

a
knowledges the join request of the 
lient at h. The a
tion

rm-join-a
k

h

is enabled when the host h is in the pro
ess of joining the reliable multi
ast group.

Its e�e
ts are to set the status(h) variable to member so as to indi
ate that the 
lient at h has

be
ome a member of the reliable multi
ast group.

The output a
tion rm-leave-a
k

h

a
knowledges the leave request of the 
lient at h. The a
tion

rm-leave-a
k

h

is enabled when the host h is in the pro
ess of leaving the reliable multi
ast group.

Its e�e
ts are to set the status(h) variable to idle so as to indi
ate that the 
lient at h has be
ome

idle with respe
t to the reliable multi
ast group.

The output a
tion rm-re
v

h

(p) models the delivery of the pa
ket p to the 
lient at h. The

rm-re
v

h

(p) a
tion is enabled when the host h is a member of the reliable multi
ast group, the

host h is not the sour
e of p, and p is an a
tive pa
ket. Moreover, if the expe
ted deliver set of h

with respe
t to the sour
e of p is unde�ned, then the delivery deadline trans-time(p)+� of p must

not have expired; that is, the �rst pa
ket from any sour
e to be delivered to any 
lient must be

delivered prior to its delivery deadline. If the expe
ted deliver set of h with respe
t to the sour
e

of p has already been de�ned, then p must be expe
ted by h. The e�e
ts of the rm-re
v

h

(p) a
tion

are: i) to de�ne the expe
ted delivery set of h with respe
t to the sour
e of p to the set suÆx (p),

unless already de�ned, and ii) to add the host h to the 
ompleted delivery set of p.

Time Passage

The a
tion �(t) models the passage of t time units. Time is prevented from elapsing past the

delivery deadline of any a
tive pa
ket that has yet to be delivered to all the hosts in its intended

delivery set. Thus, prior to allowing time to elapse past the delivery deadline of an a
tive pa
ket,

all the hosts in its intended delivery set must either send or re
eive the pa
ket, leave the reliable

multi
ast group, or 
rash.

3.3 Properties of the Reliable Multi
ast Servi
e

In this se
tion, we present various properties of the RM(�), for � 2 R

�0

[1, the RM-Client

h

,

for h 2 H, and the RM

S

(�) = RM(�)� rmClients automata. We begin the se
tion by de�ning

various notions and spe
ifying some preliminary properties of the aforementioned automata. We


on
lude the se
tion by de�ning the reliability properties exhibited by the RM

S

(�) automaton;

that is, the reliable multi
ast servi
e intera
ting with well-behaved 
lients.

3.3.1 Preliminary Properties and De�nitions

The automaton RM-Client

h

, for any h 2 H, satis�es transmission 
orre
tness, transmission

uniqueness, and in order transmission. Transmission 
orre
tness is the property that 
lients only
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transmit pa
kets for whi
h they are a
tually the sour
e. Transmission uniqueness is the property

that no two pa
kets transmitted by a 
lient share the same identi�er. Finally, in order transmission

is the property that ea
h 
lient transmits pa
kets through the reliable multi
ast group in as
ending

sequen
e number order.

Lemma 3.1 (Transmission Corre
tness) Let � be any timed tra
e of RM-Client

h

, for any

h 2 H. If � 
ontains the a
tion rm-send

h

(p), for some p 2 P

RM-Client

, then the host h is the

sour
e of p; that is, h = sour
e(p).

Proof: Follows dire
tly from the pre
ondition of the a
tion rm-send

h

(p). ❒

Lemma 3.2 (Transmission Uniqueness) Let � be any timed tra
e of RM-Client

h

, for any

h 2 H. For any pa
ket identi�er hs; ii 2 H � N , at most one pa
ket p 2 P

RM-Client

is transmitted

within �; that is, � 
ontains at most one a
tion rm-send

h

(p), for p 2 P

RM-Client

, su
h that

id(p) = hs; ii.

Proof: Let � be any timed exe
ution of RM-Client

h

su
h that � = ttra
e(�). Within � ea
h

a
tion rm-send

h

(p

0

), for p

0

2 P

RM-Client

su
h that sour
e(p

0

) = h, transmits the pa
ket p

0

whose

sequen
e number is equal to seqno and in
rements the variable seqno. Sin
e no other a
tions a�e
t

the variable seqno it follows that seqno monotoni
ally in
reases ea
h time a pa
ket is transmitted.

Thus, � does not 
ontain the transmission of more than one pa
kets sharing the same sequen
e

number. ❒

Lemma 3.3 (In Order Transmission) Let � be any timed tra
e of RM-Client

h

, for h 2 H,

that 
ontains the a
tions rm-send

h

(p) and rm-send

h

(p

0

), for p; p

0

2 P

RM-Client

, su
h that h =

sour
e(p) = sour
e(p

0

) and seqno(p) < seqno(p

0

). Then, the a
tion rm-send

h

(p) pre
edes the

a
tion rm-send

h

(p

0

) in �.

Proof: The e�e
ts of any rm-send

h

(p

00

), for p

00

2 P

RM-Client

, are to in
rement the variable

RM-Client

h

:seqno. Moreover, no other a
tion a�e
ts the variable RM-Client

h

:seqno. Thus is,

the variableRM-Client

h

:seqno is monotoni
ally non-de
reasing in any exe
ution of RM-Client

h

.

The a
tions rm-send

h

(p) and rm-send

h

(p

0

) are enabled only when seqno(p) = RM-Client

h

:seqno

and seqno(p

0

) = RM-Client

h

:seqno, respe
tively. It follows that rm-send

h

(p) pre
edes the a
tion

rm-send

h

(p

0

) in any timed exe
ution of RM-Client

h

su
h that � = ttra
e(�). ❒

The automaton RM

S

(�), for any � 2 R

�0

[ 1 satis�es transmission integrity. Transmission

integrity it the property that, within a timed tra
e of RM

S

(�), the re
eption of a pa
ket must be

pre
eded by the parti
ular pa
ket's transmission.

Lemma 3.4 (Transmission Integrity) Let � be any timed tra
e of RM

S

(�), for any � 2

R

�0

[ 1. For h; h

0

2 H and p 2 P

RM-Client

, su
h that h 6= h

0

and h = sour
e(p), it is the


ase that any rm-re
v

h

0

(p) a
tion is pre
eded in � by a rm-send

h

(p) a
tion.

Proof: Let � be any timed exe
ution of RM

S

(�) su
h that � = ttra
e(�). It suÆ
es to show

that any rm-re
v

h

0

(p) a
tion is pre
eded by a rm-send

h

(p) a
tion within �. This follows dire
tly

from the pre
ondition of the a
tion rm-re
v

h

0

(p). In parti
ular, the pre
ondition of the a
tion

rm-re
v

h

0

(p) requires that there is a tuple in pkts 
orresponding to the pa
ket p. However, su
h a
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tuple may be added to pkts only by the o

urren
e of the a
tion rm-send

h

(p). Thus, the o

urren
e

of any a
tion rm-re
v

h

0

(p) within � is pre
eded by the o

urren
e of the a
tion rm-send

h

(p). ❒

We pro
eed by de�ning the set of members of the reliable multi
ast group following a �nite timed

tra
e of RM

S

(�).

De�nition 3.1 (Membership) Let � be any timed tra
e of RM

S

(�), for any � 2 R

�0

[ 1.

We de�ne the members of �, denoted members(�), to be the set of all hosts h 2 H su
h that �


ontains a rm-join-a
k

h

a
tion that is not su

eeded by either an rm-leave

h

or a 
rash

h

a
tion.

If a host h 2 H is in the set members(�), then we say that h is a reliable multi
ast group member

of �.

The following lemma relates the set members(�) of De�nition 3.1 to the derived variable members

of the automaton RM.

Lemma 3.5 Let � 2 R

�0

[1 and � be any �nite timed exe
ution of RM

S

(�). Letting s be the

last state in � and � be the timed tra
e of �, it is the 
ase that s:members = members(�).

Proof: Follows dire
tly from the de�nitions of s:members and members(�). ❒

Lemma 3.6 Let � 2 R

�0

[ 1, h 2 H, and � be any timed exe
ution of RM

S

(�) su
h that

h 2 members(ttra
e(�)). Letting s be any state following the last o

urren
e of the rm-join-a
k

h

a
tion in �, it is the 
ase that h 2 s:members.

Proof: Let �

0

; �

00

be the exe
ution fragments of RM

S

(�) su
h that �

0

�

00

= � and the last a
tion

in �

0

is the last o

urren
e of the rm-join-a
k

h

a
tion in �. Letting s

0

= �

0

:lstate , the e�e
ts of the

rm-join-a
k

h

a
tion imply that s

0

:status(h) = member. By the de�nition of members(ttra
e(�)),

it follows that �

00


ontains neither a rm-leave

h

or a 
rash

h

a
tion.

The rest of the proof involves showing that for any pre�x �

n

of �

00

of length n 2 N , su
h that

s

n

= �

n

:lstate , it is the 
ase that h 2 s

n

:members . This follows by a simple indu
tion on the length

n of �

n

. For the base 
ase, 
onsider �

0

. Sin
e �

0

= s

0

and s

0

:status(h) = member, it follows that

s

0

:status(h) = member, as required. For the indu
tive step, 
onsider �

k+1

. Let s

k+1

= �

k+1

:lstate ,

let �

k

be the pre�x of �

k+1

involving its �rst k steps, and s

k

= �

k

:lstate . The indu
tion hypothesis

is the assertion that s

k

:status(h) = member. Sin
e �

00


ontains neither a rm-leave

h

or a 
rash

h

a
tion, the k + 1-st step of �

k+1

is neither an rm-leave

h

or a 
rash

h

a
tion. Moreover, sin
e

s

k

:status(h) = member, the k + 1-st step of �

k+1

is neither an rm-join

h

, rm-join-a
k

h

, nor

rm-leave-a
k

h

a
tion. The remaining a
tions do not a�e
t the status(h) variable. Thus, it follows

that s

k+1

:status(h) = member, as required. ❒

We pro
eed by de�ning the intended and 
ompleted delivery sets of a pa
ket within a timed tra
e

of RM

S

(�).

De�nition 3.2 (Intended Delivery Set) Let � be any timed tra
e of RM

S

(�), for any � 2

R

�0

[1, 
ontaining the transmission of a pa
ket p 2 P

RM-Client

. We de�ne the intended delivery

set of p within �, denoted intended (p; �), to be the members of � that have delivered either the

pa
ket p or an earlier pa
ket from the sour
e of p sin
e they last joined the reliable multi
ast group;

that is, h 2 intended (p; �) if and only if h 2 members(�) and the last rm-join-a
k

h

a
tion in �

is su

eeded by either a rm-send

h

(p

0

) or a rm-re
v

h

(p

0

) a
tion, where sour
e(p

0

) = sour
e(p) and

seqno(p

0

) � seqno(p).
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Lemma 3.7 Let � be any �nite timed tra
e of RM

S

(�), for any � 2 R

�0

[ 1, 
ontaining the

transmission of a pa
ket p 2 P

RM-Client

. Then, it is the 
ase that intended (p; �) � members(�).

Proof: Follows dire
tly from De�nition 3.2. ❒

The following lemma relates the intended delivery set of a pa
ket p within a timed tra
e � de�ned

in De�nition 3.2 to the derived variable intended(p) of the RM automaton.

Lemma 3.8 Let � 2 R

�0

[1, p 2 P

RM-Client

, and � be any �nite timed exe
ution of RM

S

(�)

that 
ontains the transmission of p. Letting s = �:lstate and � = ttra
e(�), it is the 
ase that

s:intended(p) = intended (p; �).

Proof: Follows dire
tly from the de�nition of the derived variable intended(p) and De�nition 3.2.

❒

De�nition 3.3 (Completed Delivery Set) Let � be any timed tra
e of RM

S

(�), for any

� 2 R

�0

[1, 
ontaining the transmission of a pa
ket p 2 P

RM-Client

. We de�ne the 
ompleted

delivery set of p within �, denoted 
ompleted (p; �), to be the members of � that have delivered

the pa
ket p sin
e they last joined the reliable multi
ast group; that is, h 2 
ompleted (p; �) if and

only if h 2 members(�) and the last rm-join-a
k

h

a
tion in � is su

eeded by either a rm-send

h

(p)

or a rm-re
v

h

(p) a
tion.

The following lemma relates the 
ompleted delivery set of a pa
ket p within a timed tra
e � de�ned

in De�nition 3.3 to the derived variable 
ompleted (p) of the RM automaton.

Lemma 3.9 Let � 2 R

�0

[ 1, p 2 P

RM-Client

, and � be any �nite timed exe
ution of

RM(�)� rmClients that 
ontains the transmission of p. Letting s = �:lstate and � = ttra
e(�),

it is the 
ase that s:
ompleted (p) = 
ompleted (p; �).

Proof: Follows dire
tly from the de�nition of the derived variable 
ompleted (p) and De�nition 3.3.

❒

We 
ontinue by de�ning the set of a
tive pa
kets within a timed tra
e of RM

S

(�), for any

� 2 R

�0

[ 1. This set is 
omprised of the pa
kets whose intended and 
ompleted delivery sets

within the given timed tra
e overlap; that is, the pa
kets for whi
h there is at least one host that

was and has remained a member of the reliable multi
ast group following the pa
ket's transmission

and, moreover, has either sent or re
eived the pa
ket.

De�nition 3.4 (A
tive Pa
kets) Let � be any timed tra
e of RM(�) � rmClients, for any

� 2 R

�0

[ 1. We de�ne the set of a
tive pa
kets within �, denoted a
tive-pkts(�), to be

the set of all pa
kets p 2 P

RM-Client

su
h that intended (p; �) \ 
ompleted (p; �) 6= ;. If a pa
ket

p 2 P

RM-Client

is in the set a
tive-pkts(�), then we say that p is a
tive within �.

The following lemma relates the set of a
tive pa
kets de�ned in De�nition 3.4 to the derived variable

a
tive-pkts of the RM automaton.

Lemma 3.10 Let � 2 R

�0

[ 1, p 2 P

RM-Client

, and � be any �nite timed exe
ution of

RM(�)� rmClients that 
ontains the transmission of p. Letting s = �:lstate and � = ttra
e(�),

it is the 
ase that s:a
tive-pkts = a
tive-pkts(�).
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Proof: Follows dire
tly from Lemmas 3.8 and 3.9, De�nition 3.4, and the de�nition of the derived

variable a
tive-pkts of the RM automaton. ❒

Lemma 3.11 Let �; �

0

be timed tra
es of RM(�)�rmClients, for any � 2 R

�0

[1, 
ontaining

the transmission of a pa
ket p 2 P

RM-Client

su
h that �

0

� �. Then, it is the 
ase that if

p 2 a
tive-pkts(�) then p 2 a
tive-pkts(�

0

).

Proof: We prove the above 
laim by 
ontradi
tion. Suppose that it is the 
ase that p 62

a
tive-pkts(�

0

) and p 2 a
tive-pkts(�). Thus, there must be some a
tion � following �

0

su
h

that p 62 a
tive-pkts(�

�

) and p 2 a
tive-pkts(�

�

� �), where �

�

; �

0

�

are the tra
e fragments of � su
h

that �

�

� � � �

0

�

= �.

Let � be any timed exe
ution of RM(�) � rmClients su
h that � = ttra
e(�) and s

�

and s

0

�

be the pre- and post-states of � within �. We pro
eed by 
onsidering the possibility of � being

any of the a
tions of the RM

S

(�) automaton that a�e
t the valuation of the derived variable

a
tive-pkts . Sin
e p 62 a
tive-pkts(�

�

), Lemma 3.10 implies that p 62 s

�

:a
tive-pkts . Thus, none of

the rm-re
v

h

(p), for h 2 H, are enabled. Lemma 3.1 implies that none of the a
tions rm-send

h

(p),

for h 2 H, ex
ept for h = sour
e(p) are enabled. Moreover, sin
e p has already been sent within

�

�

, Lemma 3.2 implies that rm-send

h

(p), for h = sour
e(p), is not enabled in s

�

. The only other

a
tions that a�e
t the variable a
tive-pkts are the 
rash

h

and rm-leave

h

a
tions, for h 2 H. The

e�e
ts of these a
tions are to remove the host h from both the intended(p) and 
ompleted (p) sets.

Clearly, if intended (p) \ 
ompleted (p) = ; in the state s

�

, then the same holds for s

0

�

. Thus, it

follows that p 62 s

0

�

:a
tive-pkts . Lemma 3.10 implies that p 62 a
tive-pkts(�

�

� �), whi
h 
ontradi
ts

our original supposition. ❒

Lemma 3.12 Let � 2 R

�0

[ 1, h 2 H, p 2 P

RM-Client

, and � be any timed exe
ution of

RM

S

(�) that ends with the dis
rete transition (s; �; s

0

), for � = rm-send

h

(p). Then, it is the 
ase

that p 2 s

0

:sent-pkts.

Proof: From the pre
ondition of rm-send

h

(p), it follows that s:status = member and sour
e(p) = h.

Thus, the e�e
ts of the rm-send

h

(p) are to set the variable trans-time(p) to the value of now . By the

de�nition of the derived variable sent-pkts of RM(�), it follows that p 2 s

0

:sent-pkts , as required.

❒

Lemma 3.13 Let � 2 R

�0

[ 1, p 2 P

RM-Client

, s 2 states(RM(�)) be any rea
hable state of

RM(�) su
h that p 2 s:sent-pkts, and � be any timed exe
ution fragment of RM(�) su
h that

s = �:fstate. For any s

0

2 states(RM(�)) in �, it is the 
ase that p 2 s

0

:sent-pkts.

Proof: Follows from a simple indu
tion on the length of the pre�x of � leading to s

0

and the fa
t

that none of the a
tions of RM(�) reset the variable trans-time(p) to ?. ❒

Lemma 3.14 Let h 2 H, p 2 P

RM-Client

, s 2 states(RM(�)), for � 2 R

�0

[ 1, and � be any

timed exe
ution fragment of RM(�), su
h that s = �:fstate, h 2 s:intended (p) (or, equivalently,

id(p) 2 s:expe
ted (h; sour
e(p))), and � 
ontains neither 
rash

h

nor rm-leave

h

a
tions. Then,

for any state s

0

2 states(RM(�)) in �, it is the 
ase that h 2 s

0

:intended (p) (or, equivalently,

id(p) 2 s

0

:expe
ted (h; sour
e(p))).
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Proof: Follows from a simple indu
tion on the length of the pre�x of � leading to s

0

and the

fa
ts that: i) the variable expe
ted (h; sour
e(p)) may only be set to a non-empty set if it is empty,

and ii) the variable expe
ted (h; sour
e(p)) is reset to the empty set only by the a
tions 
rash

h

and

rm-leave

h

. ❒

Invariant 3.1 For h 2 H and any rea
hable state s of RM(�)� rmClients, for � 2 R

�0

[1,

it is the 
ase that s[RM-Client

h

℄:status = s[RM(�)℄:status(h).

Proof: Follows by a simple indu
tion on the length of any timed exe
ution of RM

S

(�) leading

to s. ❒

Invariant 3.2 Let h; h

0

2 H and s be any rea
hable state of RM

S

(�), for � 2 R

�0

[ 1.

If s[RM(�)℄:status(h) 6= member, then it is the 
ase that s[RM(�)℄:expe
ted (h; h

0

) = ; and

s[RM(�)℄:delivered (h; h

0

) = ;.

Proof: Follows from a simple indu
tion on the length of any exe
ution of RM

S

(�) leading

to s and the fa
ts that: i) the a
tions that set the variable RM(�):expe
ted (h; h

0

) are only

enabled when RM(�):status(h) = member, ii) the a
tions that add elements to the variable

RM(�):delivered (h; h

0

) are only enabled when RM(�):status(h) = member, and iii) the a
tions

that reset the variables RM(�):expe
ted (h; h

0

) and RM(�):delivered (h; h

0

) also set the variable

RM(�):status(h) to a value other than member. ❒

Letting � 2 R

�0

[ 1, the following invariant states that, for any a
tive pa
ket in any rea
hable

state of RM(�)�rmClients, either � time units have yet to elapse past the pa
ket's transmission

time, or the pa
ket has been delivered to all members that are aware of it. Thus, � bounds the

delivery laten
y of any a
tive pa
ket.

Invariant 3.3 Let s be any rea
hable state of the timed automaton RM

S

(�), for any � 2 R

�0

[1.

Then, for any a
tive pa
ket p 2 P

RM-Client

in s, i.e., p 2 s:a
tive-pkts, it is the 
ase that either

s:now � s:trans-time(p) +� or s:intended (p) � s:
ompleted (p).

Proof: The proof is by indu
tion of the number of steps n 2 N of a timed exe
ution � of RM

S

(�)

leading to the state s. For the base 
ase, 
onsider a timed exe
ution with no steps; that is, n = 0

and � = s for some s 2 start(RM

S

(�)). Sin
e s:a
tive-pkts = ;, the invariant assertion is trivially

satis�ed.

For the indu
tive step, 
onsider a timed exe
ution � with k + 1 steps. Let �

0

be the pre�x of

� 
ontaining the �rst k steps of � and s

0

be the last state of �

0

. The indu
tion hypothesis is

that for any a
tive pa
ket p

0

2 P

RM-Client

in s

0

, i.e., p

0

2 s

0

:a
tive-pkts , it is the 
ase that either

s

0

:now � s

0

:trans-time(p

0

) + � or s

0

:intended (p

0

) � s

0

:
ompleted (p

0

). For the indu
tive step, we

show that for any a
tive pa
ket p 2 P

RM-Client

in s, i.e., p 2 s:a
tive-pkts , it is the 
ase that either

s:now � s:trans-time(p) +� or s:intended(p) � s:
ompleted (p).

Suppose that p 2 s:a
tive-pkts and 
onsider two 
ases depending on whether p 2 s

0

:a
tive-pkts .

First, 
onsider the 
ase in whi
h p 62 s

0

:a
tive-pkts . Lemma 3.11 implies that the step from s

0

to s

involves the a
tion rm-send

h

(p), for h = sour
e(p). Its e�e
ts are to set the variable trans-time(p)

to now . It follows that s:now � s:trans-time(p) +�. Thus, the invariant assertion is satis�ed in s.

Se
ond, 
onsider the 
ase in whi
h p 2 s

0

:a
tive-pkts . Then, the indu
tion hypothesis implies that

either s

0

:now � s

0

:trans-time(p)+� or s

0

:intended (p) � s

0

:
ompleted (p). We pro
eed by 
onsidering

the e�e
ts of ea
h of the a
tions that a�e
t any of the variables present in the invariant assertion:
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❒ 
rash

h

, for h 2 H: the e�e
ts of this a
tion are to remove the host h from the intended

and 
ompleted delivery sets of p. Thus, the indu
tion hypothesis implies that either s:now �

s:trans-time(p) + � or s:intended(p) � s:
ompleted (p).

❒ rm-leave

h

, for h 2 H: the reasoning for this a
tion is similar to that of the 
rash

h

a
tion.

❒ rm-send

h

(p), for h = sour
e(p): sin
e p 2 s

0

:a
tive-pkts it follows that p has been sent prior to

state s

0

within �. Thus, Lemma 3.2 implies that the rm-send

h

(p) a
tion is not enabled in s

0

.

❒ rm-re
v

h

(p), for h 2 H: we 
onsider two 
ases depending on whether s

0

:expe
ted (h; sour
e(p))

is empty. First, if s

0

:expe
ted (h; sour
e(p)) = ;, the pre
ondition of rm-re
v

h

(p) implies that

s

0

:now � s

0

:trans-time(p) + �. Sin
e the rm-re
v

h

(p) a
tion a�e
ts neither the now nor the

trans-time(p) variables, it follows that s:now � s:trans-time(p)+�. Thus, the invariant assertion

is satis�ed in s. Se
ond, if s

0

:expe
ted (h; sour
e(p)) 6= ;, the pre
ondition of rm-re
v

h

(p) implies

that id(p) 2 s

0

:expe
ted (h; sour
e(p)). The e�e
ts of rm-re
v

h

(p) are to add the element

id(p) to the set delivered (h; sour
e(p)). Thus, the indu
tion hypothesis implies that either

s:now � s:trans-time(p) + � or s:intended (p) � s:
ompleted (p).

❒ �(t), for t 2 R

�0

: the e�e
ts of the time-passage a
tion are to allow t time units to elapse.

However, the pre
ondition of the a
tion �(t) implies that the invariant assertion is satis�ed in s.

❒

3.3.2 Reliability Properties

The RM

S

(�) automaton, for any � 2 R

�0

[1, satis�es the eventual delivery and, equivalently,

pairwise eventual delivery, properties. Eventual delivery is the property that if a host h is a

member of the reliable multi
ast group, be
omes aware of a pa
ket p, remains a member of the

group thereafter, and p remains a
tive thereafter, then h delivers p sin
e last joining the reliable

multi
ast group. Its pairwise 
ounterpart is the property that if two hosts are members of the

reliable multi
ast group, be
ome aware of the pa
ket p, remain members of the group thereafter,

and one of them delivers p sin
e last joining the reliable multi
ast group, then so does the other.

The eventual and pairwise eventual delivery properties are equivalent.

Theorem 3.15 (Eventual Delivery) Let � be any fair admissible timed tra
e of RM

S

(�), for

any � 2 R

�0

[1, 
ontaining the transmission of a pa
ket p 2 P

RM-Client

. If p 2 a
tive-pkts(�),

then p is delivered by ea
h host in the intended delivery set of p within � sin
e ea
h su
h host last

joined the reliable multi
ast group; that is, intended(p; �) � 
ompleted (p; �).

Proof: Let � be any fair admissible timed exe
ution of RM

S

(�), su
h that � = ttra
e(�). Suppose

that p 2 a
tive-pkts(�) and let h 2 intended (p; �). It suÆ
es to show that h 2 
ompleted (p; �).

First, we 
onsider the 
ase where h is the sour
e of p. Sin
e h 2 intended (p; �), De�nition 3.2

implies that the last rm-join-a
k

h

a
tion in � is su

eeded by a rm-send

h

(p

0

) a
tion, where

sour
e(p

0

) = sour
e(p) and seqno(p

0

) � seqno(p). If seqno(p

0

) = seqno(p) and, 
onsequently, p

0

= p,

then it is the 
ase that the last rm-join-a
k

h

a
tion in � is su

eeded by a rm-send

h

(p) a
tion.

By De�nition 3.3, it follows that h 2 
ompleted (p; �), as needed. If seqno(p

0

) < seqno(p), then

Lemma 3.3 implies that the transmission of p in � su

eeds the transmission of p

0

in �. Sin
e the

rm-send

h

(p

0

) a
tion su

eeds the last rm-join-a
k

h

a
tion in �, so does the rm-send

h

(p) a
tion.

By De�nition 3.3, it follows that h 2 
ompleted (p; �), as needed.

Se
ond, 
onsider the 
ase where h is not the sour
e of p. Sin
e h 2 intended(p; �), De�nition 3.2

implies that the last rm-join-a
k

h

a
tion in � is su

eeded by a rm-re
v

h

(p

0

) a
tion, where

sour
e(p

0

) = sour
e(p) and seqno(p

0

) � seqno(p). If seqno(p

0

) = seqno(p) and, 
onsequently,
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p

0

= p, then it is the 
ase that the last rm-join-a
k

h

a
tion in � is su

eeded by a rm-re
v

h

(p)

a
tion. By De�nition 3.3, it follows that h 2 
ompleted (p; �), as needed.

Now, 
onsider the 
ase where seqno(p

0

) < seqno(p). Let (s

0

�

; �; s

0

+

) be the dis
rete transition

in � 
orresponding to the parti
ular o

urren
e of the rm-re
v

h

(p

0

) a
tion in � and �

0

be the

suÆx of � that starts in the post-state s

0

+

of (s

0

�

; �; s

0

+

). Moreover, let s

�

0

be any state in �

0

.

Sin
e h 2 intended (p; �), Lemma 3.7 implies that h 2 members(�). Sin
e �

0

su

eeds the last

rm-join-a
k

h

a
tion in �, Lemma 3.6 implies that h 2 s

�

0

:members . Sin
e h 6= sour
e(p), it

follows that h 2 s

�

0

:membersnfsour
e(p)g. The pre
ondition and the e�e
ts of the rm-re
v

h

(p

0

)

a
tion imply that id(p) 2 s

0

+

:expe
ted (h; sour
e(p)). Moreover, Lemma 3.14 implies that id(p) 2

s

�

0

:expe
ted (h; sour
e(p)).

Moreover, let (s

00

�

; �; s

00

+

) be the dis
rete transition in � 
orresponding to the o

urren
e of the

rm-send

h

0

(p) a
tion in �, for h

0

= sour
e(p), and �

00

be the suÆx of � that starts in the post-state

s

00

+

of (s

00

�

; �; s

00

+

). Moreover, let s

�

00

be any state in �

00

. Lemma 3.12 implies that p 2 s

00

+

:sent-pkts

and Lemma 3.13 implies that p 2 s

�

00

:sent-pkts .

Now, let �

�

be any timed exe
ution fragment that is a 
ommon suÆx of �

0

and �

00

and let

s

�

be any state in �

�

. Sin
e h 2 s

�

0

:membersnfsour
e(p)g, p 2 s

�

00

:sent-pkts , and id(p) 2

s

�

0

:expe
ted (h; sour
e(p)), it is the 
ase that h 2 s

�

:membersnfsour
e(p)g, p 2 s

�

:sent-pkts , and

id(p) 2 s

�

:expe
ted (h; sour
e(p)). Thus, the rm-re
v

h

(p) a
tion is enabled in s

�

; that is, the

rm-re
v

h

(p) a
tion is enabled in any state in �

�

.

Sin
e �

�

is a suÆx of � and � is an admissible timed exe
ution of RM

S

(�), it is the 
ase that

�

�

is in�nite. Sin
e the rm-re
v

h

(p) a
tion is enabled in any state of �

�

, the rm-re
v

h

(p) a
tion

is enabled in�nitely often in �

�

. Sin
e � is fair, the rm-re
v

h

(p) a
tion o

urs in �

�

. Thus, the

rm-re
v

h

(p) a
tion su

eeds the last rm-join-a
k

h

a
tion in �. By De�nition 3.3, it follows that

h 2 
ompleted (p; �), as needed. ❒

The following theorem de�nes the pairwise eventual delivery property of RM

S

(�). It states that

if two hosts are members of the reliable multi
ast group, be
ome aware of the pa
ket p, remain

members of the group thereafter, and one of them delivers p, then so does the other. The pairwise

eventual delivery is equivalent to the eventual delivery property de�ned in Theorem 3.15.

Corollary 3.16 (Pairwise Eventual Delivery) Let � be any fair admissible timed tra
e of

the RM

S

(�) automaton, for any � 2 R

�0

[ 1, that 
ontains the transmission of a pa
ket

p 2 P

RM-Client

and the hosts h; h

0

2 H;h 6= h

0

be any two distin
t hosts in the intended delivery set

of p within �. Then, if h delivers p within �, then so does h

0

.

Proof: Sin
e h is in the intended delivery set of p within � and it delivers p within �, it follows

that p is a
tive within �; that is, p 2 a
tive-pkts(�). Sin
e h

0

is in the intended delivery set of p

within �, Theorem 3.15 implies that h

0

delivers p within �. ❒

The following theorem de�nes the notion of time-bounded delivery ; that is, the property that any

pa
ket that remains a
tive for at least � 2 R

�0

time units past its transmission is delivered within

these � time units to all hosts that be
ome aware of it within these � time units.

Theorem 3.17 (Time-Bounded Delivery) Let � be any admissible timed tra
e of RM(�) �

rmClients, for any � 2 R

�0

, that 
ontains the transmission of a pa
ket p 2 P

RM-Client

. Let �

0

be the �nite pre�x of � ending with the transmission of p; that is, the last a
tion 
ontained in �

0

is the a
tion rm-send

h

(p), for h 2 H;h = sour
e(p). Let �

00

be any �nite pre�x of �, su
h that

�

0

� �

00

� � and t

0

+ � < t

00

, with t

0

; t

00

2 R

�0

being the time of o

urren
e of the last a
tions

of �

0

and �

00

, respe
tively. Suppose that the host h

0

is in the intended delivery set of p within �

00
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and that the pa
ket p is a
tive within �

00

. Then, the host h delivers the pa
ket p within �

00

; that is,

h

0

2 
ompleted (p; �

00

).

Proof: Let � be any admissible exe
ution of RM(�) � rmClients su
h that � = ttra
e(�).

Moreover, let �

0

and �

00

be �nite pre�xes of � su
h that �

0

� �

00

� �, �

0

= ttra
e(�

0

),

�

00

= ttra
e(�

00

), and the last a
tions in �

0

and �

00

are the last a
tions in �

0

and �

00

, respe
tively.

Finally, let s

0

and s

00

be the last states of �

0

and �

00

, respe
tively.

Sin
e t

0

+ � < t

00

, it follows that s

00

:trans-time(p) + � < s

00

:now . Sin
e p 2 a
tive-pkts(�

00

),

Lemma 3.10 implies that p 2 s

00

:a
tive-pkts . Sin
e p 2 s

00

:a
tive-pkts and s

00

:trans-time(p) + � <

s

00

:now , Invariant 3.3 implies that s

00

:intended (p) � s

00

:
ompleted (p). Lemmas 3.8 and 3.9, imply

that intended (p; �

00

) � 
ompleted (p; �

00

). Finally, sin
e h

0

2 intended(p; �

00

), it follows that

h

0

2 
ompleted (p; �

00

); that is, the host h

0

delivers the pa
ket p within �

00

. ❒
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Chapter 4

S
alable Reliable Multi
ast

In this 
hapter, we present a formal model of the S
alable Reliable Multi
ast (SRM) proto
ol of

Floyd et al. [13℄. Our model pre
isely spe
i�es the behavior of the initial version of SRM presented in

Ref. 13 | subsequent resear
h on the SRM proto
ol resulted in versions of SRM involving adaptive

and lo
al re
overy s
hemes [21, 22℄. We begin the 
hapter by giving a brief des
ription of SRM.

We 
ontinue by spe
ifying the behavior of SRM in terms of timed I/O automata. We then prove

that, under 
ertain assumptions, our formal spe
i�
ation of SRM is a 
orre
t implementation of the

reliable multi
ast servi
e spe
i�
ation of Chapter 3. We 
on
lude by proving several performan
e


laims about the proto
ol.

4.1 Overview of the SRM Proto
ol

In this se
tion, we give a brief overview of the SRM proto
ol. SRM is an appli
ation layer reliable

multi
ast proto
ol that was initially designed for a distributed white-board appli
ation. The

proto
ol is implemented at the appli
ation layer, using the IP multi
ast servi
e as a best-e�ort


ommuni
ation primitive. SRM uses multi
ast NACKs to alert the group of losses and suppression

to redu
e dupli
ate traÆ
. The SRM proto
ol 
onsists of two distin
t fun
tional 
omponents:

i) pa
ket loss re
overy, and ii) session message ex
hange. We pro
eed by des
ribing ea
h of these


omponents. The physi
al system and the data naming s
heme are as des
ribed in Se
tions 3.1.1

and 3.1.2.

4.1.1 Pa
ket Loss Re
overy

SRM's pa
ket loss re
overy s
heme is re
eiver-based. Re
eivers dete
t pa
ket losses by dete
ting

sequen
e number gaps in the stream of pa
kets re
eived from ea
h sour
e. Subsequently, the

re
overy of pa
kets pro
eeds in asyn
hronous rounds. A round involves the transmission of a

retransmission request and the retransmission of a pa
ket by either the sour
e or any host that

has su

essfully re
eived the given pa
ket. A re
overy round may fail to re
over a pa
ket due

to additional losses. Thus, several re
overy rounds may be required to re
over ea
h pa
ket. We

pro
eed by des
ribing in more detail SRM's re
overy pro
ess.

Upon the dete
tion of a pa
ket loss, a re
eiver s
hedules a repair request | a retransmission request

for the missing pa
ket. This repair request is s
heduled for some 
arefully sele
ted point in time

in the future using a request timeout timer. If a request for the pa
ket is overheard prior to

the expiration of the request timeout timer, the request timeout timer is reset by performing an

exponential ba
ko�. If the pa
ket is re
eived prior to the expiration of the request timeout timer,
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the s
heduled request is 
an
eled. Upon the expiration of the request timeout timer, a request for

the parti
ular pa
ket is multi
ast to the reliable multi
ast group and a new request for the given

pa
ket is res
heduled by exponentially ba
king-o� the request timeout timer; thus, SRM gives a


han
e for the prior request to result in the re
overy of the pa
ket. Thus, request is res
heduled

due to either the re
eption of a request for the given pa
ket or the request's transmission. On
e a

request is res
heduled, it observes a ba
k-o� abstinen
e period ; a period during whi
h the request

is not ba
ked-o� upon the re
eption of other requests. The ba
k-o� abstinen
e period prevents

requests from being ba
ked-o� multiple times by requests pertaining to the same re
overy round.

Using the above s
heme, repair requests are s
heduled in rounds; that is, all hosts that dete
t

a loss s
hedule and may eventually transmit a repair request. If dupli
ate repair requests are

transmitted during ea
h round of requests, then the s
heduled requests at the hosts whose requests

were suppressed, would exponentially ba
k o� their requests multiple times. SRM uses a heuristi


to limit the number of times request timeout timers get ba
ked o� due to repair requests belonging

to the same round. When it re
eives a request for a pa
ket for whi
h it has re
ently ba
ked o� the

request timeout timer, it refrains from ba
king o� the request timer again. Thus, presuming that

requests belonging to the same round are re
eived not too far apart in time, SRM ba
ks o� the

request timeout timers only on
e per request round.

If a member of the reliable multi
ast group re
eives a request for a pa
ket that it has previously

either sent or re
eived, it s
hedules a repair reply | a retransmission of the requested pa
ket.

This repair reply is s
heduled for some 
arefully sele
ted point in time in the future using a repair

timeout timer. When the reply timeout timer expires, the requested pa
ket is multi
ast to the

reliable multi
ast group. If a repair reply for the pa
ket is overheard prior to the expiration of the

reply timeout timer, the repair reply is 
an
eled.

On
e a host either sends or re
eives a reply for a given pa
ket, it observes a reply abstinen
e period ;

a period during whi
h the host refrains from s
heduling a reply for the same pa
ket. Requests that

are re
eived during a pa
ket's reply abstinen
e period are dis
arded. The reply abstinen
e period

prevents multiple requests pertaining to a given re
overy round from generating multiple replies

for ea
h pa
ket.

SRM limits the number of pa
kets sent to the multi
ast group while repairing a loss by suppressing

dupli
ate repair requests and replies. In parti
ular, SRM employs deterministi
 and probabilisti


suppression te
hniques. In the 
ase of repair requests, deterministi
 suppression is a
hieved by

having hosts that are 
loser to the sour
e of the missing pa
ket s
hedule their requests sooner. A

requestor of a missing pa
ket sets its repair request timer proportionately to its distan
e estimate

to the sour
e of the missing pa
ket. Thus, hosts that are 
loser to the sour
e of the missing pa
ket

suppress their des
endants in the underlying IP multi
ast tree.

Probabilisti
 suppression is a
hieved by spreading out the repair requests of the hosts that are

equidistant to the sour
e within an interval whose size is again proportional to the requestors'

distan
e estimates to the sour
e of the missing pa
ket. In parti
ular, a requestor of a missing pa
ket

sets its repair request timer to a point in time that is uniformly 
hosen within an interval. This

interval's left endpoint is di
tated by the deterministi
 suppression s
heme and its right endpoint

is, on
e again, proportional to the requestor's distan
e estimate to the sour
e of the missing pa
ket.

This s
heme probabilisti
ally limits the number of requests multi
ast by equidistant requestors by

allowing them to suppress ea
h other.

For example, let h denote a host that has dete
ted the loss of a pa
ket p from the sour
e s. h

s
hedules its request for the pa
ket p for a point in time in the future that is uniformly 
hosen

within the interval 2

b

[C

1

^

d

hs

; (C

1

+ C

2

)

^

d

hs

℄, where b is the request's ba
ko� (initially equal to 0),

C

1

; C

2

are parameters of the deterministi
 and probabilisti
 suppression s
hemes pertaining to

requests, and

^

d

hs

is h's distan
e estimate to the sour
e s of the pa
ket p.
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Repair replies are s
heduled in the same fashion as requests with the ex
eption that the interval

endpoints are set proportionately to the distan
e estimates between the replier and requestor hosts,

rather than the distan
e estimates between the requestor and sour
e hosts.

For example, let h

0

denote a host that is in the pro
ess of s
heduling a reply to h's request for the

pa
ket p. h

0

s
hedules its reply to h's request for the pa
ket p for a point in time in the future that

is uniformly 
hosen within the interval [D

1

^

d

h

0

h

; (D

1

+D

2

)

^

d

h

0

h

℄, where D

1

;D

2

are parameters of the

deterministi
 and probabilisti
 suppression s
hemes pertaining to replies and

^

d

h

0

h

is h

0

's distan
e

estimate to the requestor h of the pa
ket p.

4.1.2 Session Messages

The reliable multi
ast group members periodi
ally ex
hange session messages. These messages


arry transmission state and timing information that allow the prompt dete
tion of pa
ket losses

and the 
al
ulation of inter-host distan
e estimates; within SRM, inter-host distan
es are quanti�ed

by the one-way transmission laten
y between hosts. For simpli
ity, we assume that hosts transmit

session messages with a �xed period. In pra
ti
e however, so as to limit the overhead asso
iated

with the ex
hange of session messages, the frequen
y of session message transmission is redu
ed as

the size of the reliable multi
ast group grows.

Re
eivers dete
t pa
ket losses by dete
ting sequen
e number gaps in the stream of pa
kets re
eived

from ea
h sour
e. However, this approa
h presumes either that later pa
kets within the sequen
e

of transmitted pa
kets are re
eived, or that re
eivers get informed of the transmission progress

of ea
h sour
e through a separate servi
e. Unfortunately, relying solely on the re
eption of later

pa
kets may result in long re
overy laten
ies. This is evident when the total number of pa
kets

within a sequen
e is unknown a priori and either long transmission pauses, or long loss bursts are


onsidered. Session messages mitigate this problem by allowing reliable multi
ast group members to

ex
hange transmission progress state, in terms of ADU sequen
e numbers that they have observed

with respe
t to ea
h sour
e. Dis
repan
ies in the observed transmission progress for ea
h sour
e

by ea
h host reveal whether and whi
h pa
kets a parti
ular host is missing.

In addition to 
ontributing to pa
ket loss dete
tion, session messages are used to 
al
ulate inter-host

distan
e estimates. Hosts estimate the one-way transmission laten
ies between them by ex
hanging

timing information through their session messages. For the purposes of illustration, we demonstrate

how a host h 
al
ulates its distan
e estimate to a host h

0

. This 
al
ulation is initiated when the host

h transmits a session message, p. This session message in
ludes a �eld 
ontaining its transmission

time t

s

. Let t

0

r

denote the time the host h

0

re
eives p. Upon re
eiving p, h

0

re
ords the times at

whi
h p was transmitted and re
eived, i.e., it re
ords a tuple of the form ht

s

; t

0

r

i. Subsequently, the

host h

0

in
ludes the tuple ht

s

; t

0

d

i within its next session message, p

0

, where t

0

d


orresponds to the

time elapsed sin
e the host h

0

re
eived p and the time h

0

transmits p

0

. Finally, letting t

r

denote the

point in time that h re
eives p

0

, h estimates its distan
e

^

d

hh

0

to h

0

as (t

r

� t

0

d

� t

s

)=2 time units.

Although the above s
heme for 
al
ulating inter-host transmission laten
ies is simple, it presumes

that inter-host transmission laten
ies are symmetri
 | the one way inter-host transmission

laten
y is estimated as half the round-trip-time (RTT) between hosts. Another drawba
k of this

s
heme is the dependen
e of its a

ura
y on the frequen
y of session message transmission. The

frequen
y of 
al
ulating inter-host distan
e estimates is di
tated by the frequen
y of session message

transmission. Thus, if the frequen
y of session message transmission were adjusted based on the

size of the reliable multi
ast group, then as the group would in
rease in size the a

ura
y of the

inter-host distan
e estimates would drop.
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Figure 4.1 SRM Parameters

C

1

; C

2

; C

3

2 R

�0

Request s
heduling parameters.

D

1

;D

2

;D

3

2 R

�0

Reply s
heduling parameters.

DFLT-DIST 2 R

�0

Default inter-host distan
e estimate.

SESS-PERIOD 2 R

�0

Period of session pa
ket transmission.

4.2 Ar
hite
ture of the SRM Proto
ol

In this se
tion, we give an overview of our model of the SRM proto
ol and its environment.

As in Chapter 3, the physi
al system is 
omprised of a set of hosts that 
ommuni
ate through

an underlying network. We en
apsulate the behavior of the underlying network by a single

IP 
omponent. This 
omponent provides the best-e�ort IP multi
ast servi
e whi
h is the


ommuni
ation primitive of the SRM proto
ol. Resident on ea
h host are two pro
esses: a 
lient

and a reliable multi
ast pro
ess. The 
lient pro
ess represents an appli
ation that uses the reliable

multi
ast servi
e. The reliable multi
ast pro
esses at ea
h host and the underlying IP multi
ast

servi
e 
olle
tively provide the reliable multi
ast servi
e to the 
lient pro
esses.

Without loss of generality, we assume that there exists only a single reliable multi
ast ad-

dress/group. Sin
e we assume that there is a single 
lient at ea
h sour
e and a single reliable

multi
ast address/group, we do not distinguish among the host, reliable multi
ast pro
ess, and


lient pro
ess when 
onsidering membership to the reliable multi
ast group. In fa
t, for simpli
ity

we usually asso
iate the reliable multi
ast group membership with the host itself, rather that with

the 
lient or the reliable multi
ast pro
esses.

We model the reliable multi
ast pro
ess running on ea
h host as three intera
ting 
omponents,

ea
h with distin
t fun
tionalities. The �rst 
omponent, whi
h we hen
eforth refer to as the

membership 
omponent, manages the host's reliable multi
ast group membership. In parti
ular,

it handles the join and leave requests of the 
lient pro
ess and issues join and leave requests to

the underlying IP multi
ast servi
e. The se
ond 
omponent, whi
h we hen
eforth refer to as the

IP bu�er 
omponent, bu�ers all pa
kets re
eived from and to be transmitted using the underlying

IP multi
ast servi
e. Finally, the third 
omponent, whi
h we hen
eforth refer to as the re
overy


omponent, in
orporates all the fun
tionality pertaining to the transmission, re
overy, and delivery

of pa
kets by the reliable multi
ast servi
e. We pro
eed by brie
y des
ribing the fun
tionality of

ea
h of these 
omponents. Figure 4.1 lists the parameters of the reliable multi
ast pro
ess. Ea
h of

these parameters is appropriately introdu
ed within the up
oming des
riptions of the 
omponents

of the reliable multi
ast pro
ess.

4.2.1 Membership Component

The membership 
omponent of the reliable multi
ast pro
ess manages the membership of the host

to the reliable multi
ast group. In parti
ular, it handles the join and leave requests of the 
lient

and manages the membership of the host to the underlying IP multi
ast servi
e.

The 
lient initiates the pro
ess of joining the reliable multi
ast group by issuing a join request to the

membership 
omponent. In turn, prior to a
knowledging this request, the membership 
omponent

issues a join request to the underlying IP multi
ast servi
e. The membership 
omponent 
on
ludes

that it has su

essfully joined the IP multi
ast group when its request to join the IP multi
ast

group is a
knowledged. On
e the membership 
omponent has established its IP multi
ast group

membership, it a
knowledges the 
lient's join request. The 
lient is 
onsidered a member of the

reliable multi
ast group from the point in time its join request is a
knowledged by the membership


omponent.
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While the 
lient is in the pro
ess of joining the reliable multi
ast group, the membership 
omponent

dis
ards additional 
lient join requests; they are 
onsidered super
uous. Client join requests are

also dis
arded while the 
lient is either already a member of the reliable multi
ast group, or in the

pro
ess of leaving the reliable multi
ast group.

The 
lient initiates the pro
ess of leaving the reliable multi
ast group by issuing a leave request

to the membership 
omponent. Upon issuing a leave request, the 
lient relinquishes its right of

further re
eiving pa
kets from the reliable multi
ast servi
e and 
eases to be a member of the reliable

multi
ast group. Subsequently, prior to a
knowledging the 
lient's leave request, the membership


omponent issues a leave request to the underlying IP multi
ast servi
e. Upon the re
eption of

a leave a
knowledgment from the IP multi
ast servi
e, the membership 
omponent a
knowledges

the 
lient's leave request. On
e a host leaves and until it rejoins the reliable multi
ast group, the

membership 
omponent simply dis
ards any join and leave a
knowledgments it re
eives from the

IP multi
ast servi
e.

While the 
lient is in the pro
ess of leaving the reliable multi
ast group, the membership 
omponent

dis
ards additional 
lient leave requests; they are 
onsidered as being super
uous. Client join

requests are also dis
arded while the 
lient is in the pro
ess of leaving the reliable multi
ast group.

Client leave requests are also dis
arded while the 
lient is idle with respe
t to the reliable multi
ast

group. Finally, leave requests overrule join requests in the sense that if the membership 
omponent

re
eives a leave request while in the pro
ess of joining, then it aborts the pro
ess of joining and

initiates the pro
ess of leaving the reliable multi
ast group.

4.2.2 IP Bu�er Component

The IP bu�er 
omponent of the reliable multi
ast pro
ess serves as a bu�er between the reliable

multi
ast pro
ess and the underlying IP multi
ast servi
e. In parti
ular, the IP bu�er 
omponent

is responsible for: i) bu�ering the pa
kets it re
eives from the underlying IP multi
ast servi
e and

handing them o� to be pro
essed by the re
overy and/or reporting 
omponents, and ii) bu�ering

and transmitting all the pa
kets that are bound for transmission using the IP multi
ast servi
e.

Pa
kets re
eived from the underlying IP multi
ast servi
e are dis
arded if the host is not a member

of the reliable multi
ast group. When a host is a member of the reliable multi
ast group, any

pa
ket re
eived is bu�ered and, subsequently, handed o� for pro
essing to the re
overy and the

reporting 
omponents. The IP bu�er 
omponent also bu�ers the pa
kets generated by the re
overy

and reporting 
omponents. It subsequently multi
asts ea
h su
h pa
ket using the underlying IP

multi
ast servi
e.

4.2.3 Re
overy Component

The re
overy 
omponent in
orporates all the fun
tionality pertaining to the transmission, re
overy,

and delivery of pa
kets by the reliable multi
ast pro
ess. While the host is a member of the

reliable multi
ast group, the re
overy 
omponent pro
esses all the pa
kets either sent by the


lient or re
eived by the IP bu�er 
omponent from the underlying IP multi
ast servi
e. The

re
overy 
omponent: i) tra
ks the transmission progress of ea
h sour
e by maintaining per-sour
e

transmission state that re
ords this progress and ar
hiving all ADUs that are either sent or re
eived

by the 
lient, ii) , 
arries out the ex
hange of session pa
kets among the members of the reliable

multi
ast members by pro
essing and periodi
ally transmitting session pa
kets, iii) s
hedules

retransmission requests for missing pa
kets, and iv) s
hedules retransmissions of requested pa
kets.

We pro
eed by brie
y des
ribing these responsibilities. Re
all that there are four di�erent types
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of pa
kets: original transmissions (DATA pa
kets), repair requests (RQST pa
kets), repair replies

(REPL pa
kets), and session messages (SESS pa
kets).

Maintaining Transmission State

The re
overy 
omponent tra
ks the host's reliable multi
ast group membership by observing the join

a
knowledgments sent by the membership 
omponent to the 
lient and the 
lient's leave requests.

The re
overy 
omponent operates only while the host is a member of the reliable multi
ast group;

upon leaving the reliable multi
ast group, the transmission state pertaining to all sour
es is 
ushed.

The re
overy 
omponent tra
ks the transmission of ea
h sour
e by maintaining per-sour
e trans-

mission state. For ea
h sour
e s, this state involves two sequen
e numbers 
orresponding to ADUs

transmitted by s. The �rst su
h sequen
e number for s, hen
eforth denoted the foremost sequen
e

number of s, is the sequen
e number of the ADU 
ontained in the �rst DATA pa
ket from s to

be pro
essed by the re
overy 
omponent at the parti
ular host sin
e the host joined the reliable

multi
ast group. The se
ond sequen
e number for s, hen
eforth denoted the hindmost sequen
e

number of s, is the maximum sequen
e number of an ADU of s to have been observed by the

re
overy 
omponent sin
e the host joined the reliable multi
ast group and set its foremost sequen
e

number of s. All pa
kets pertaining to earlier ADUs from s than the foremost pa
ket of s are


onsidered improper and are dis
arded by the re
overy 
omponent. All other pa
kets pertaining

to ADUs from s are 
onsidered proper and are pro
essed by the re
overy 
omponent. Thus, the

reliability guarantees provided by the reliable multi
ast servi
e with respe
t to a parti
ular sour
e

apply only to proper pa
kets.

On
e a host be
omes a member of the reliable multi
ast group, the re
overy 
omponent begins

pro
essing the pa
kets re
eived either from the 
lient or the underlying IP multi
ast group. Upon

pro
essing the �rst DATA pa
ket from a sour
e s, the re
overy 
omponent initializes the foremost

and hindmost sequen
e numbers of s to the sequen
e number of the ADU 
ontained in this DATA

pa
ket. Thereafter, the re
overy 
omponent updates the hindmost sequen
e number of s to re
e
t

the observed transmission progress of s. Any DATA, RQST, and REPL pa
ket pertaining to s

and any session pa
ket may advan
e the hindmost sequen
e number of s. The re
overy 
omponent

is responsible for updating the hindmost sequen
e number of s based on the transmission state

information 
ontained within any DATA, RQST, and REPL pa
kets pertaining to s. The reporting


omponent informs the re
overy 
omponent of any progress in the transmission of the sour
e s

reported by any session pa
ket.

Session Pa
ket Ex
hange

The re
overy 
omponent periodi
ally generates session pa
kets and passes them to the IP bu�er


omponent. The IP bu�er 
omponent is responsible for bu�ering and subsequently transmitting

these session pa
kets using the underlying IP multi
ast servi
e. The parameter SESS-PERIOD 2 R

�0

spe
i�es the period with whi
h hosts generate and transmit session pa
kets. In our treatment of

SRM, we presume that the transmission period of session pa
kets is 
onstant.

We now des
ribe the transmission state and timing information 
ontained in a session pa
ket p of

a host h. First, for ea
h sour
e s that h is aware of, p reports the maximum sequen
e number

observed by h to have been transmitted by s. If the session pa
ket p reports a maximum sequen
e

number for the sour
e s, then we say that p is state reporting for s. Se
ond, for ea
h host h

0

from

whi
h h has re
eived a session pa
ket, p 
ontains a tuple 
onsisting of: i) the transmission time

of the latest session pa
ket of h

0

to have been re
eived by h, and ii) the elapsed time between the

re
eption of h

0

's session pa
ket and the transmission of p by h. If p 
ontains su
h a tuple for a
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host h

0

, then we say that p is distan
e reporting for h

0

. Finally, p 
ontains a �eld reporting its own

transmission time.

S
heduling Requests

The re
overy 
omponent maintains a set of s
heduled and a set of pending requests. The set of

s
heduled requests identi�es the pa
kets for whi
h a request has been s
heduled and is awaiting

transmission. The set of pending requests identi�es the pa
kets for whi
h a request has re
ently

been either sent or re
eived and for whi
h a retransmission is being awaited.

A host h s
hedules a request for the pa
ket p by adding an element to its set of s
heduled requests.

This element identi�es the pa
ket p to be requested, spe
i�es the request's transmission timeout (the

time at whi
h the request is s
heduled for transmission), and re
ords the number of times a request

for the given pa
ket has been s
heduled. The transmission timeout of p's request is initialized to a

point in time in the future that is uniformly 
hosen within the interval now +[C

1

^

d

hs

; (C

1

+C

2

)

^

d

hs

℄,

where now refers to the then 
urrent point in time, C

1

; C

2

are request s
heduling parameters, and

^

d

hs

is h's distan
e estimate to the sour
e s of p. If a request for the pa
ket p is re
eived while a

s
heduled request for p is awaiting transmission, then the request for p that is already s
heduled

is exponentially ba
ked o�. This is a
hieved by: i) resetting its transmission timeout to a point in

time in the future that is uniformly 
hosen within the interval now +2

k

[C

1

^

d

hs

; (C

1

+C

2

)

^

d

hs

℄, where

k is the number of requests that have already been s
heduled for p, and ii) in
rementing the number

of requests, k, that have already been s
heduled. Upon the expiration of the transmission timeout

of a s
heduled request for the pa
ket p, the re
overy 
omponent 
omposes a request pa
ket for the

pa
ket p and passes it on to the IP bu�er 
omponent. The IP bu�er 
omponent is responsible

for bu�ering and subsequently transmitting this request pa
ket using the underlying IP multi
ast

servi
e. Moreover, the re
overy 
omponent s
hedules a new request for the pa
ket as if a request had

been re
eived; that is, it sets the request timeout timer by exponentially ba
king o� the previously

set request timeout timer for p.

On
e a request for a pa
ket p is either sent or re
eived, a request for p be
omes pending. This

pending request identi�es the pa
ket p and in
ludes a ba
k-o� abstinen
e timeout. This timeout

spe
i�es the point in time in the future before whi
h the re
overy 
omponent refrains from ba
king-

o� its s
heduled request for the pa
ket p. All requests for p re
eived prior to the expiration of the

ba
k-o� abstinen
e timeout for p are 
onsidered to pertain to the prior request round and are

dis
arded. The ba
k-o� abstinen
e timeout for p is set to a point in time that is 2

k

C

3

^

d

hs

time units

in the future, where k is the ba
k-o� used to s
hedule the next (
urrent) request and C

3

2 R

�0

is the ba
k-o� abstinen
e parameter of our implementation. Ba
k-o� abstinen
e prevents requests

from being ba
ked o� by requests pertaining to previous re
overy rounds.

Our modeling of ba
k-o� abstinen
e departs slightly from the s
hemes proposed in the SRM

proto
ol. In Ref. 12, 13, two s
hemes are proposed for ensuring that requests are ba
ked o� only

one time per re
overy round. The �rst s
heme involves a ba
k-o� timeout as des
ribed above.

However, the timeout is set to half the time to the next request. Our use of a parameter for

spe
ifying how long to abstain from ba
king o� allows more tuning freedom. Moreover, setting the

ba
k-o� timeout to half the time to the next request allows for the abstinen
e interval to overlap

the request interval within whi
h the next request was s
heduled. This seems to go against the

intention of the abstinen
e period. Requests re
eived within the request interval, within whi
h the

next request was s
heduled, should be 
onsidered to be requests of the next round and, thus, result

in the next request being ba
ked o�. The se
ond s
heme annotates requests with their re
overy

round and ba
ks o� requests only upon re
eiving a request pertaining to the same round.
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S
heduling Replies

The re
overy 
omponent maintains a set of s
heduled and a set of pending replies. The set

of s
heduled replies identi�es the pa
kets for whi
h a reply has been s
heduled and is awaiting

transmission. The set of pending replies identi�es the pa
kets for whi
h a reply has re
ently been

either re
eived or transmitted.

A host h s
hedules a reply to a request for a pa
ket p by the host h

0

by adding an element to its

set of s
heduled replies. This element identi�es the pa
ket p and spe
i�es the reply's transmission

timeout (the time at whi
h the reply is s
heduled for transmission). The reply's transmission

timeout is initialized to a point in time in the future that is uniformly 
hosen within the interval

now +[D

1

^

d

hh

0

; (D

1

+D

2

)

^

d

hh

0

℄, where now refers to the then 
urrent point in time, D

1

;D

2

are reply

s
heduling parameters, and

^

d

hh

0

is h's distan
e estimate to h

0

. Upon the expiration of the timeout

of a s
heduled reply for the pa
ket p, a reply pa
ket for p is generated and passed to the IP bu�er


omponent. The IP bu�er 
omponent is responsible for bu�ering and subsequently transmitting

this reply pa
ket using the underlying IP multi
ast servi
e. If a reply for p is re
eived by the host

h while a s
heduled reply for p is awaiting transmission, then the s
heduled reply at h is 
an
eled.

On
e a reply for a pa
ket p is either generated or re
eived by h, a reply for p be
omes pending. This

pending reply identi�es the pa
ket p and in
ludes a reply abstinen
e timeout. This timeout spe
i�es

the point in time in the future before whi
h the re
overy 
omponent refrains from s
heduling another

reply for p. The timeout is set to D

3

^

d

hh

0

time units in the future, where D

3

2 R

�0

is the reply

abstinen
e parameter of the SRM proto
ol. Replier abstinen
e prevents multiple requests pertaining

to a given re
overy round of a parti
ular pa
ket from generating multiple replies.

Pro
essing Client and IP Multi
ast Pa
kets

While the host is a member of the reliable multi
ast group, the re
overy 
omponent pro
esses all

pa
kets transmitted by the 
lient and all DATA, RQST, and REPL pa
kets re
eived from the IP

multi
ast servi
e. The 
lient pa
kets are ar
hived and handed o� to the IP bu�er 
omponent as

DATA pa
kets. The IP bu�er 
omponent is responsible for bu�ering and subsequently transmitting

ea
h su
h DATA pa
ket using the underlying IP multi
ast servi
e. We pro
eed by brie
y des
ribing

how the re
overy 
omponent pro
esses DATA, RQST, and REPL pa
kets. Re
all that the re
overy


omponent pro
esses only proper pa
kets. All improper pa
kets are dis
arded.

A DATA pa
ket p is pro
essed as follows. Let s and i denote the sour
e and the sequen
e number of

the ADU 
ontained in p. If p is the �rst DATA pa
ket from s to be pro
essed, then i is the foremost

sequen
e number of s. In this 
ase, the re
overy 
omponent sets the foremost and hindmost sequen
e

numbers of s to i. If p is a proper pa
ket, then the ADU 
ontained in p is ar
hived, bu�ered, and

subsequently delivered to the 
lient. If i is larger than the hindmost sequen
e number of s, then

the hindmost sequen
e number of s is set to i and any intervening ADUs are identi�ed as missing.

Finally, any s
heduled requests and any s
heduled replies for p are 
an
eled.

A RQST pa
ket p is pro
essed as follows. Let s and i denote the sour
e and the sequen
e number

of the pa
ket requested by p. If the request is for a proper pa
ket that is ar
hived by the re
overy


omponent, then the re
overy 
omponent attempts to s
hedule a reply. A reply is s
heduled only

if a reply for the requested pa
ket is neither already s
heduled, nor pending. Finally, if i is larger

than the hindmost sequen
e number of s, then the hindmost sequen
e number of s is set to i and

any intervening ADUs are identi�ed as missing. If the request is for a proper pa
ket that is not

ar
hived by the re
overy 
omponent and for whi
h no request has already been s
heduled, then

the re
overy 
omponent s
hedules a se
ond round request as if it were ba
king o� a prior request

s
heduled with a ba
k-o� of 0.
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A REPL pa
ket p is pro
essed as follows. Let s and i denote the sour
e and the sequen
e number

of the ADU 
ontained in p. If this ADU is proper, then a new pending reply is generated for the

given ADU, the ADU is ar
hived, bu�ered, and subsequently delivered to the 
lient. If i is larger

than the hindmost sequen
e number of s, then the hindmost sequen
e number of s is set to i and

any intervening ADUs are identi�ed as missing. Finally, any s
heduled requests and replies for p

are 
an
eled.

A SESS pa
ket p is pro
essed as follows. If p 
orresponds to either the �rst or the most re
ently

transmitted session pa
ket from h

0

to be re
eived by h, then h re
ords both the transmission and the

re
eption time of p; that is, the time that p was transmitted by h

0

and the time that it was re
eived

by h. Moreover, for ea
h sour
e s for whi
h p is state reporting, the host h updates its transmission

state. The transmission state for s is updated only when the reported sequen
e number for s is

greater than that observed up to that point in time by h to have been transmitted by s. In su
h


ases, the trailing pa
kets are identi�ed as missing.

Finally, if the pa
ket p is distan
e reporting for h, the re
overy 
omponent estimates the distan
e

from h to h

0

as half the RTT from h to h

0

. Letting ht

s

; t

0

d

i denote the distan
e report for h and

t

r

denote p's re
eption time by h, the re
overy 
omponent estimates its distan
e from h to h

0

as

(t

r

� t

0

d

� t

s

)=2 time units. Distan
e estimates are ordered based on the transmission time of the

session pa
kets that initiate their 
al
ulation; that is, distan
e estimates whose 
al
ulations are

initiated by more re
ent session pa
kets are 
onsidered more up-to-date. The re
overy 
omponent

of h updates its distan
e estimates only when more up-to-date distan
e estimates are 
al
ulated.

After pro
essing a pa
ket, the re
overy 
omponent s
hedules a request for any pa
kets that it has

identi�ed as missing.

In our treatment of SRM, the re
overy 
omponent ar
hives all pa
kets either sent by or delivered to

the 
lient. Thus, we assume that the reliable multi
ast pro
ess has in�nite memory. In future work,

we intend to relax this assumption, in parti
ular when the reliable multi
ast servi
e implementation

is 
apable of timely pa
ket delivery; in this 
ase, the re
overy 
omponent need ar
hive only the

pa
kets that have been sent no earlier than an amount of time in the past equal to the delivery

bound guarantee.

4.3 Formal Model of the SRM Proto
ol

Ea
h of the 
omponents of the reliable multi
ast pro
ess at ea
h host h is modeled by a timed

I/O automaton. In parti
ular, the membership 
omponent is modeled by SRM-mem

h

, the

IP bu�er 
omponent is modeled by SRM-IPbuff

h

, and the re
overy 
omponent is modeled

by SRM-re


h

. The reliable multi
ast pro
ess SRM

h

, for ea
h host h, is the 
omposition

SRM-mem

h

� SRM-IPbuff

h

� SRM-re


h

. Figure 4.2 depi
ts how the 
omponents of SRM

intera
t among themselves and with their environment. The 
lient at ea
h host is modeled by the

RM-Client

h

timed I/O automaton of Chapter 3. The underlying best-e�ort IP multi
ast servi
e

is modeled by the IPm
ast timed I/O automaton. Prior to spe
ifying ea
h of the 
omponent

automata, we present several de�nitions that are used in their spe
i�
ations.

4.3.1 Preliminary De�nitions

Figure 4.3 
ontains a list of set de�nitions that spe
ify the format of the various types of pa
kets

used throughout the following se
tions. The set P

RM-Client

represents the set of pa
kets that may

be transmitted by the 
lient pro
esses using the reliable multi
ast servi
e. As de�ned in Chapter 3,

for any pa
ket p 2 P

RM-Client

the operations sour
e(p), seqno(p), and data(p) extra
t the sour
e,
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Figure 4.2 Interfa
e of all 
omponents involved in the reliable multi
ast servi
e.
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sequen
e number, and data segment 
orresponding to the pa
ket p. For shorthand, we use the

operation id(p) to extra
t the identi�er of p; that is, its sour
e and sequen
e number pair.

The set P

SRM

is 
omprised of all pa
kets whose format is that used by the reliable multi
ast pro
ess.

The format of ea
h pa
ket p 2 P

SRM

depends on its type. The type of the pa
ket p, type(p), is

one of the following: DATA, RQST, REPL, and SESS. The type of p denotes whether the pa
ket is an

original transmission, a repair request, a repair reply, or a session pa
ket, respe
tively. Depending

on its type, the pa
ket p supports a di�erent set of operations.

When the pa
ket p is an original transmission, that is, when type(p) = DATA, p supports the

operations sender(p), sour
e(p), seqno(p), data(p), and strip(p). These operations extra
t the

sender, sour
e, sequen
e number, data segment, and ADU 
orresponding to p. In the 
ase of

original transmissions, it is the 
ase that sender (p) = sour
e(p). When p is a repair request, that

is, when type(p) = RQST, p supports the operations sender(p), sour
e(p), and seqno(p). These

operations extra
t the sender, sour
e, and sequen
e number 
orresponding to the pa
ket p. When

p is a repair reply, that is, when type(p) = REPL, p supports the operations sender (p), requestor (p),

sour
e(p), seqno(p), data(p), and strip(p). These operations extra
t the sender, requestor, sour
e,

sequen
e number, data segment, and ADU pa
ket 
orresponding to p. For DATA, RQST, and REPL

pa
kets, we also use the operation id(p) to extra
t the identi�er of p; that is, its sour
e and sequen
e

number pair.

When the pa
ket p is a session pa
ket, that is, when type(p) = SESS, p supports the operations
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Figure 4.3 SRM Pa
ket De�nitions

P

RM-Client

= Set of pa
kets su
h that 8 p 2 P

RM-Client

:

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

suÆx (p) = fhs; ii 2 H � N j sour
e(p) = s ^ seqno(p) � ig

P

RM-Client

[h℄ = fp 2 P

RM-Client

j sour
e(p) = hg

P

SRM

= Set of pa
kets su
h that 8 p 2 P

SRM

:

type(p) 2 fDATA; RQST; REPL; SESSg

DATA :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

strip(p) 2 P

RM-Client

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

RQST :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

REPL :

sender(p) 2 H

requestor(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

strip(p) 2 P

RM-Client

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

SESS :

sender(p) 2 H

time-sent(p) 2 R

�0

dist-rprt? (p) � H

dist-rprt(p; h) 2 fht; t

0

i j t; t

0

2 R

�0

g, for all h 2 H

seqno-rprts(p) � fhs; ii j s 2 H; i 2 Ng

P

IPm
ast-Client

= Set of pa
kets su
h that 8 p 2 P

IPm
ast-Client

:

sour
e(p) 2 H

seqno(p) 2 N

strip(p) 2 f0; 1g

�

P

IPm
ast

= Set of pa
kets su
h that 8 pkt 2 P

IPm
ast

:

strip(pkt) 2 P

IPm
ast-Client

intended(pkt) � H


ompleted (pkt) � H

dropped (pkt) � H

sender (p), time-sent(p), dist-rprt? (p), dist-rprt(p; h), and seqno-rprts(p). The operation sender (p)

extra
ts the sender of the session pa
ket. The operation time-sent(p) extra
ts the time the session

pa
ket p was sent. The operation dist-rprt? (p) extra
ts the set of hosts for whi
h the session

pa
ket is distan
e reporting. The operation dist-rprt(p; h) extra
ts the distan
e report for h within

p; that is, dist-rprt(p; h) 
orresponds to a tuple 
omprised of two elements: the time the most

re
ently observed session pa
ket sent by h was re
eived by the sender of p and the time that

elapsed between the re
eption of h's session pa
ket by the sender of p and the transmission of

p. The operation seqno-rprts(p) extra
ts the state reports in
luded in p; that is, seqno-rprts(p)


orresponds to a set of tuples, ea
h of whi
h is 
omprised of two elements: the sour
e and the

maximum sequen
e number observed by the sender of p to have been transmitted by this sour
e.

Figure 4.4 
ontains a list of set de�nitions used throughout the following se
tions.
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Figure 4.4 SRM Set De�nitions

SRM-Status = fidle; member; 
rashedg

Joining = fjoin-rqst-pending; join-pending; join-a
k-pendingg

Leaving = fleave-rqst-pending; leave-pending; leave-a
k-pendingg

SRM-Mem-Status = SRM-Status [ Joining [ Leaving

A
tion-Pending = fjoin-rqst-pending; join-a
k-pending; leave-rqst-pending; leave-a
k-pendingg

Pending-Rqsts = fhs; i; ti j s 2 H; i 2 N; t 2 R

�0

g

S
heduled-Rqsts = fhs; i; t; ki j s 2 H; i 2 N; t 2 R

�0

; k 2 Ng

Pending-Repls = fhs; i; ti j s 2 H; i 2 N; t 2 R

�0

g

S
heduled-Repls = fhs; i; t; qi j s; q 2 H; i 2 N; t 2 R

�0

g

Figure 4.5 The SRM-mem

h

Automaton | Signature

Parameters:

h 2 H

A
tions:

input


rash

h

rm-join

h

rm-leave

h

mjoin-a
k

h

mleave-a
k

h

output

mjoin

h

mleave

h

rm-join-a
k

h

rm-leave-a
k

h

time-passage

�(t), for t 2 R

�0

4.3.2 The Membership Component | SRM-mem

h

The SRM-mem

h

timed I/O automaton spe
i�es the membership 
omponent of the reliable

multi
ast pro
ess. Figures 4.5 and 4.6 present the signature, the variables, and the dis
rete

transitions of SRM-mem

h

.

Variables

The variable now 2 R

�0

denotes the time that has elapsed sin
e the beginning of an exe
ution

of SRM-mem

h

. The variable status 
aptures the status of the host h. It evaluates to one of the

following: idle, join-rqst-pending, join-pending, join-a
k-pending, leave-rqst-pending,

leave-pending, leave-a
k-pending, member, and 
rashed.

The value idle indi
ates that the host h is idle with respe
t to the reliable multi
ast group; that

is, it is neither a member, nor in the pro
ess of joining or leaving the reliable multi
ast group. The

value join-rqst-pending indi
ates that SRM-mem

h

has re
eived a join request from the 
lient

but has yet to issue a join request to the underlying IP multi
ast servi
e. The value join-pending

indi
ates that SRM-mem

h

has issued a join request to the underlying IP multi
ast servi
e and

is awaiting a join a
knowledgment. The value join-a
k-pending indi
ates that SRM-mem

h

has

su

essfully joined the underlying IP multi
ast servi
e but has yet to issue a join a
knowledgment

to the 
lient. The value member indi
ates that the host h is a member of the reliable multi
ast

group. The value leave-rqst-pending indi
ates that SRM-mem

h

has re
eived a leave request

from the 
lient but has yet to issue a leave request to the underlying IP multi
ast servi
e. The

value leave-pending indi
ates that SRM-mem

h

has issued a leave request to the underlying IP

multi
ast servi
e and is awaiting a leave a
knowledgment. The value leave-a
k-pending indi
ates

that SRM-mem

h

has su

essfully left the underlying IP multi
ast servi
e but has yet to issue a

leave a
knowledgment to the 
lient. The value 
rashed indi
ates that the host h has 
rashed.

While the host h has not 
rashed, we say that it is operational. On
e the host h 
rashes, none
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Figure 4.6 The SRM-mem

h

Automaton | Variables and Dis
rete Transitions

Variables:

now 2 R

�0

, initially now = 0

status 2 SRM-Mem-Status, initially status = idle

Dis
rete Transitions:

input 
rash

h

e� status := 
rashed

input rm-join

h

e� if status = idle then

status := join-rqst-pending

input rm-leave

h

e� if status 2 Joining [ fmemberg then

status := leave-rqst-pending

input mjoin-a
k

h

e� if status 2 Joining then

status := join-a
k-pending

input mleave-a
k

h

e� if status 2 Leaving then

status := leave-a
k-pending

output mjoin

h

pre status = join-rqst-pending

e� status := join-pending

output mleave

h

pre status = leave-rqst-pending

e� status := leave-pending

output rm-join-a
k

h

pre status = join-a
k-pending

e� status := member

output rm-leave-a
k

h

pre status = leave-a
k-pending

e� status := idle

time-passage �(t)

pre status 62 A
tion-Pending

e� now := now + t

of the input a
tions of SRM-mem

h

a�e
t the state of SRM-mem

h

and none of the internal and

output a
tions of SRM-mem

h

, ex
ept the time passage a
tion, are enabled.

Input A
tions

The input a
tion 
rash

h

models the 
rashing of SRM-mem

h

. The e�e
ts of 
rash

h

are to set the

variable status to 
rashed so as to re
ord the fa
t that SRM-mem

h

has 
rashed.

The input a
tion rm-join

h

models the 
lient's request to join the reliable multi
ast group. It is

e�e
tive only when the host h is idle with respe
t to the reliable multi
ast group. If the 
lient

h is already either a member of, or in the pro
ess of joining, the reliable multi
ast group (that

is, status 2 Joining [ fmemberg), then the s
heduling of rm-join

h

is super
uous. If the 
lient h

is already in the pro
ess of leaving the reliable multi
ast group (that is, status 2 Leaving), then

rm-join

h

is ignored so as to allow the ongoing pro
ess of leaving the reliable multi
ast group to


omplete. When e�e
tive, rm-join

h

initiates the pro
ess of joining the reliable multi
ast group by

setting the status variable to join-rqst-pending.

The input a
tion rm-leave

h

models the 
lient's request to leave the reliable multi
ast group.

It is e�e
tive only when the host h is either a member of, or in the pro
ess of joining, the

reliable multi
ast group. If the host h is either already in the pro
ess of leaving, or idle with

respe
t to the reliable multi
ast group, then the rm-leave

h

a
tion is super
uous. When e�e
tive,

rm-leave

h

initiates the pro
ess of leaving the reliable multi
ast group by setting the status variable

to leave-rqst-pending.

The input a
tion mjoin-a
k

h

a
knowledges that the host h has su

essfully joined the underlying IP

multi
ast group. It is e�e
tive only when the host h is in the pro
ess of joining the reliable multi
ast

group; that is, when status 2 Joining . When e�e
tive, mjoin-a
k

h

enables the I/O 
omponent to

a
knowledge the 
lient's join request by setting the status variable to join-a
k-pending.

The input a
tion mleave-a
k

h

a
knowledges that the host h has su

essfully left the underlying

IP multi
ast group. It is e�e
tive only when the host h is in the pro
ess of leaving the reliable

multi
ast group; that is, when status 2 Leaving . When e�e
tive, mleave-a
k

h

sets the status
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variable to leave-a
k-pending. Thus, it enables the I/O 
omponent to a
knowledge the 
lient's

leave request.

Output A
tions

SRM-mem

h

initiates the pro
ess of joining of the underlying IP multi
ast group by s
heduling the

output a
tion mjoin

h

. This a
tion is enabled whenever the 
lient has e�e
tively requested to join

the reliable multi
ast group; that is, when status = join-rqst-pending. Its e�e
ts are to re
ord

the fa
t that SRM-mem

h

has requested to join the IP multi
ast group; that is, it sets the status

variable to join-pending. Joining the underlying IP multi
ast group is not always immediate.

In order for the IP multi
ast servi
e to forward pa
kets to the host h, it may have to extend the

IP multi
ast tree to in
lude the host h. The time involved in extending the IP multi
ast tree to

in
lude the host h heavily depends on the lo
ation of the host h and the rea
h of the 
urrent IP

multi
ast tree.

SRM-mem

h

initiates the pro
ess of leaving of the underlying IP multi
ast group by s
heduling

the output a
tion mleave

h

. This a
tion is enabled whenever the 
lient has e�e
tively requested to

leave the reliable multi
ast group; that is, status = leave-rqst-pending. Its e�e
ts are to re
ord

the fa
t that SRM-mem

h

has requested to leave the IP multi
ast group; that is, it sets the status

variable to leave-pending.

SRM-mem

h

a
knowledges the 
lient's request to join the reliable multi
ast group by s
heduling the

rm-join-a
k

h

output a
tion. This a
tion is enabled whenever the join a
knowledgment is pending;

that is, status = join-a
k-pending. Time is not allowed to elapse while a join a
knowledgment is

pending. Thus, a join a
knowledgement is sent immediately after SRM-mem

h

determines that it

has su

essfully joined the IP multi
ast group.

SRM-mem

h

a
knowledges the 
lient's request to leave the reliable multi
ast group by s
heduling

the rm-leave-a
k

h

output a
tion. This a
tion is enabled whenever the leave a
knowledgment

is pending; that is, status = leave-a
k-pending. Time is not allowed to elapse while a leave

a
knowledgment is pending. Thus, a leave a
knowledgement is sent immediately after SRM-mem

h

determines that it has su

essfully left the IP multi
ast group.

Time Passage

The a
tion �(t) models the passage of t time units. Time is prevented from elapsing while there

are pending a
tions | either pending requests to join or leave the underlying IP multi
ast group,

or pending a
knowledgments that the 
lient has su

essfully joined or left the reliable multi
ast

group. The e�e
ts of the �(t) a
tion are to in
rement the variable now by t time units.

4.3.3 The IP Bu�er Component | SRM-IPbuff

h

The SRM-IPbuff

h

timed I/O automaton spe
i�es the IP bu�er 
omponent of the reliable multi
ast

pro
ess. Figures 4.7 and 4.8 present the signature, the variables, and the dis
rete transitions of

SRM-IPbuff

h

.

Variables

The variable now 2 R

�0

denotes the time that has elapsed sin
e the beginning of an exe
ution

of SRM-IPbuff

h

. The variable status 
aptures the status of the host h. It evaluates to one of

the following: idle, member, and 
rashed. While the host h has not 
rashed, we say that it is
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Figure 4.7 The SRM-IPbuff

h

Automaton | Signature

Parameters:

h 2 H

A
tions:

input


rash

h

rm-join-a
k

h

rm-leave

h

mre
v

h

(p), for p 2 P

IPm
ast-Client

re
-msend

h

(p), for p 2 P

SRM

output

pro
ess-pkt

h

(p), for p 2 P

SRM

msend

h

(p), for p 2 P

IPm
ast-Client

time-passage

�(t), for t 2 R

�0

Figure 4.8 The SRM-IPbuff

h

Automaton | Variables and Dis
rete Transitions

Variables:

now 2 R

�0

, initially now = 0

status 2 SRM-Status, initially status = idle

seqno 2 N, initially seqno = 0

re
v-bu� � P

SRM

, initially re
v-bu� = ;

msend-bu� � P

IPm
ast-Client

, initially msend-bu� = ;

Dis
rete Transitions:

input 
rash

h

e� status := 
rashed

input rm-join-a
k

h

e� if status 6= 
rashed then status := member

input rm-leave

h

e� if status 6= 
rashed then

Reinitialize all variables ex
ept now and seqno.

input mre
v

h

(p)

e� if status = member then re
v-bu� [= fstrip(p)g

input re
-msend

h

(p)

e� if status = member then

msend-bu� [= f
omp-IPm
ast-pkt(h; seqno; p)g

seqno := seqno + 1

output pro
ess-pkt

h

(p)

pre status = member ^ p 2 re
v-bu�

e� re
v-bu� n= fpg

output msend

h

(p)

pre status = member ^ p 2 msend-bu�

e� msend-bu� n= fpg

time-passage �(t)

pre status = 
rashed

_(re
v-bu� = ; ^msend-bu� = ;)

e� now := now + t

operational. On
e the host h has 
rashed, none of the input a
tions of SRM-IPbuff

h

a�e
t the

state of SRM-IPbuff

h

and none of the internal and output a
tions of SRM-IPbuff

h

, ex
ept the

time passage a
tion, are enabled. The variable seqno 2 N is a 
ounter of the number of pa
kets

transmitted by SRM-IPbuff

h

using the underlying IP multi
ast servi
e.

The set re
v-bu� is used to bu�er all pa
kets re
eived from the underlying IP multi
ast servi
e.

The set msend-bu� is used to bu�er all pa
kets to be multi
ast using the underlying IP multi
ast

servi
e.

Input A
tions

The input a
tion 
rash

h

models the 
rashing of SRM-IPbuff

h

. The e�e
ts of 
rash

h

are to set

the status variable to 
rashed, denoting that the host h has 
rashed. After the host h has 
rashed,

the SRM-IPbuff

h

automaton does not restri
t time from elapsing.

The input a
tion rm-join-a
k

h

informs the SRM-IPbuff

h

automaton that the host h has joined

the reliable multi
ast group. If the host h is operational, then the a
tion rm-join-a
k

h

re
ords

the fa
t that the host h has joined the reliable multi
ast group by setting the variable status to

member.

The input a
tion rm-leave

h

informs the SRM-IPbuff

h

automaton that the host h has left the
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reliable multi
ast group. If the host h is operational, then the a
tion rm-leave

h

reinitializes all the

variables of SRM-IPbuff

h

ex
ept the variables now and seqno.

The input a
tion mre
v

h

(p) models the re
eption of the pa
ket p from the underlying IP multi
ast

servi
e. If the host h is a member of the reliable multi
ast group, then the mre
v

h

(p) a
tion adds

the pa
ket p to the re
v-bu� bu�er. Thus, the 
ontents of the pa
ket p may subsequently be

pro
essed by the reliable multi
ast servi
e and, when appropriate, delivered to the 
lient.

The input a
tion re
-msend

h

(p) is performed by the re
overy 
omponent so as to transmit the

pa
ket p using the underlying IP multi
ast servi
e. If the host h is a member of the reliable

multi
ast group, then SRM-IPbuff

h

en
apsulates h, seqno, and p into a pa
ket pkt , bu�ers pkt

in msend-bu� for transmission using the underlying IP multi
ast servi
e, and in
rements seqno.

In e�e
t, the en
apsulation of p annotates it with the host h and the value of seqno. Sin
e the

variable seqno is persistent a
ross host joins and leaves, pa
kets transmitted by the SRM-IPbuff

h

automata, for h 2 H, are unique.

Output A
tions

The output a
tion pro
ess-pkt

h

(p) models the pro
essing of the pa
ket p by the reporting and

re
overy 
omponents. It is enabled when the host h is a member of the reliable multi
ast group

and there is a pa
ket pkt in the re
v-bu� bu�er, su
h that strip(pkt) = p. Its e�e
ts are to remove

the element pkt from the re
v-bu� bu�er.

The output a
tion msend

h

(p) models the transmission of the pa
ket p using the underlying IP

multi
ast servi
e. It is enabled when the host h is a member of the group and the pa
ket p is in

the msend-bu� bu�er. Its e�e
ts are to remove the pa
ket p from the msend-bu� bu�er.

Time Passage

The a
tion �(t) models the passage of t time units. Time is prevented from elapsing while the host

h is operational and either of the bu�ers re
v-bu� and msend-bu� is non-empty. The e�e
ts of the

�(t) a
tion are to in
rement the variable now by t time units.

4.3.4 The Re
overy Component | SRM-re


h

The SRM-re


h

timed I/O automaton spe
i�es the re
overy 
omponent of the reliable multi
ast

servi
e. Figure 4.9 presents the signature of SRM-re


h

, that is, its parameters, and a
tions.

Figure 4.10 presents the variables of SRM-re


h

. Figures 4.11, 4.12, and 4.13 present the dis
rete

transitions of SRM-re


h

. In order to provide the appropriate 
ontext, the des
ription of ea
h of

the parameters of SRM-re


h

is deferred to appropriate pla
es within the des
ription of its variables

and a
tions.

Variables

The variable now 2 R

�0

denotes the time that has elapsed sin
e the beginning of an exe
ution

of SRM-re


h

. The variable status 
aptures the status of the host h. It evaluates to one of

the following: idle, member, and 
rashed. While the host h has not 
rashed, we say that it is

operational. The variable rep-deadline 2 R

�0

[ ? denotes the point in time at whi
h the next

session pa
ket is s
heduled for transmission. When unde�ned, the variable rep-deadline is equal to

?.

52



Figure 4.9 The SRM-re


h

Automaton | Signature

Parameters:

h 2 H;C

1

; C

2

; C

3

; D

1

; D

2

;D

3

2 R

�0

; DFLT-DIST 2 R

�0

; SESS-PERIOD 2 R

+

A
tions:

input


rash

h

rm-join-a
k

h

rm-leave

h

rm-send

h

(p), for p 2 P

RM-Client

pro
ess-pkt

h

(p), for p 2 P

SRM

internal

s
hdl-rqst

h

(s; i), for s 2 H; i 2 N

send-sess

h

send-rqst

h

(s; i), for s 2 H; i 2 N

send-repl

h

(s; i), for s 2 H; i 2 N

output

rm-re
v

h

(p), for p 2 P

RM-Client

re
-msend

h

(p), for p 2 P

SRM

time-passage

�(t), for t 2 R

�0

The variable dist-rprt (h

0

) 2 R

�0

� R

�0

[ ?, for ea
h h

0

2 H;h

0

6= h, re
ords the transmission and

the re
eption times of the most re
ent session pa
ket of h

0

to be re
eived by the host h. That is,

for ea
h h

0

2 H, the variable dist-rprt (h

0

) is a tuple of the form ht

sent

; t

r
vd

i, where t

sent

is the

transmission time of the most re
ent session pa
ket of h

0

re
eived by h and t

r
vd

is the time at

whi
h h re
eived this session pa
ket. If the host h has not re
eived a session pa
ket from the host

h

0

sin
e joining the reliable multi
ast group, then the variable dist-rprt (h

0

) is unde�ned; that is,

dist-rprt(h

0

) =?.

The variable dist(h

0

) 2 R

�0

�R

�0

, for ea
h h

0

2 H;h

0

6= h, re
ords the most up-to-date estimate of

the distan
e from h to the host h

0

. Su
h distan
e estimates are ordered by the transmission time of

the session pa
ket of h that initiated their 
al
ulation; that is, a distan
e estimate 
al
ulated as a

result of the transmission of a more re
ent session pa
ket of h is 
onsidered more up-to-date. If two


al
ulations are initiated by the same session pa
ket of h, then the later 
al
ulation is 
onsidered

more up-to-date. Thus, for ea
h h

0

2 H, the variable dist(h

0

) is a tuple of the form ht

rprt

; t

dist

i,

where t

rprt

is the transmission time of the session pa
ket of h that initiated the 
al
ulation of the

parti
ular distan
e estimate and t

dist

is the distan
e estimate obtained as a result of the parti
ular


al
ulation. The variables dist(h

0

), for h

0

2 H;h

0

6= h, are initialized to h0; DFLT-DISTi, where

DFLT-DIST is the default inter-host distan
e estimate parameter of SRM-re


h

.

Ea
h of the min-seqno(h

0

) 2 N and max-seqno(h

0

) 2 N variables, for h

0

2 H, denotes the minimum

and maximum ADU sequen
e numbers observed to have been transmitted by the host h

0

. The

variable ar
hived-pkts � P

RM-Client

� R

�0

is 
omprised of pairs involving the ADUs that have

either been sent by or bu�ered for delivery to the 
lient at h and the �rst point in time at

whi
h ea
h ADU has either been sent by or bu�ered for delivery to the 
lient at h. The variable

to-be-requested? � H �N denotes the set of ADU pa
kets that have been identi�ed as missing and

for whi
h a request has yet to be s
heduled. The elements of to-be-requested? are tuples of the form

hs; ii, with s 2 H and i 2 N denoting the sour
e s and the sequen
e number i of the missing ADU.

The set pending-rqsts � Pending-Rqsts is 
omprised of tuples that 
orrespond to pa
kets for whi
h

a request is pending; that is, a request for the parti
ular pa
ket has re
ently either been sent or

re
eived and a reply is being awaited. The tuples of pending-rqsts are of the form hs; i; ti, with

s 2 H; i 2 N ; t 2 R

�0

; s and i represent the sour
e and sequen
e number of the pa
ket whose

request is pending and t represents the ba
k-o� abstinen
e deadline; that is, the time before whi
h

the request timeout timer for the given pa
ket may not be ba
ked o�. A pending request expires

when time elapses past its ba
k-o� abstinen
e timeout. Prior to its expiration, a pending request

is said to be a
tive.

The set s
heduled-rqsts � S
heduled-Rqsts is 
omprised of tuples that 
orrespond to pa
kets for

whi
h a request has been s
heduled and is awaiting transmission. The tuples of s
heduled-rqsts are
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of the form hs; i; t; ki, with s 2 H; i 2 N ; t 2 R

�0

; k 2 N ; s and i 
orrespond to the sour
e and

sequen
e number of the pa
ket to be requested, t is the time for whi
h the request is s
heduled

for transmission, and k is the number of times a request for the given pa
ket has already been

s
heduled.

The set pending-repls � Pending-Repls is 
omprised of tuples that 
orrespond to pa
kets for whi
h

a reply has re
ently been either sent or re
eived. The tuples of pending-repls are of the form hs; i; ti,

with s 2 H; i 2 N ; t 2 R

�0

; s and i 
orrespond to the sour
e and sequen
e number of the pa
ket for

whi
h a reply has already been either sent or re
eived and t is the abstinen
e timeout of the reply;

that is, a deadline before whi
h replies for the given pa
ket may not be s
heduled by the host h.

A pending reply expires when time elapses past its abstinen
e timeout. Prior to its expiration, a

pending reply is said to be a
tive.

The set s
heduled-repls � S
heduled-Repls is 
omprised of tuples that 
orrespond to pa
kets for

whi
h a reply has been s
heduled and is awaiting transmission. The tuples 
omprising the set

s
heduled-repls are of the form hs; i; t; ri, with s; r 2 H; i 2 N ; t 2 R

�0

; s and i 
orrespond to the

sour
e and sequen
e number of the pa
ket to be retransmitted, t is the time for whi
h the reply is

s
heduled for transmission, and r is the host whose request indu
ed the s
heduling of the parti
ular

reply.

The set to-be-delivered � P

RM-Client

is used to bu�er the pa
kets that are to be subsequently

delivered to the 
lient. The set msend-bu� � P

SRM

is used to bu�er the pa
kets that are to

be subsequently multi
ast using the underlying IP multi
ast servi
e; that is, it 
ontains the data

pa
kets of the 
lient and the requests and replies of the re
overy 
omponent to be transmitted by

the host h.

Derived Variables

The derived variable dist? (h

0

) 2 R

�0

, for h

0

2 H;h

0

6= h, is h's 
urrent distan
e estimate to the

host h

0

.

The derived variable dist-rprt re
ords the transmission and the re
eption times of the most re
ent

session pa
ket of all other hosts. It is a set of tuples of the form hh

0

; t

s

; t

r

i, for h

0

2 H;h

0

6= h and

t

s

; t

r

2 R

�0

, su
h that dist-rprt(h

0

) 6=? and ht

s

; t

r

i = dist-rprt (h

0

). In e�e
t, dist-rprt summarizes

the information re
orded by the dist-rprt(h

0

) variables, for all h

0

2 H;h

0

6= h.

The derived variable max-seqno re
ords the transmission progress of all other hosts. max-seqno

is the set of tuples of the form hh

0

;max-seqno(h

0

)i, for h

0

2 H;h

0

6= h, and max-seqno(h

0

) 6=?.

In e�e
t, max-seqno summarizes the information re
orded by the max-seqno(h

0

) variables, for all

h

0

2 H;h

0

6= h.

The derived variable proper? (h

0

), for h

0

2 H, is the set 
omprised of the identi�ers of the pa
kets

from h

0

whose sequen
e numbers are no less than min-seqno(h

0

). The derived variable window? (h

0

),

for h

0

2 H, is the set 
omprised of the identi�ers of the pa
kets from h

0

whose sequen
e numbers

are no less than min-seqno(h

0

) and no greater than max-seqno(h

0

).

The derived variable ar
hived-pkts? � H � N identi�es all the pa
kets for whi
h there is a


orresponding tuple in the set ar
hived-pkts . The derived variable ar
hived-pkts? (h

0

) � H � N ,

for h

0

2 H, identi�es all the pa
kets from h

0

for whi
h there is a 
orresponding tuple in the set

ar
hived-pkts .

The derived variable to-be-requested? (h

0

) � H � N , for h

0

2 H, identi�es all the pa
kets from h

0

that are in the set to-be-requested? . The derived variable to-be-delivered? � H � N identi�es all

the pa
kets for whi
h there is a 
orresponding tuple in the set to-be-delivered . The derived variable
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Figure 4.10 The SRM-re


h

Automaton | Variables

Variables:

now 2 R

�0

, initially now = 0

status 2 SRM-Status, initially status = idle

rep-deadline 2 R

�0

[ ?, initially rep-deadline =?

dist-rprt(h

0

) 2 R

�0

� R

�0

[ ?, for all h

0

2 H;h

0

6= h, initially dist-rprt(h

0

) =?

dist(h

0

) 2 R

�0

� R

�0

, for all h

0

2 H;h

0

6= h, initially dist(h

0

) = h0; DFLT-DISTi

min-seqno(h

0

) 2 N [ ?, for all h

0

2 H, initially min-seqno(h

0

) =?, for all h

0

2 H

max-seqno(h

0

) 2 N [ ?, for all h

0

2 H, initially max-seqno(h

0

) =?, for all h

0

2 H

ar
hived-pkts � P

RM-Client

� R

�0

, initially ar
hived-pkts = ;

to-be-requested? � H � N, initially to-be-requested? = ;

pending-rqsts � Pending-Rqsts, initially pending-rqsts = ;

s
heduled-rqsts � S
heduled-Rqsts , initially s
heduled-rqsts = ;

pending-repls � Pending-Repls, initially pending-repls = ;

s
heduled-repls � S
heduled-Repls , initially s
heduled-repls = ;

to-be-delivered � P

RM-Client

, initially to-be-delivered = ;

msend-bu� � P

SRM

, initially msend-bu� = ;

Derived Variables:

dist? (h

0

) = d, for d 2 R

�0

, su
h that dist(h

0

) = ht; di, for some t 2 R

�0

, for all h

0

2 H

dist-rprt = [

h

0

2H;h

0

6=h;dist-rprt(h

0

) 6=?

fhh

0

; t

sent

; t

r
vd

i j dist-rprt(h

0

) = ht

sent

; t

r
vd

ig

max-seqno = [

h

0

2H;h

0

6=h;max-seqno(h

0

) 6=?

fhh

0

;max-seqno(h

0

)ig

for all h

0

2 H, proper? (h

0

) =

(

; if min-seqno(h

0

) =?

fhs; ii 2 H � N j s = h

0

;min-seqno(h

0

) � ig otherwise

for all h

0

2 H, window? (h

0

) =

(

; if min-seqno(h

0

) =?

fhs; ii 2 H � N j s = h

0

;min-seqno(h

0

) � i � max-seqno(h

0

)g otherwise

ar
hived-pkts? = fhs; ii 2 H � N j 9 p 2 P

RM-Client

; t 2 R

�0

: hp; ti 2 ar
hived-pkts ^ id(p) = hs; iig

ar
hived-pkts? (h

0

) = fhs; ii 2 ar
hived-pkts? j s = h

0

g, for all h

0

2 H

to-be-requested? (h

0

) = fhs; ii 2 to-be-requested? j s = h

0

g, for all h

0

2 H

to-be-delivered? = fhs; ii 2 H � N j 9 p 2 to-be-delivered : hs; ii = id(p)g

to-be-delivered? (h

0

) = fhs; ii 2 to-be-delivered? j s = h

0

g, for all h

0

2 H

s
heduled-rqsts? = fhs; ii 2 H � N j 9 t 2 R

�0

; k 2 N : hs; i; t; ki 2 s
heduled-rqstsg

s
heduled-rqsts? (h

0

) = fhs; ii 2 s
heduled-rqsts? j s = h

0

g, for all h

0

2 H

s
heduled-repls? = fhs; ii 2 H � N j 9 t 2 R

�0

; q 2 H : hs; i; t; qi 2 s
heduled-replsg

s
heduled-repls? (h

0

) = fhs; ii 2 s
heduled-repls? j s = h

0

g, for all h

0

2 H

pending-rqsts? = fhs; ii 2 H � N j 9 t 2 R

�0

: now � t ^ hs; i; ti 2 pending-rqstsg

pending-repls? = fhs; ii 2 H � N j 9 t 2 R

�0

: now � t ^ hs; i; ti 2 pending-replsg

to-be-delivered? (h

0

) � H � N , for h

0

2 H, identi�es all the pa
kets from h

0

that are in the set

to-be-delivered? .

The derived variable s
heduled-rqsts? � H � N identi�es all the pa
kets for whi
h there

is a 
orresponding s
heduled request tuple in the set s
heduled-rqsts . The derived variable

s
heduled-rqsts? (h

0

) � H � N , for h

0

2 H, identi�es all the pa
kets from h

0

whose identi�ers

are in the set s
heduled-rqsts? . The derived variable s
heduled-repls? � H � N identi�es all the

pa
kets for whi
h there is a 
orresponding s
heduled reply tuple in the set s
heduled-repls .

The derived variable pending-rqsts? � H � N identi�es all the pa
kets for whi
h there is an a
tive

pending request; that is, there is a 
orresponding tuple in the set pending-rqsts whose ba
k-o�

abstinen
e timeout has not yet expired. The derived variable pending-repls? � H � N identi�es all

the pa
kets for whi
h there is an a
tive pending reply; that is, there is a 
orresponding tuple in the

set pending-repls whose abstinen
e timeout has not yet expired.

Input A
tions

The input a
tion 
rash

h

models the 
rashing of the host h. The e�e
ts of 
rash

h

are to set the

status variable to 
rashed. On
e the host h has 
rashed, none of the input a
tions of SRM-re


h

a�e
t its state, none of the internal and output a
tions of SRM-re


h

are enabled, and time is not

restri
ted from elapsing.
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The input a
tion rm-join-a
k

h

informs the SRM-re


h

automaton that the host h has joined the

reliable multi
ast group. If the host h is operational, then the rm-join-a
k

h

a
tion re
ords the

fa
t that the host h has joined the reliable multi
ast group by setting the variable status to member.

Subsequently, SRM-re


h

may transmit, pro
ess, and deliver pa
kets. Moreover, the rm-join-a
k

h

a
tion s
hedules the transmission of a session pa
ket no later than SESS-PERIOD time units in the

future by setting the rep-deadline variable to a value that is uniformly 
hosen within the interval

now + (0; SESS-PERIOD℄. The parameter SESS-PERIOD spe
i�es the period with whi
h SRM-re


h

transmits session pa
kets.

The input a
tion rm-leave

h

informs the SRM-re


h

automaton that the host h has left the reliable

multi
ast group. If the host h is operational, then the a
tion rm-leave

h

reinitializes all the variables

of SRM-re


h

ex
ept the variable now . Subsequently, SRM-re


h

automaton 
eases transmitting,

pro
essing, and delivering pa
kets, ex
hanging session pa
kets, and s
heduling pa
ket requests and

replies.

The input a
tion rm-send

h

(p) models the transmission of the pa
ket p by the 
lient at h using

the reliable multi
ast servi
e. rm-send

h

(p) is e�e
tive only when the host h is a member of the

reliable multi
ast group and the host h is the sour
e of the pa
ket p. If p is the �rst pa
ket

to be transmitted by the 
lient sin
e it last joined the reliable multi
ast group, the rm-send

h

(p)

a
tion sets the min-seqno(h) variable to the sequen
e number of p. Otherwise, SRM-re


h

ensures

that p 
orresponds to the next pa
ket awaited; that is, the pa
ket whose sequen
e number is one

larger than the sequen
e number of the latest pa
ket transmitted by h. If so, SRM-re


h

updates

max-seqno(h), ar
hives p, and generates a DATA pa
ket to subsequently be transmitted to the other

members of the reliable multi
ast group through the underlying IP multi
ast servi
e. The operation


omp-data-pkt (p) 
omposes a DATA pa
ket 
orresponding to the 
lient pa
ket p.

The input a
tion pro
ess-pkt

h

(p) models the pro
essing of the pa
ket p by SRM-re


h

. The

pa
ket p is pro
essed only when the host h is a member of the reliable multi
ast group. We pro
eed

by des
ribing the e�e
ts of pro
ess-pkt

h

(p) depending on the type of the pa
ket p. When p is

either a DATA, RQST, or REPL pa
ket, we let s

p

2 H and i

p

2 N denote the sour
e and the sequen
e

number pertaining to the pa
ket p.

First, 
onsider the 
ase where p is a DATA pa
ket. If h is not the sour
e of p and p is the �rst

pa
ket from s

p

to be re
eived by h, then the variables min-seqno(s

p

) and max-seqno(s

p

) are set

to i

p

. Following this initial assignment of min-seqno(s

p

) to i

p

, all DATA, RQST, and REPL pa
kets

pertaining to ADUs from s

p

with sequen
e numbers less than i

p

are 
onsidered improper and are

dis
arded. Conversely, all DATA, RQST, and REPL pa
kets pertaining to ADUs from s

p

with sequen
e

numbers equal to or greater than i

p

are 
onsidered proper and are pro
essed.

The pro
essing of pa
ket p pro
eeds only while it is 
onsidered a proper pa
ket. Unless either h

is the sour
e of p or p is already ar
hived, p is ar
hived by adding the tuple fhstrip(p);now ig to

ar
hived-pkts . Unless h is the sour
e of p, the ADU 
ontained in p is bu�ered in to-be-delivered so

that it may subsequently be delivered to the 
lient. Thus, the reliable multi
ast pro
ess does not

deliver pa
kets sent by a 
lient to itself. Moreover, the reliable multi
ast servi
e may also deliver

the same ADU to the 
lient multiple times. The identi�er of the ADU pertaining to p is removed

from the to-be-requested? set and any s
heduled requests and replies for the ADU pertaining to p

are 
an
eled. Finally, unless h is the sour
e of p, SRM-re


h

adds any trailing missing pa
kets to

the set to-be-requested? , so that a request for ea
h of them may subsequently be s
heduled.

Se
ond, 
onsider the 
ase where p is a RQST pa
ket. On
e again, p is pro
essed only if it pertains

to a proper ADU. If p pertains to an ADU that has been ar
hived and for whi
h a reply is neither

s
heduled, nor pending, then SRM-re


h

s
hedules a retransmission of the requested ADU. This

retransmission is s
heduled for a point it time in the future that is 
hosen uniformly within the

interval now+[D

1

d

repl

; (D

1

+D

2

)d

repl

℄, with d

repl

= dist? (sender (p)). If p pertains to an ADU that
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Figure 4.11 The SRM-re


h

Automaton | Dis
rete Transitions

input 
rash

h

e� status := 
rashed

input rm-join-a
k

h

e� if status 6= 
rashed then

status := member

rep-deadline :2 now + (0; SESS-PERIOD℄

input rm-leave

h

e� if status 6= 
rashed then

Reinitialize all variables ex
ept now .

input rm-send

h

(p)

e� if status = member ^ h = sour
e(p) then

hs

p

; i

p

i = id(p)

nn Re
ord foremost DATA pa
ket

if min-seqno(s

p

) =? then min-seqno(s

p

) := i

p

nn Only 
onsider next pa
ket

if max-seqno(s

p

) =?

_i

p

= max-seqno(s

p

) + 1

then

max-seqno(s

p

) := i

p

nn Ar
hive pa
ket

ar
hived-pkts [= fhp;nowig

nn Compose data pa
ket

msend-bu� [= f
omp-data-pkt(p)g

output rm-re
v

h

(p)

pre status = member ^ p 2 to-be-delivered

^(� p

0

2 to-be-delivered :

sour
e(p

0

) = sour
e(p) ^ seqno(p

0

) < seqno(p))

e� to-be-delivered n= fpg

output re
-msend

h

(p)

pre status = member ^ p 2 msend-bu�

e� msend-bu� n= fpg

internal s
hdl-rqst

h

(s; i)

pre status = member ^ hs; ii 2 to-be-requested?

e� nn S
hedule new request

k

r

:= 1; d

r

:= dist? (s)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+ C

2

)d

r

℄

s
heduled-rqsts [= fhs; i; t

r

; k

r

ig

nn Pkt request has been s
heduled

to-be-requested? n= fhs; iig

internal send-sess

h

pre status = member ^ now = rep-deadline

e� nn Compose session pa
ket

msend-bu� [=

f
omp-sess-pkt(h;now ; dist-rprt ;max-seqno)g

nn Reset session pa
ket deadline

rep-deadline := now + SESS-PERIOD

internal send-rqst

h

(s; i)


hoose t 2 R

�0

; k 2 N

pre status = member

^t = now ^ hs; i; t; ki 2 s
heduled-rqsts

e� nn Compose request pa
ket

msend-bu� [= f
omp-rqst-pkt(s; i; h)g

nn Ba
k-off s
heduled request

s
heduled-rqsts n= fhs; i; t; kig

k

r

:= k + 1; d

r

:= dist? (s)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+C

2

)d

r

℄

s
heduled-rqsts [= fhs; i; t

r

; k

r

ig

nn A request be
omes pending

pending-rqsts n= fhs; i; t

�

i j t

�

2 R

�0

g

t

r

:= now + 2

k

r

�1

C

3

d

r

pending-rqsts [= fhs; i; t

r

ig

internal send-repl

h

(s; i)


hoose t 2 R

�0

; q 2 H

pre status = member

^t = now ^ hs; i; t; qi 2 s
heduled-repls

e� nn Compose reply pa
ket


hoose p 2 P

RM-Client

; t 2 R

�0

where hp; ti 2 ar
hived-pkts ^ id(p) = hs; ii

msend-bu� [= f
omp-repl-pkt(p; q; h)g

nn A reply be
omes pending

pending-repls n= fhs; i; t

�

i j t

�

2 R

�0

g

t

repl

:= now +D

3

dist?(r)

pending-repls [= f




s; i; t

repl

�

g

nn Can
el s
heduled reply

s
heduled-repls n= fhs; i; t; qig

time-passage �(t)

pre status = 
rashed

_(to-be-requested? = ; ^ to-be-delivered = ;

^msend-bu� = ;

^(rep-deadline =? _now + t � rep-deadline)

^ no requests s
heduled earlier than now + t

^ no replies s
heduled earlier than now + t )

e� now := now + t

has not been ar
hived, then the e�e
ts of pro
ess-pkt

h

(p) depend on whether there is a request for

the given ADU already s
heduled. If h is not the sour
e of p and there is no request for the ADU of

p already s
heduled, then a request for the given ADU is s
heduled. This request is s
heduled for a

point it time in the future that is 
hosen uniformly within the interval now +2[C

1

d

r

; (C

1

+C

2

)d

r

℄,

with d

r

= dist? (s

p

); that is, the request is s
heduled as if a �rst round request is being ba
ked

o�. If h is not the sour
e of p, there is a request for the ADU of p already s
heduled and there,

are there are no pending requests for the ADU of p still a
tive, then the request for the ADU of

p that is already s
heduled is exponentially ba
ked o�. When either a new request is s
heduled

or an existing request is ba
ked-o�, a request for the given ADU be
omes pending with a ba
k-o�

abstinen
e timeout equal to now + 2

k�1

C

3

d

r

, where k is the round of the res
heduled request and

d

r

= dist? (s

p

). Finally, unless h is the sour
e of p, SRM-re


h

adds any trailing missing pa
kets

to the set to-be-requested? , so that a request for ea
h of them may subsequently be s
heduled.

Third, 
onsider the 
ase where p is a REPL pa
ket. The pro
essing of a a REPL pa
ket is similar to
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Figure 4.12 The SRM-re


h

Automaton | Dis
rete Transitions (Cnt'd)

input pro
ess-pkt

h

(p)

where type(p) = DATA

e� if status = member then

hs

p

; i

p

i = id(p)

nn Re
ord foremost DATA pa
ket

if h 6= s

p

^min-seqno(s

p

) =? then

min-seqno(s

p

) := i

p

; max-seqno(s

p

) := i

p

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn Ar
hive and deliver pa
ket

if h 6= s

p

^ hs

p

; i

p

i 62 ar
hived-pkts? then

ar
hived-pkts [= fhstrip(p);nowig

if h 6= s

p

then to-be-delivered [= fstrip(p)g

nn Pkt need not be requested

to-be-requested? n= fhs

p

; i

p

ig

nn Can
el any s
heduled requests and replies

s
heduled-rqsts n= fhs

p

; i

p

; t; ki j t 2 R

�0

; k 2 Ng

s
heduled-repls n=fhs

p

; i

p

; t; qi j t 2 R

�0

; q 2 Hg

nn Can
el any pending requests

pending-rqsts n= fhs

p

; i

p

; ti j t 2 R

�0

g

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = SESS

e� if status = member then

s

p

:= sender(p)

if dist-rprt(s

p

) =? then

dist-rprt(s

p

) := htime-sent(p);nowi

else

ht

sent

; t

r
vd

i := dist-rprt(s

p

)

if t

sent

� time-sent(p) then

dist-rprt(s

p

) := htime-sent(p);nowi

if h 2 dist-rprt?(p) then




t

sent

; t

delayed

�

:= dist-rprt(p; h)

ht

rprt

; t

dist

i := dist(s

p

)

if t

rprt

� t

sent

then

t

0

dist

:= (now � t

delayed

� t

sent

)=2

dist(s

p

) :=




t

sent

; t

0

dist

�

forea
h hh

00

; i

00

i 2 seqno-rprts(p) do:

if min-seqno(h

00

) 6=? then

nn Dis
over any trailing missing pa
kets

if h 6= h

00

^max-seqno(h

00

) < i

00

then

to-be-requested? [=

fhh

00

; ii j i 2 N;max-seqno(h

00

) < i < i

00

g

max-seqno(h

00

) := i

00

that of a DATA pa
ket. The di�eren
es are that p is pro
essed only if it pertains to a proper ADU

and that in addition to the e�e
ts of pro
essing a DATA pa
ket, a reply for the given ADU be
omes

pending. While this pending reply is a
tive, SRM-re


h

does not s
hedule replies for the ADU

pertaining to p.

Finally, 
onsider the 
ase where p is a SESS pa
ket. Let s

p

denote the sender of p. If p is either the

�rst or the most re
ent session pa
ket of s

p

to be re
eived by h, then SRM-re


h

sets the variable

dist-rprt(s

p

) to htime-sent(p);now i. Thus, SRM-re


h

re
ords the re
eption of a more re
ent

session pa
ket from the host s

p

. Moreover, if p is distan
e reporting for h and the session pa
ket

that initiated this report is at least as re
ent as the session pa
ket that initiated the 
al
ulation

of the 
urrent distan
e estimate to s

p

, then a new distan
e estimate to s

p

is 
al
ulated. If the


al
ulation of the 
urrent distan
e estimate was initiated by the same session pa
ket as the new


al
ulation, then the new distan
e estimate is 
onsidered more re
ent sin
e the laten
y observed

from s

p

to h is more re
ent. SRM-re


h

re
ords the new distan
e estimate to s

p

by appropriately

setting the tuple dist(s

p

).

SRM-re


h

goes through the transmission state reports 
ontained in p to determine whether s

p

has

observed further progress in the transmission of any of the sour
es; that is, whether s

p

has observed

the transmission of later ADU pa
kets by any of the sour
es. For ea
h state report indi
ating further

transmission progress, SRM-re


h

adds the trailing missing pa
kets to the set to-be-requested? , so

that a request for ea
h of them may subsequently be s
heduled, and updates the 
orresponding

max-seqno variable.

Output A
tions

Ea
h output a
tion rm-re
v

h

(p), for p 2 P

RM-Client

, models the delivery of the pa
ket p to the


lient. It is enabled when the host h is a member of the reliable multi
ast group and the pa
ket

p is the pa
ket in the to-be-delivered bu�er with the smallest sequen
e number. This ordering


onstraint ensures that the foremost pa
ket from ea
h sour
e is delivered to the 
lient prior to
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Figure 4.13 The SRM-re


h

Automaton | Dis
rete Transitions (Cnt'd)

input pro
ess-pkt

h

(p)

where type(p) = RQST

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

if hs

p

; i

p

i 2 ar
hived-pkts? then

if hs

p

; i

p

i 62 s
heduled-repls?

^hs

p

; i

p

i 62 pending-repls?

then

nn S
hedule a new reply

q := sender(p)

d

repl

:= dist? (q)

t

repl

:2 now + [D

1

d

repl

; (D

1

+D

2

)d

repl

℄

s
heduled-repls [= f




s

p

; i

p

; t

repl

; q

�

g

else

if h 6= s

p

then

if hs

p

; i

p

i 62 s
heduled-rqsts? then

nn S
hedule a ba
ked-off request

k

r

:= 2; d

r

:= dist?(s

p

)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+C

2

)d

r

℄

s
heduled-rqsts [= fhs

p

; i

p

; t

r

; k

r

ig

nn Pkt request has been s
heduled

to-be-requested? n= fhs

p

; i

p

ig

nn A request be
omes pending

pending-rqsts n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

r

:= now + 2

k

r

�1

C

3

d

r

pending-rqsts [= fhs

p

; i

p

; t

r

ig

else

if hs

p

; i

p

i 62 pending-rqsts? then

nn Ba
koff s
heduled request


hoose t 2 R

�0

; k 2 N

where hs

p

; i

p

; t; ki 2 s
heduled-rqsts

s
heduled-rqsts n= fhs

p

; i

p

; t; kig

k

r

:= k + 1; d

r

:= dist?(s

p

)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+ C

2

)d

r

℄

s
heduled-rqsts [= fhs

p

; i

p

; t

r

; k

r

ig

nn A request be
omes pending

pending-rqsts n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

r

:= now + 2

k

r

�1

C

3

d

r

pending-rqsts [= fhs

p

; i

p

; t

r

ig

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = REPL

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn A reply be
omes pending

pending-repls n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

repl

:= now +D

3

dist?(requestor (p))

pending-repls [= f




s

p

; i

p

; t

repl

�

g

nn Ar
hive and deliver pa
ket

if h 6= s

p

^ hs

p

; i

p

i 62 ar
hived-pkts? then

ar
hived-pkts [= fhstrip(p);nowig

if h 6= s

p

then to-be-delivered [= fstrip(p)g

nn Pkt need not be requested

to-be-requested? n= fhs

p

; i

p

ig

nn Can
el any s
heduled requests and replies

s
heduled-rqsts n= fhs

p

; i

p

; t; ki j t 2 R

�0

; k 2 Ng

s
heduled-repls n=fhs

p

; i

p

; t; qi j t 2 R

�0

; q 2 Hg

nn Can
el any pending requests

pending-rqsts n= fhs

p

; i

p

; ti j t 2 R

�0

g

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

any other pa
kets from the parti
ular sour
e. Its e�e
ts are to remove the pa
ket p from the

rm-re
v-bu� bu�er.

Ea
h output a
tion re
-msend

h

(p), for p 2 P

SRM

, hands o� the pa
ket p from SRM-re


h

to

SRM-IPbuff

h

so that it may subsequently be multi
ast by SRM-IPbuff

h

using the underlying

IP multi
ast servi
e. The pre
ondition of the re
-msend

h

(p) a
tion is that the host h is a member

of the reliable multi
ast group and p is in the msend-bu� bu�er. Its e�e
ts are to remove p from

the msend-bu� bu�er.

Internal A
tions

Ea
h internal a
tion s
hdl-rqst

h

(s; i), for s 2 H; s 6= h; i 2 N , s
hedules a request for the pa
ket

hs; ii. The pre
ondition of the s
hdl-rqst

h

(s; i) a
tion is that the host h is a member of the

reliable multi
ast group and the tuple hs; ii is in the set to-be-requested? . The e�e
ts of the
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s
hdl-rqst

h

(s; i) a
tion are to s
hedule a new request for a point in time in the future that is


hosen uniformly within the interval now + [C

1

d

r

; (C

1

+C

2

)d

r

℄, with d

r

= dist? (s), and to remove

the tuple hs; ii from the set to-be-requested? .

The internal a
tion send-sess

h

models the expiration of the session pa
ket transmission timeout.

The pre
ondition of send-sess

h

is that the host h is a member of the reliable multi
ast group

and that the transmission time of the next session pa
ket has arrived; that is, status = member

and now = rep-deadline . send-sess

h


omposes a session pa
ket and adds it to the bu�er

msend-bu� . The operation 
omp-sess-pkt(h;now ; dist-rprt ;max-seqno) 
omposes a SESS pa
ket

from h. Moreover, send-sess

h

s
hedules the transmission of the next session pa
ket for a point

in time that is SESS-PERIOD time units in the future by reseting the variable rep-deadline to the

value now + SESS-PERIOD.

Ea
h internal a
tion send-rqst

h

(s; i), for s 2 H; i 2 N , models the expiration of the transmission

timeout of a s
heduled request for the pa
ket hs; ii. The pre
ondition of send-rqst

h

(s; i) is

that the host h is a member of the reliable multi
ast group and a previously s
heduled request

for the pa
ket hs; ii has expired; that is, there is a tuple hs; i; t; ki in s
heduled-rqsts su
h that

t = now . Let the tuple hs; i; t; ki be the element of s
heduled-rqsts 
orresponding to the pa
ket

hs; ii. send-rqst

h

(s; i) 
omposes a request pa
ket and adds it to the bu�er msend-bu� . The

operation 
omp-rqst-pkt(h; hs; ii) 
omposes a RQST pa
ket from h for the pa
ket hs; ii.

Moreover, the request hs; i; t; ki is ba
ked o� and a request for the given ADU be
omes pending.

The timeout timer of the res
heduled request is set to a point it time in the future that is 
hosen

uniformly within the interval now + 2

k

r

�1

[C

1

d

r

; (C

1

+ C

2

)d

r

℄ and the ba
k-o� abstinen
e timeout

of the pending request is set to now + 2

k

r

�1

C

3

d

r

, with k

r

= k + 1 and d

r

= dist? (s).

Ea
h internal a
tion send-repl

h

(s; i), for s 2 H; i 2 N , models the expiration of the transmission

timeout of a s
heduled reply for the pa
ket hs; ii. The pre
ondition of send-repl

h

(s; i) is that the

host h is a member of the reliable multi
ast group and a previously s
heduled reply for the pa
ket

hs; ii has expired; that is, there is a tuple hs; i; t; ri in s
heduled-repls su
h that t = now . Let the

tuple hs; i; t; ri be the element of s
heduled-repls 
orresponding to the pa
ket hs; ii. send-repl

h

(s; i)


omposes a reply pa
ket and adds it to the bu�er msend-bu� . The operation 
omp-repl-pkt (h; r; p)


omposes a REPL pa
ket from h for the pa
ket p. This reply is annotated with the host r that

indu
ed the parti
ular reply for p.

Moreover, the tuple 
orresponding to hs; ii is removed from the set s
heduled-repls and a tuple


orresponding to hs; ii is added to the set pending-repls . The reply abstinen
e timeout of this

pending reply is set to now +D

3

dist? (r). This pending reply prevents the s
heduling of replies for

the given ADU for D

3

dist? (r) time units.

Time Passage

The a
tion �(t) models the passage of t time units. If the host h has 
rashed, then time is allowed

to elapse. Otherwise, time is prevented from elapsing while either there are pa
kets in the delivery

and IP multi
ast transmission bu�ers or there are pa
kets whi
h have been de
lared missing but

for whi
h a request has yet to be s
heduled; that is, while either of the bu�ers to-be-delivered ,

msend-bu� , or to-be-requested? is non-empty. Furthermore, time is prevented from elapsing past

the transmission deadline of any s
heduled session, request, or reply pa
kets.

4.3.5 The IP Multi
ast Component | IPm
ast

In this se
tion, we give an abstra
t spe
i�
ation of the IP multi
ast servi
e; the IP primitive that

provides best-e�ort point to multi-point 
ommuni
ation. In order to simplify the presentation, we
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Figure 4.14 The IPm
ast Automaton | Signature

A
tions:

input


rash

h

, for h 2 H

mjoin

h

, for h 2 H

mleave

h

, for h 2 H

msend

h

(p), for h 2 H;p 2 P

IPm
ast-Client

internal

mgrbg-
oll(pkt), for pkt 2 P

IPm
ast

output

mjoin-a
k

h

, for h 2 H

mleave-a
k

h

, for h 2 H

mre
v

h

(p), for h 2 H; p 2 P

IPm
ast-Client

mdrop(p;H

d

), for p 2 P

IPm
ast-Client

;H

d

� H

time-passage

�(t), for t 2 R

�0

assume that only a single multi
ast group exists. Furthermore, we abstra
t away the spe
i�
s of

the underlying proto
ols that 
olle
tively provide the IP multi
ast servi
e. In our model, hosts

join, leave, and send data pa
kets to the IP multi
ast group by issuing join and leave requests and

by multi
asting data pa
kets, respe
tively. Following the initial servi
e model of IP multi
ast, a

host need not be a member of the IP multi
ast group to send messages addressed to the group.

However, a host must join the IP multi
ast group in order to re
eive pa
kets addressed to the IP

multi
ast group. The IP multi
ast servi
e guarantees that only hosts who are members of the IP

multi
ast group a
tually re
eive IP multi
ast pa
kets.

Figures 4.14 and 4.15 present the signature, variables, and dis
rete transitions of the the IPm
ast

timed I/O automaton; an abstra
t spe
i�
ation of the IP multi
ast servi
e.

Variables

The variable now 2 R

�0

denotes the time that has elapsed sin
e the beginning of an exe
ution

of IPm
ast. Ea
h variable status(h) 2 IPm
ast-Status , for h 2 H, denotes the IP multi
ast

membership status of the host h. The value idle indi
ates that h is idle with respe
t to the IP

multi
ast group; that is, it is neither a member, nor in the pro
ess of joining or leaving the IP

multi
ast group. The value joining indi
ates that h is in the pro
ess of joining the IP multi
ast

group; that is, the 
lient has issued a request to join the IP multi
ast group and is awaiting an

a
knowledgment of this join request from the IP multi
ast servi
e. The value leaving indi
ates

that h is in the pro
ess of leaving the IP multi
ast group; that is, the 
lient has issued a request to

leave the IP multi
ast group and is awaiting an a
knowledgment of this leave request from the IP

multi
ast servi
e. The value member indi
ates that h is a member of the IP multi
ast group. The

value 
rashed indi
ates that h has 
rashed. When the host h has 
rashed, none of the input a
tions

pertaining to h a�e
t the state of IPm
ast and none of the lo
ally 
ontrolled a
tions pertaining

to h are enabled. While the host h has not 
rashed, we say that it is operational.

The set mpkts � P

IPm
ast

is 
omprised of the tuples that tra
k the transmission progress of the

pa
kets transmitted during the parti
ular exe
ution of IPm
ast. Of 
ourse, the size of the intended

delivery set of ea
h transmission progress tuple de
reases monotoni
ally as the hosts it 
onsists of

may leave the IP multi
ast group or 
rash.

Derived Variables

The derived variable up � H is the set of hosts that are operational; that is, the set of hosts that

have not yet 
rashed. The derived variable idle � H is a set of hosts that are idle with respe
t to

the IP multi
ast group. The derived variable joining � H is a set of hosts that are in the pro
ess

of joining the IP multi
ast group. The derived variable leaving � H is a set of hosts that are in

the pro
ess of leaving the IP multi
ast group. The derived variable members � H is a set of hosts

that are members of the IP multi
ast group.
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Figure 4.15 The IPm
ast automaton | Variables and Dis
rete Transitions

Variables:

now 2 R

�0

, initially now = 0

status(h) 2 IPm
ast-Status , for all h 2 H,

initially status(h) = idle, for all h 2 H

mpkts � P

IPm
ast

, initially mpkts = ;

Derived Variables:

up = fh 2 Hjstatus(h) 6= 
rashedg

idle = fh 2 Hjstatus(h) = idleg

joining = fh 2 Hjstatus(h) = joiningg

leaving = fh 2 Hjstatus(h) = leavingg

members = fh 2 Hjstatus(h) = memberg

Dis
rete Transitions:

input 
rash

h

e� if h 2 up then

status(h) := 
rashed

forea
h pkt 2 mpkts do:

intended(pkt) n= fhg

input mjoin

h

e� if h 2 idle then

status(h) := joining

input mleave

h

e� if h 2 joining [members then

status(h) := leaving

forea
h pkt 2 mpkts do:

intended(pkt) n= fhg

input msend

h

(p)

e� if h 2 up then

mpkts [= fhp;members ; fhg; ;ig

internal mgrbg-
oll(p)


hoose pkt 2 P

IPm
ast

pre pkt 2 mpkts ^ p = strip(pkt)

^intended(pkt) � (
ompleted (pkt) [ dropped (pkt))

e� mpkts n= fpktg

output mjoin-a
k

h

pre h 2 joining

e� status(h) := member

output mleave-a
k

h

pre h 2 leaving

e� status(h) := idle

output mre
v

h

(p)


hoose pkt 2 P

IPm
ast

pre pkt 2 mpkts ^ p = strip(pkt)

^h 6= sour
e(p) ^ h 2 membersndropped (pkt)

e� 
ompleted (pkt)[= fhg

output mdrop(p;H

d

)


hoose pkt 2 P

IPm
ast

pre pkt 2 mpkts ^ p = strip(pkt)

^H

d

� membersn(
ompleted (pkt) [ dropped (pkt))

e� dropped (pkt)[= H

d

time-passage �(t)

pre None

e� now := now + t

Input A
tions

Ea
h input a
tion 
rash

h

, for h 2 H, models the 
rashing of the host h. The 
rash

h

a
tion re
ords

the fa
t that h has 
rashed by setting the status(h) variable to 
rashed. Moreover, the 
rash

h

a
tion removes the host h from the intended delivery set of any pa
ket in the set of pending pa
kets

mpkts .

The input a
tion mjoin

h

models the request of the 
lient at h to join the IP multi
ast group. The

mjoin

h

a
tion is e�e
tive only while the host is idle with respe
t to the IP multi
ast group. When

e�e
tive, the mjoin

h

a
tion sets the status(h) variable to joining so as to re
ord that the host h

has initiated the pro
ess of joining the IP multi
ast group. If the 
lient is either a member of or in

the pro
ess of joining the IP multi
ast group, then the mjoin

h

a
tion is super
uous. If the 
lient

is already in the pro
ess of leaving the group, then the mjoin

h

a
tion is dis
arded so as to allow

the pro
ess of leaving the IP multi
ast group to 
omplete.

The input a
tion mleave

h

models the request of the 
lient at h to leave the IP multi
ast group. The

mleave

h

a
tion is e�e
tive only while the host is either a member of or in the pro
ess of joining the

IP multi
ast group. When e�e
tive, the mleave

h

a
tion sets the status(h) variable to leaving so

as to re
ord that the host h has initiated the pro
ess of leaving the IP multi
ast group. Moreover,

the mleave

h

a
tion removes the host h from the intended delivery set of any pa
ket in the set of

pending pa
kets mpkts . Leave requests overrule join requests; that is, when a mleave

h

a
tion is

performed while the host h is in the pro
ess of joining the IP multi
ast group, its e�e
ts are to

abort the pro
ess of joining and to initiate the pro
ess of leaving the IP multi
ast group. If the


lient is either idle with respe
t to or already in the pro
ess of leaving the IP multi
ast group, then

the mleave

h

a
tion is super
uous.
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The input a
tion msend

h

(p) models the transmission by the 
lient at h of the pa
ket p using the IP

multi
ast servi
e. The msend

h

(p) a
tion is e�e
tive only if the 
lient is operational; re
all that a


lient need not be a member of the IP multi
ast group to multi
ast pa
kets using the IP multi
ast

servi
e. The e�e
ts of the msend

h

(p) a
tion are to add a tuple 
orresponding to the transmission

of the pa
ket p to mpkts . This tuple is initialized as follows: its intended delivery set is initialized

to the 
urrent members of the IP multi
ast group, its 
ompleted delivery set is initialized to the

host h as if the pa
ket p has already been delivered to the 
lient at the host h, and its dropped set

is initialized to the empty set.

Output A
tions

The output a
tion mjoin-a
k

h

a
knowledges the join request of the 
lient at h. The mjoin-a
k

h

a
tion is enabled only when the host is in the pro
ess of joining the IP multi
ast group. Its e�e
ts

are to set the status(h) variable to member so as to indi
ate that the 
lient at h has be
ome a

member of the IP multi
ast group.

The output a
tion mleave-a
k

h

a
knowledges the leave request of the 
lient at h. The a
tion

mleave-a
k

h

is enabled when the host is in the pro
ess of leaving the IP multi
ast group. Its

e�e
ts are to set the status(h) variable to idle so as to indi
ate that the 
lient at h has be
ome

idle with respe
t to the IP multi
ast group.

The output a
tion mre
v

h

(p) models the delivery of the pa
ket p to the 
lient at h. The mre
v

h

(p)

a
tion is enabled when there is a transmission tuple pkt in mpkts pertaining to p, the host h is not

the sour
e of p, and h is both a member of the IP multi
ast group and absent from the dropped

set of pkt . We thus presume that the IP multi
ast 
ommuni
ation servi
e does not deliver pa
kets

to their respe
tive sour
es and that pa
kets may be delivered in dupli
ate to members of the IP

multi
ast group. The e�e
ts of the mre
v

h

(p) a
tion are to add the host h to the 
ompleted delivery

set of p's transmission progress tuple pkt .

The output a
tion mdrop(p;H

d

), for any p 2 P

IPm
ast-Client

and H

d

� H, models the drop of the

pa
ket p on a link of the underlying IP multi
ast tree whose des
endants are the hosts in the set H

d

.

The mdrop(p;H

d

) a
tion is enabled when p is a pending pa
ket and H

d

is 
omprised of members

of the IP multi
ast group for whi
h the delivery of the pa
ket p has neither 
ompleted, nor failed

due to prior pa
ket drops. The mdrop(p;H

d

) a
tion adds the hosts 
omprising H

d

to the dropped

set of the transmission progress tuple pkt in mpkts pertaining to p.

Internal A
tions

The internal a
tion mgrbg-
oll(p) models the garbage 
olle
tion of the pa
ket p. A pa
ket p may

only be garbage 
olle
ted after all the hosts 
omprising its intended delivery set either re
eive the

pa
ket or su�er a loss that prevents the pa
ket from being forwarded to them. The e�e
ts of the

mgrbg-
oll(p) a
tion are to remove the transmission progress tuple pkt pertaining to p from the

set mpkts .

Time Passage

The time-passage a
tion �(t), for t 2 R

�0

, models the passage of t time units. The a
tion �(t) is

enabled at any point in time and in
rements the variable now by t time units.
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Figure 4.16 Timing Diagram of SRM's Loss Re
overy S
heme
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4.4 Analysis of SRM

In this se
tion, we show that our model of the SRM proto
ol a
tually implements our reliable

multi
ast servi
e spe
i�
ation of Chapter 3. A

ording to our model's ar
hite
ture, the SRM

model involves the SRM pro
esses at ea
h host and the underlying IP multi
ast servi
e; that is,

the automaton

Q

h2H

SRM

h

� IPm
ast. We de�ne the automaton SRM to be the 
omposition

Q

h2H

SRM

h

� IPm
ast after hiding all output a
tions that are not output a
tions of the

spe
i�
ation RM(�), for any � 2 R

�0

[ 1; that is, SRM = hide

�

(

Q

h2H

SRM

h

� IPm
ast),

with � = out(

Q

h2H

SRM

h

� IPm
ast)nout(RM(�)). SRM is parameterized by the parameters

listed in Figure 4.1.

We let SRM

I

and RM

S

(�), for any � 2 R

�0

[1, denote the implementation and the spe
i�
ation

of the reliable multi
ast servi
e ea
h 
omposed with all the 
lient automata; that is, SRM

I

=

SRM� rmClients and RM

S

(�) = RM(�)� rmClients.

We pro
eed by presenting several 
onstraints regarding the request and reply s
heduling parameters

of SRM. Then, we de�ne some history variables that fa
ilitate the proof that our model of SRM

implements the abstra
t reliable multi
ast servi
e spe
i�
ation. We de�ne a relation between the

states of the SRM proto
ol and the reliable multi
ast servi
e and prove that this relation is indeed

a timed forward simulation relation. We 
on
lude by showing that the SRM proto
ol, under 
ertain


onstraints, guarantees the eventual and time-bounded delivery guarantees de�ned in Chapter 3.

4.4.1 Request and Reply S
heduling Parameter Constraints

Figure 4.16 illustrates the behavior of SRM's pa
ket loss re
overy s
heme. In parti
ular, for any

k 2 N

+

, it depi
ts the transmission of a k-th round request by h, the s
heduling of a k+1-st round

request by h, and the s
heduling of a reply to h's k-th round request by a host h

0

. t

h

is the point in

time at whi
h h s
hedules its k-th round request, t

0

h

is the point in time for whi
h h s
hedules its

k-th round request, t

h

0

is the point in time h

0

re
eives h's k-th round request, and t

0

h

0

is the point

in time for whi
h h

0

s
hedules its reply to h's k-th round request.

^

d

hs

is half of h's RTT estimate

to the sour
e s of the pa
ket being re
overed, d

hh

0

and d

h

0

h

are the a
tual transmission laten
ies

between h and h

0

, and

^

d

h

0

h

is half of the RTT estimate of h

0

to h.
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SRM must ensure that the ba
k-o� abstinen
e intervals do not overlap with request intervals.

From Figure 4.16, this requirement is enfor
ed by imposing the parameter 
onstraint C

3

< C

1

.

Moreover, SRM must ensure that requestors s
hedule their retransmission requests su
h that they

su

eed the re
eption of replies pertaining to prior re
overy rounds. Prematurely transmitting

requests would result in wasteful re
overy traÆ
. From Figure 4.16, this requirement 
orresponds

to the satisfa
tion of the inequalities d

hh

0

+ (D

1

+ D

2

)

^

d

h

0

h

+ d

h

0

h

< 2

k

C

1

^

d

hs

, for k 2 N

+

.

Presuming that inter-host transmission laten
ies are �xed and symmetri
 and that SRM's inter-

host RTT estimates are a

urate, these inequalities are satis�ed if D

1

+ D

2

+ 2 < 2C

1

. Finally,

SRM must also ensure that a parti
ular round's requests are not dis
arded by potential repliers

be
ause they are re
eived during the repliers' abstinen
e periods pertaining to the prior re
overy

round. From Figure 4.16, this requirement 
orresponds to the satisfa
tion of the inequalities

d

hh

0

+(D

1

+D

2

)

^

d

h

0

h

+D

3

^

d

h

0

h

< 2

k

C

1

^

d

hs

+d

hh

0

, for k 2 N

+

. Presuming that inter-host transmission

laten
ies are �xed and symmetri
 and that SRM's inter-host RTT estimates are a

urate, these

inequalities are satis�ed if D

1

+D

2

+D

3

< 2C

1

.

The following assumption summarizes the 
onstraints on SRM's parameters.

Assumption 4.1 SRM

I

's parameters C

1

, C

2

, C

3

, D

1

, D

2

, and D

3

satisfy the following 
on-

straints: C

3

< C

1

, D

1

+D

2

+ 2 < 2C

1

, and D

1

+D

2

+D

3

< 2C

1

.

To our knowledge, these 
onstraints on SRM's request/reply s
heduling parameters, or even similar

ones, have not been expressed to date. In fa
t, most analyses and simulations presume that no

re
overy pa
kets are lost; that is, they presume that the initial re
overy round is always su

essful.

Our timing analysis illustrates that if the parameters are 
hosen arbitrarily it is possible to 
ause

either super
uous requests and replies or the failure of a re
overy round due to replier abstinen
e.

Although in pra
ti
e, due to ina

urate inter-host RTT estimates and varying and non-symmetri


inter-host transmission laten
ies, super
uous traÆ
 and/or re
overy round failure may indeed be

unavoidable, it is still important to realize their tie to SRM's parameters.

4.4.2 History Variables

Figure 4.17 introdu
es history and derived history variables for the automata SRM-re


h

and

SRM , respe
tively.

The history variables of the SRM-re


h

automata, for h 2 H, are the variables trans-time(p), for

all p 2 P

RM-Client

[h℄, expe
ted (h

0

) � H � N , for h

0

2 H, and delivered (h

0

) � H � N , for h

0

2 H.

Ea
h trans-time(p) variable, for p 2 P

RM-Client

[h℄, re
ords the transmission time of the pa
ket p

by the host h. Ea
h expe
ted (h

0

) variable , for h

0

2 H, is 
omprised of the identi�ers of the pa
kets

from h

0

that the host h expe
ts to deliver sin
e it last joined the reliable multi
ast group. Ea
h

delivered (h

0

) variable, for h

0

2 H, is 
omprised of the identi�ers of the pa
kets from h

0

that the

host h has already delivered sin
e it last joined the reliable multi
ast group. Figure 4.18 spe
i�es

how the a
tions of SRM-re


h

a�e
t these history variables.

The derived history variables of SRM are the set of identi�ers of all pa
kets sent sin
e the beginning

of the exe
ution, sent-pkts , the intended delivery set of p, intended (p), for all p 2 P

RM-Client

, the


ompleted delivery set of p, 
ompleted (p), for all p 2 P

RM-Client

, and the set of a
tive pa
kets,

a
tive-pkts .

4.4.3 Corre
tness Analysis Preliminaries

In this se
tion, we present several preliminary invariants and lemmas that are later used in the

analysis of the SRM

I

automaton.
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Figure 4.17 History and Derived History Variables

History Variables of SRM-re


h

:

trans-time(p) 2 R

�0

[ ?, for all p 2 P

RM-Client

[h℄, initially trans-time(p) =?, for all p 2 P

RM-Client

[h℄

expe
ted(h

0

) � H � N, for all h

0

2 H, initially expe
ted(h

0

) = ;, for all h

0

2 H

delivered(h

0

) � H � N, for all h

0

2 H, initially delivered(h

0

) = ;, for all h

0

2 H

Derived History Variables of SRM:

sent-pkts = fp 2 P

RM-Client

j trans-time(p) 6=?g

sent-pkts? = fhs; ii 2 H � N j 9 p 2 sent-pkts : id(p) = hs; iig

sent-pkts?(h) = fhs; ii 2 H � N j s = h ^ 9 p 2 sent-pkts : id(p) = hs; iig, for all h 2 H

intended(p) = fh 2 H j id(p) 2 SRM-re


h

:expe
ted(sour
e(p))g, for all p 2 P

RM-Client


ompleted (p) = fh 2 H j id(p) 2 SRM-re


h

:delivered(sour
e(p))g, for all p 2 P

RM-Client

a
tive-pkts = fp 2 P

RM-Client

j p 2 sent-pkts ^ intended(p) \ 
ompleted(p) 6= ;g

Figure 4.18 SRM-re


h

History Variable Assignments

input 
rash

h

e� ...

forea
h h

0

2 H do:

expe
ted(h

0

) := ;

delivered(h

0

) := ;

input rm-leave

h

e� if status 6= 
rashed then

Reinitialize all variables ex
ept now .

forea
h h

0

2 H do:

expe
ted(h

0

) := ;

delivered(h

0

) := ;

input rm-send

h

(p)

e� ...

nn Re
ord foremost DATA pa
ket

if min-seqno(s

p

) =? then

...

expe
ted(h) := suÆx(p)

...

if max-seqno(s

p

) =?

_i

p

= max-seqno(s

p

) + 1

then

...

trans-time(p) := now

delivered(h)[= fid(p)g

output rm-re
v

h

(p)

pre ...

e� ...

hs

p

; i

p

i := id(p)

if expe
ted(s

p

) = ; then

expe
ted(s

p

) := suÆx(p)

delivered(s

p

)[= fid(p)g

Lemma 4.1 (IP Multi
ast Transmission Integrity) For any timed tra
e � of IPm
ast, it is

the 
ase that any mre
v

h

(p) a
tion, for h 2 H and p 2 P

IPm
ast-Client

, in � is pre
eded in � by a

msend

h

0

(p) a
tion, for some h

0

2 H.

Proof: Let � be any timed exe
ution of IPm
ast su
h that � = ttra
e(�). Consider a

parti
ular o

urren
e of an a
tion mre
v

h

(p) in �, for h 2 H and p 2 P

IPm
ast-Client

. Let

(u; mre
v

h

(p); u

0

) 2 trans(IPm
ast) be the dis
rete transition in � 
orresponding to the parti
ular

o

urren
e of the a
tion mre
v

h

(p) in �. From the pre
ondition of mre
v

h

(p), it is the 
ase that

there is a pa
ket pkt 2 u:mpkts , su
h that p = strip(pkt). However, su
h a pa
ket may be added

to mpkts only by the o

urren
e of an a
tion msend

h

0

(p), for some h 2 H. It follows that the

o

urren
e of any a
tion mre
v

h

(p) in � is pre
eded by the o

urren
e of an a
tion msend

h

0

(p), for

some h

0

2 H. ❒

Invariant 4.1 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:window? (h

0

) � u:proper? (h

0

).

Proof: Follows dire
tly from the de�nitions of the derived variables SRM-re


h

:window? (h

0

) and

SRM-re


h

:proper? (h

0

). ❒

Invariant 4.2 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, if u:status 6= member, then

u:expe
ted (h

0

) = ; and u:delivered (h

0

) = ;.
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Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0; that is,

� = u. Sin
e u is a start state of SRM-re


h

, it follows that u:status = idle, u:expe
ted (h

0

) = ;,

and u:delivered (h

0

) = ;. Thus, the invariant assertion is satis�ed in u. For the indu
tive step,


onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the

�rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that

a�e
t the variables status , expe
ted (h

0

), and delivered (h

0

).

❒ 
rash

h

: the a
tion 
rash

h

sets the variable status to 
rashed and the variables expe
ted (h

0

)

and delivered (h

0

) to ;. Thus, the invariant assertion is satis�ed in u.

❒ rm-join-a
k

h

: if u

k

:status 6= 
rashed, then the a
tion rm-join-a
k

h

sets the variable status

to member. Thus, the invariant assertion is satis�ed in u. Otherwise, if u

k

:status = 
rashed,

then the a
tion rm-join-a
k

h

does not a�e
t the state of SRM-re


h

. Thus, the indu
tion

hypothesis implies that the invariant assertion is satis�ed in u.

❒ rm-leave

h

: if u

k

:status 6= 
rashed, then the a
tion rm-leave

h

sets the variable status to idle

and the expe
ted (h

0

) and delivered (h

0

) variables to ;. Thus, the invariant assertion is satis�ed

in u. Otherwise, if u

k

:status = 
rashed, then the a
tion rm-leave

h

does not a�e
t the state of

SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in

u.

❒ rm-send

h

(p), for p 2 P

RM-Client

: �rst, 
onsider the 
ase where :(u

k

:status = member ^ h =

sour
e(p)). In this 
ase, rm-send

h

(p) does not a�e
t the state of SRM-re


h

. Thus, the indu
tion

hypothesis implies that the invariant assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member and h = sour
e(p). Sin
e u

k

:status =

member and the rm-send

h

(p) does not a�e
t the status variable, it follows that u:status = member.

Thus, the invariant assertion is satis�ed in u.

❒ rm-re
v

h

(p), for p 2 P

RM-Client

: the pre
ondition of the a
tion rm-re
v

h

(p) implies that

u

k

:status = member. Sin
e the rm-re
v

h

(p) does not a�e
t the status variable, it follows that

u:status = member. Thus, the invariant assertion is satis�ed in u.

❒

Invariant 4.3 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that:

1. u:min-seqno(h

0

) 6=?, u:max-seqno(h

0

) 6=? and

2. u:min-seqno(h

0

) 6=? ) u:min-seqno(h

0

) � u:max-seqno(h

0

).

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:min-seqno(h) =? and

u:max-seqno(h) =?. Thus, the invariant assertion is satis�ed in u. For the indu
tive step, 
onsider

a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the �rst k

steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that a�e
t

the variables min-seqno(h

0

) and max-seqno(h

0

).

❒ rm-leave

h

: if u

k

:status 6= 
rashed, then the a
tion rm-leave

h

sets the variables min-seqno(h

0

)

and max-seqno(h

0

) to ?. Thus, the indu
tion assertion is satis�ed in u. Otherwise, if

u

k

:status = 
rashed, then the a
tion rm-leave

h

does not a�e
t the state of SRM-re


h

. Thus,

the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-send

h

(p) by 
ases. First, 
onsider the 
ase where :(u

k

:status = member ^ h =
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s

p

). In this 
ase, rm-send

h

(p) does not a�e
t the variables min-seqno(h

0

) and max-seqno(h

0

).

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member and h = s

p

. Sin
e s

p

= h

0

, it follows

that h = h

0

= s

p

. If p is the foremost pa
ket from s

p

, that is, u

k

:min-seqno(s

p

) =?, then

the rm-send

h

(p) a
tion sets both min-seqno(h

0

) and max-seqno(h

0

) to i

p

. It follows that

u:min-seqno(h

0

) 6=?, u:max-seqno(h

0

) 6=?, and u:min-seqno(h

0

) � u:max-seqno(h

0

). Thus, the

invariant assertion is satis�ed in u.

If p is the next pa
ket from s

p

, that is, u

k

:max-seqno(h

0

) 6=? and i

p

= u

k

:max-seqno(h

0

) + 1,

then the a
tion rm-send

h

(p) does not a�e
t min-seqno(h

0

) and sets max-seqno(h

0

) to i

p

;

that is, u:min-seqno(h

0

) = u

k

:min-seqno(h

0

) and u:max-seqno(h

0

) = u

k

:max-seqno(h

0

) + 1.

Sin
e u

k

:max-seqno(h

0

) 6=?, the indu
tion hypothesis implies that u

k

:min-seqno(h

0

) 6=? and

u

k

:min-seqno(h

0

) � u

k

:max-seqno(h

0

).

Sin
e i

p

= u

k

:max-seqno(h

0

) + 1, it follows that u

k

:max-seqno(h

0

) < u:max-seqno(h

0

). Sin
e

u

k

:min-seqno(h

0

) � u

k

:max-seqno(h

0

), it follows that u:min-seqno(h

0

) 6=?, u:max-seqno(h

0

) 6=?,

and u:min-seqno(h

0

) � u:max-seqno(h

0

).

If p is neither the foremost nor the next pa
ket from s

p

, then the a
tion rm-send

h

(p) does not

a�e
t the variables min-seqno(h

0

) and max-seqno(h

0

). Thus, the indu
tion hypothesis implies

that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = SESS: First, if u

k

:status 6= member, then

pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies

that the invariant assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. In this 
ase, if h = h

0

or there does not

exist hh

0

; i

0

i 2 seqno-rprts(p), for i

0

2 N , su
h that u

k

:max-seqno(h

0

) < i

0

, then pro
ess-pkt

h

(p)

a�e
ts neither min-seqno(h

0

) nor min-seqno(h

0

). Thus, the indu
tion hypothesis implies that

the invariant assertion holds in u.

If h 6= h

0

and there exists hh

0

; i

0

i 2 seqno-rprts(p), for i

0

2 N , su
h that u

k

:min-seqno(h

0

) 6=?

and u

k

:max-seqno(h

0

) < i

0

, then pro
ess-pkt

h

(p) does not a�e
t min-seqno(h

0

) and sets

max-seqno(h

0

) to i

0

; that is, u:min-seqno(h

0

) = u

k

:min-seqno(h

0

) and u

k

:max-seqno(h

0

) < i

0

=

u:max-seqno(h

0

).

Sin
e u

k

:max-seqno(h

0

) < i

0

and u:max-seqno(h

0

) = i

0

, it follows that u

k

:max-seqno(h

0

) <

u:max-seqno(h

0

). From the indu
tion hypothesis, it is the 
ase that u

k

:min-seqno(h

0

) �

u

k

:max-seqno(h

0

). Thus, it follows that u:min-seqno(h

0

) 6=?, u:max-seqno(h

0

) 6=?, and

u:min-seqno(h

0

) � u:max-seqno(h

0

), as needed.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that sour
e(p) = h

0

and type(p) 6= SESS: letting

hs

p

; i

p

i = id(p), we analyze the e�e
ts of pro
ess-pkt

h

(p) by 
ases. First, if u

k

:status 6= member,

then pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis

implies that the invariant assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. If p is the foremost pa
ket from s

p

,

that is, type(p) = DATA, h 6= s

p

, and u

k

:min-seqno(s

p

) =?, then the a
tion pro
ess-pkt

h

(p)

sets both min-seqno(h

0

) and max-seqno(h

0

) to i

p

. It follows that u:min-seqno(h

0

) 6=?,

u:max-seqno(h

0

) 6=?, and u:min-seqno(h

0

) � u:max-seqno(h

0

), as needed.

If p is not the foremost pa
ket from s

p

but is proper, that is, u

k

:min-seqno(s

p

) 6=? and

u

k

:min-seqno(s

p

) � i

p

, then the a
tion pro
ess-pkt

h

(p) does not a�e
t min-seqno(h

0

) and

may in
rease the value of max-seqno(h

0

). It follows that u:min-seqno(h

0

) = u

k

:min-seqno(h

0

)

and u

k

:max-seqno(h

0

) � u:max-seqno(h

0

). Sin
e u

k

:min-seqno(s

p

) 6=?, the indu
tion hy-

pothesis implies that u

k

:min-seqno(h

0

) 6=?, u

k

:max-seqno(h

0

) 6=?, and u

k

:min-seqno(h

0

) �
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u

k

:max-seqno(h

0

). Thus, it follows that u:min-seqno(h

0

) 6=?, u:max-seqno(h

0

) 6=?, and

u:min-seqno(h

0

) � u:max-seqno(h

0

).

Otherwise, if p is neither the foremost nor a proper pa
ket from s

p

, then pro
ess-pkt

h

(p) does

not a�e
t the variablesmin-seqno(h

0

) andmax-seqno(h

0

). Thus, the indu
tion hypothesis implies

that the invariant assertion holds in u.

❒

Invariant 4.4 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that:

1. u:delivered (h

0

) [ u:to-be-delivered? (h

0

) � u:ar
hived-pkts? (h

0

) and

2. u:status = member) u:delivered (h

0

) [ u:to-be-delivered? (h

0

) = u:ar
hived-pkts? (h

0

).

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:status = idle. Thus, the

invariant assertion holds in u. For the indu
tive step, 
onsider a timed exe
ution � of length k+1,

for k 2 N . Let �

k

be the pre�x of � 
ontaining the �rst k steps of � and u

k

= �

k

:lstate . For

the step from u

k

to u, we 
onsider only the a
tions that a�e
t the variables ar
hived-pkts? (h

0

),

delivered (h

0

), and to-be-delivered? (h

0

).

❒ 
rash

h

: the a
tion 
rash

h

sets the variable status to 
rashed, initializes the

variables u:delivered (h

0

), for all h

0

2 H, and does not a�e
t the variables

to-be-delivered? (h

0

) and ar
hived-pkts? (h

0

), for h

0

2 H; that is, it is the 
ase that

u:delivered (h

0

) � u

k

:delivered (h

0

), u:to-be-delivered? (h

0

) = u

k

:to-be-delivered? (h

0

), and

u:ar
hived-pkts? (h

0

) = u

k

:ar
hived-pkts? (h

0

). Thus, the indu
tion hypothesis implies that

u:delivered (h

0

) [ u:to-be-delivered? (h

0

) � u:ar
hived-pkts? (h

0

).

❒ rm-leave

h

: if u

k

:status 6= 
rashed, then the a
tion rm-leave

h

sets the variable status to idle.

Thus, the invariant assertion holds in u.

Otherwise, if u

k

:status = 
rashed, then the a
tion rm-leave

h

does not a�e
t the state of

SRM-re


h

. It follows that u:status = 
rashed. Thus, the invariant assertion holds in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-send

h

(p) by 
ases. First, if :(u

k

:status = member^ h = s

p

), then rm-send

h

(p)

does not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant

assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member ^ h = s

p

. If p is either the foremost or the

next pa
ket from h, then rm-send

h

(p) ar
hives p and re
ords it as having been delivered. Thus,

the indu
tion hypothesis and the fa
t that the pa
ket p is both ar
hived and re
orded as having

been delivered imply that the invariant assertion holds in u.

Otherwise, if p is neither the foremost nor the next pa
ket from h, then the a
tion rm-send

h

(p)

does not a�e
t the variables ar
hived-pkts? (h

0

), delivered (h

0

), and to-be-delivered? (h

0

). Thus,

the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

❒ rm-re
v

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: rm-send

h

(p) removes id(p) from

to-be-delivered? (h

0

) and adds it to delivered (h

0

). Thus, the indu
tion hypothesis implies that

the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of pro
ess-pkt

h

(p) by 
ases. First, if u

k

:status 6= member, then rm-send

h

(p) does

not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant

assertion holds in u.
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Se
ond, 
onsider the 
ase where u

k

:status = member. We begin by 
onsidering the 
ase where

type(p) 2 fDATA; REPLg. In this 
ase, 
onsider the 
ase where p is either the foremost or a

proper pa
ket from s

p

and h 6= s

p

. In this 
ase, if p has not already been ar
hived, then

pro
ess-pkt

h

(p) adds id(p) to both ar
hived-pkts? (h

0

) and to-be-delivered? (h

0

). This fa
t and

the indu
tion hypothesis imply that the invariant assertion is satis�ed in u. Otherwise, if p has

already been ar
hived, then pro
ess-pkt

h

(p) adds id(p) to to-be-delivered? (h

0

) only. Sin
e

id(p) 2 u

k

:ar
hived-pkts? (h

0

) and pro
ess-pkt

h

(p) does not a�e
t ar
hived-pkts , it follows

that u:ar
hived-pkts? (h

0

) = u

k

:ar
hived-pkts? (h

0

) and, thus, id(p) 2 u:ar
hived-pkts? (h

0

).

Moreover, sin
e pro
ess-pkt

h

(p) adds id(p) to to-be-delivered? (h

0

), it follows that

u:to-be-delivered? (h

0

) = u

k

:to-be-delivered? (h

0

) [ fid(p)g. From the indu
tion hypothesis,

it is the 
ase that u

k

:ar
hived-pkts? (h

0

) = u

k

:delivered (h

0

) [ u

k

:to-be-delivered? (h

0

). Sin
e

pro
ess-pkt

h

(p) does not a�e
t delivered (h

0

), it follows that the invariant assertion holds in u.

Otherwise, if either p is neither the foremost nor a proper pa
ket from s

p

or h = s

p

,

pro
ess-pkt

h

(p) does not a�e
t ar
hived-pkts? (h

0

), delivered(h

0

), and to-be-delivered? (h

0

).

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

If type(p) 2 fRQST; SESSg, then the a
tion pro
ess-pkt

h

(p) does not a�e
t the variables

ar
hived-pkts? (h

0

), delivered(h

0

), and to-be-delivered? (h

0

). Thus, the indu
tion hypothesis

implies that the invariant assertion is satis�ed in u.

❒

Invariant 4.5 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:ar
hived-pkts? (h

0

) � u:window? (h

0

).

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it is the 
ase that u:min-seqno(h

0

) =? and

u:ar
hived-pkts? (h

0

) = ;. Sin
e u:min-seqno(h

0

) =?, it is the 
ase that u:window? (h

0

) = ;. Thus,

it follows that u:ar
hived-pkts? (h

0

) � u:window? (h

0

), as needed. For the indu
tive step, 
onsider a

timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the �rst k steps

of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that a�e
t the

variables min-seqno(h

0

), max-seqno(h

0

), and ar
hived-pkts? (h

0

).

❒ rm-leave

h

: if u

k

:status 6= 
rashed, then the a
tion rm-leave

h

reinitializes all the variables

of SRM-re


h

ex
ept the variable now . Thus, it is the 
ase that u:min-seqno(h

0

) =? and

u:ar
hived-pkts? (h

0

) = ;. Sin
e u:min-seqno(h

0

) =?, it is the 
ase that u:window? (h

0

) = ;.

Thus, it follows that u:ar
hived-pkts? (h

0

) � u:window? (h

0

), as needed.

Otherwise, if u

k

:status = 
rashed, then the a
tion rm-leave

h

does not a�e
t the state of

SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant assertion holds in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-send

h

(p) by 
ases. First, 
onsider the 
ase where :(u

k

:status = member ^ h =

s

p

). In this 
ase, rm-send

h

(p) does not a�e
t the variables min-seqno(h

0

) and max-seqno(h

0

).

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member and h = s

p

. Sin
e s

p

= h

0

, it follows

that h = h

0

= s

p

. If p is the foremost pa
ket from s

p

, that is, u

k

:min-seqno(s

p

) =?, then

the rm-send

h

(p) a
tion sets both min-seqno(s

p

) and max-seqno(s

p

) to i

p

and adds the element

hp;now i to ar
hived-pkts . Sin
e u

k

:min-seqno(s

p

) =?, it is the 
ase that u

k

:window? (h

0

) =

;. Thus, the indu
tion hypothesis implies that u

k

:ar
hived-pkts? (h

0

) = ;. It follows that

u:ar
hived-pkts? (h

0

) = fid(p)g. Moreover, sin
e u:min-seqno(h

0

) = u:max-seqno(h

0

) = i

p

,
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it follows that u

k

:window? (h

0

) = fid(p)g. Thus, if follows that u:ar
hived-pkts? (h

0

) �

u:window? (h

0

), as needed.

If p is the next pa
ket from s

p

, that is, u

k

:min-seqno(s

p

) 6=? and i

p

= u

k

:max-seqno(s

p

) + 1,

then rm-send

h

(p) sets max-seqno(s

p

) to i

p

and adds the element hp;now i to

ar
hived-pkts . It follows that u:ar
hived-pkts? (h

0

) = u

k

:ar
hived-pkts? (h

0

) [ fid(p)g

and u:window? (h

0

) = u

k

:window? (h

0

) [ fid(p)g. From the indu
tion hypothesis,

it is the 
ase that u

k

:ar
hived-pkts? (h

0

) � u

k

:window? (h

0

). Thus, it follows that

u:ar
hived-pkts? (h

0

) � u:window? (h

0

), as needed.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fDATA; REPLg and sour
e(p) = h

0

: letting

hs

p

; i

p

i = id(p), we analyze the e�e
ts of pro
ess-pkt

h

(p) by 
ases.

First, 
onsider the 
ase where p is the foremost pa
ket from s

p

; that is, type(p) = DATA,

h 6= s

p

, and u

k

:min-seqno(s

p

) =?. Sin
e u

k

:min-seqno(s

p

) =?, it is the 
ase that

u

k

:window? (s

p

) = ;. Thus, the indu
tion hypothesis implies that u

k

:ar
hived-pkts? (s

p

) = ;.

Sin
e pro
ess-pkt

h

(p) sets both variables min-seqno(h

0

) and max-seqno(h

0

) to i

p

and adds

hstrip(p);now i to ar
hived-pkts , it follows that u:ar
hived-pkts? (h

0

) = u:window? (s

p

) = fid(p)g.

Thus, it follows that u:ar
hived-pkts? (h

0

) � u:window? (h

0

).

Se
ond, 
onsider the 
ase where p is not the foremost pa
ket from s

p

but is proper; that is,

u

k

:min-seqno(s

p

) 6=? and u

k

:min-seqno(s

p

) � i

p

. In this 
ase, the pro
ess-pkt

h

(p) a
tion:

i) adds the element hstrip(p);now i to ar
hived-pkts , if h 6= s

p

^ hs

p

; i

p

i 62 u

k

:ar
hived-pkts? , and

ii) sets max-seqno(s

p

) to i

p

, if u

k

:max-seqno(s

p

) < i

p

. It follows that u:ar
hived-pkts? (s

p

) �

u

k

:ar
hived-pkts? (s

p

)[fid(p)g and u

k

:window? (s

p

)[fid(p)g � u:window? (s

p

). Moreover, from

the indu
tion hypothesis, it is the 
ase that u

k

:ar
hived-pkts? (h

0

) � u

k

:window? (h

0

). Thus, it

follows that u:ar
hived-pkts? (h

0

) � u:window? (h

0

), as needed.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fRQST; SESSg. In this 
ase, the

pro
ess-pkt

h

(p) does not a�e
t the variable ar
hived-pkts and may add elements to the variable

window? (h

0

) by in
reasing the value of max-seqno(h

0

). This fa
t and the indu
tion hypothesis

imply that u:ar
hived-pkts? (h

0

) � u:window? (h

0

), as needed.

❒

Invariant 4.6 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase

thatu:to-be-delivered? (h

0

) � u:window? (h

0

).

Proof: Follows dire
tly from Invariants 4.4 and 4.5. ❒

Invariant 4.7 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase

thatu:delivered (h

0

) � u:window? (h

0

).

Proof: Follows dire
tly from Invariants 4.4 and 4.5. ❒

Invariant 4.8 For h 2 H, p 2 P

RM-Client

, and any rea
hable state u of SRM-re


h

, if p 2

u:to-be-delivered , then u:min-seqno(sour
e(p)) 6=? and u:min-seqno(sour
e(p)) � seqno(p).

Proof: From the e�e
ts of the pro
ess-pkt

h

(p) a
tion, for h 2 H and p 2 P

SRM

, su
h that

id(p) = hs

p

; i

p

i, it follows that a pa
ket p may be added to to-be-delivered only if h is not the sour
e

of p and p is a proper pa
ket; that is, h 6= s

p

, min-seqno(s

p

) 6=?, and min-seqno(s

p

) � i

p

. ❒
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Invariant 4.9 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that:

1. u:min-seqno(h

0

) =? ) u:expe
ted (h

0

) = ;,

2. u:delivered (h

0

) � u:expe
ted (h

0

),

3. h = h

0

^ u:status 6= 
rashed) u:expe
ted (h

0

) = u:proper? (h

0

), and

4. u:expe
ted (h

0

) 6= ; ) u:expe
ted (h

0

) = u:proper? (h

0

)

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it is the 
ase that u:min-seqno(h

0

) =?,

u:delivered (h

0

) = ;, u:expe
ted (h

0

) = ;, and u:proper? (h

0

) = ;. Thus, the invariant assertion is

satis�ed in u. For the indu
tive step, 
onsider a timed exe
ution � of length k + 1, for k 2 N . Let

�

k

be the pre�x of � 
ontaining the �rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to

u we 
onsider only the a
tions that a�e
t the variables min-seqno(h

0

), delivered(h

0

), expe
ted (h

0

),

and proper? (h

0

).

❒ 
rash

h

: the 
rash

h

a
tion sets delivered (h

0

) and expe
ted (h

0

) to ;. Thus, the invariant assertion

is satis�ed in u.

❒ rm-leave

h

: if u

k

:status 6= 
rashed, then the a
tion rm-leave

h

reinitializes all the variables of

SRM-re


h

ex
ept the variable now and sets the variables delivered (h

0

) and expe
ted (h

0

) to ;. It

follows that u:min-seqno(h

0

) =?, u:delivered (h

0

) = ;, u:expe
ted (h

0

) = ;, and u:proper? (h

0

) = ;.

Thus, the invariant assertion is satis�ed in u.

Otherwise, if u

k

:status = 
rashed, then the a
tion rm-leave

h

does not a�e
t the state of

SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in

u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-re
v

h

(p) by 
ases. First, if :(u

k

:status = member^ h = s

p

), then rm-send

h

(p)

does not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant

assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member ^ h = s

p

. If p is the foremost pa
ket to

be transmitted by s

p

; that is, u

k

:min-seqno(s

p

) =?, then rm-send

h

(p) sets min-seqno(h

0

) to i

p

,

sets expe
ted (h

0

) to suÆx (p), and adds id(p) to delivered (h

0

). The indu
tion hypothesis and the

fa
t that u

k

:min-seqno(s

p

) =? imply that u

k

:expe
ted (s

p

) = ;. Moreover, from the indu
tion

hypothesis it is the 
ase that u

k

:delivered (s

p

) � u

k

:expe
ted (s

p

). Sin
e u

k

:expe
ted (s

p

) = ;,

it follows that u

k

:delivered (s

p

) = ;. Thus, from the e�e
ts of rm-send

h

(p), it follows that

u:expe
ted (s

p

) = suÆx (p) and u:delivered (s

p

) = fid(p)g. Sin
e id(p) 2 suÆx (p), it follows

that u:delivered (h

0

) � u:expe
ted (h

0

). Moreover, sin
e u:proper? (h

0

) = suÆx (p), it follows that

u:expe
ted (h

0

) = u:proper? (h

0

). Sin
e u:min-seqno(s

p

) = i

p

, u:delivered (h

0

) � u:expe
ted (h

0

),

and u:expe
ted (h

0

) = u:proper? (h

0

), it follows that the invariant assertion is satis�ed in u.

If p is the next pa
ket from s

p

, that is, u

k

:min-seqno(s

p

) 6=? and i

p

= u

k

:max-seqno(s

p

) + 1,

then rm-send

h

(p) does not a�e
t min-seqno(h

0

), sets max-seqno(h

0

) to i

p

, and adds id(p)

to delivered(h

0

); that is, u:min-seqno(s

p

) = u

k

:min-seqno(s

p

), u:max-seqno(s

p

) = i

p

, and

u:delivered (s

p

) = u

k

:delivered (s

p

) [ fid (p)g.

Sin
e h = h

0

^ u

k

:status 6= 
rashed, the indu
tion hypothesis implies that u

k

:expe
ted (h

0

) =

u

k

:proper? (h

0

). Sin
e rm-send

h

(p) a�e
ts neither min-seqno(h

0

) nor expe
ted (h

0

), it follows that

u:proper? (h

0

) = u

k

:proper? (h

0

) and u:expe
ted (h

0

) = u

k

:expe
ted (h

0

). Thus, it follows that

u:expe
ted (h

0

) = u:proper? (h

0

), as needed.
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From the indu
tion hypothesis, it is the 
ase that u

k

:delivered (h

0

) � u

k

:expe
ted (h

0

).

Sin
e i

p

= u

k

:max-seqno(s

p

) + 1 and u:max-seqno(s

p

) = i

p

, it is the 
ase that

u

k

:max-seqno(s

p

) < u:max-seqno(s

p

). Thus, Invariant 4.3 implies that u

k

:min-seqno(s

p

) < i

p

.

Sin
e u

k

:min-seqno(s

p

) < i

p

, it follows that id(p) 2 u

k

:proper? (h

0

). Sin
e

u

k

:expe
ted (h

0

) = u

k

:proper? (h

0

), it follows that id(p) 2 u

k

:expe
ted (h

0

). Sin
e

u:delivered (s

p

) = u

k

:delivered (s

p

) [ fid(p)g, u

k

:delivered (h

0

) � u

k

:expe
ted (h

0

),

id(p) 2 u

k

:expe
ted (h

0

), and u:expe
ted (h

0

) = u

k

:expe
ted (h

0

), it follows that

u:delivered (h

0

) � u:expe
ted (h

0

). Sin
e u:min-seqno(s

p

) 6=?, u:delivered (h

0

) � u:expe
ted (h

0

),

and u:expe
ted (h

0

) = u:proper? (h

0

), it follows that the invariant assertion is satis�ed in u.

❒ rm-re
v

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-re
v

h

(p) by 
ases. First, 
onsider the 
ase where u

k

:expe
ted (h

0

) = ;. From

the indu
tion hypothesis, it is the 
ase that u

k

:delivered (h

0

) � u

k

:expe
ted (h

0

). Thus, it follows

that u

k

:delivered (h

0

) = ;. Sin
e u

k

:expe
ted (h

0

) = ;, rm-re
v

h

(p) sets expe
ted (h

0

) to suÆx (p)

and adds id(p) to delivered(h

0

); that is, u:expe
ted (s

p

) = suÆx (p) and u:delivered (s

p

) = fid(p)g.

Sin
e id(p) 2 suÆx (p), it follows that u:delivered (h

0

) � u:expe
ted (h

0

), as needed.

Sin
e u

k

:delivered (h

0

) = ;, Invariant 4.4 implies that u

k

:ar
hived-pkts? (h

0

) =

u

k

:to-be-delivered? (h

0

). From the pre
ondition of rm-re
v

h

(p), it follows that p is h's foremost

pa
ket from h

0

; that is, i

p

= u

k

:min-seqno(h

0

). Sin
e suÆx (p) = fhs; ii 2 H�N j s

p

= s^i

p

� ig,

it follows that u:proper? (h

0

) = suÆx (p). Thus, it follows that u:expe
ted (h

0

) = u:proper? (h

0

),

as needed.

Finally, sin
e p 2 u

k

:to-be-delivered , Invariant 4.8 implies that u

k

:min-seqno(s

p

) 6=?. Sin
e

rm-re
v

h

(p) does not a�e
t min-seqno(s

p

), it follows that u:min-seqno(s

p

) 6=?. Sin
e

u:min-seqno(s

p

) 6=?, u:delivered (h

0

) � u:expe
ted (h

0

), and u:expe
ted (h

0

) = u:proper? (h

0

), it

follows that the invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:expe
ted (h

0

) 6= ;. In this 
ase, rm-re
v

h

(p) does not

a�e
t min-seqno(s

p

), does not a�e
t expe
ted (h

0

), and adds id(p) to delivered (h

0

); that is,

u:proper? (h

0

) = u

k

:proper? (h

0

), u:expe
ted (s

p

) = u

k

:expe
ted (s

p

), and u:delivered (s

p

) =

u

k

:delivered (s

p

) [ fid(p)g. Sin
e u

k

:expe
ted (h

0

) 6= ;, the indu
tion hypothesis implies that

u

k

:expe
ted (h

0

) = u

k

:proper? (h

0

). Sin
e u:proper? (h

0

) = u

k

:proper? (h

0

), u:expe
ted (s

p

) =

u

k

:expe
ted (s

p

), it follows that u:expe
ted (h

0

) = u:proper? (h

0

), as needed.

Sin
e p 2 u

k

:to-be-delivered , Invariant 4.4 implies that id(p) 2 u

k

:ar
hived-pkts? (h

0

). Thus,

Invariant 4.5 implies that id(p) 2 u

k

:window? (h

0

). By de�nition it follows that window? (h

0

) �

proper? (h

0

). Thus, it is the 
ase that id(p) 2 u

k

:proper? (h

0

) and, sin
e u:proper? (h

0

) =

u

k

:proper? (h

0

), id(p) 2 u:proper? (h

0

). Thus, it follows that u:delivered (s

p

) � u:expe
ted (s

p

),

as needed.

Finally, sin
e p 2 u

k

:to-be-delivered , Invariant 4.8 implies that u

k

:min-seqno(s

p

) 6=?. Sin
e

rm-re
v

h

(p) does not a�e
t min-seqno(s

p

), it follows that u:min-seqno(s

p

) 6=?. Sin
e it is

the 
ase that u:min-seqno(s

p

) 6=?, u:delivered (h

0

) � u:expe
ted (h

0

), and u:expe
ted (h

0

) =

u:proper? (h

0

), it follows that the invariant assertion is satis�ed in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of pro
ess-pkt

h

(p) by 
ases.

First, if type(p) = DATA, u

k

:status = member, h 6= s

p

, and u

k

:min-seqno(h

0

) =?, then the a
-

tion pro
ess-pkt

h

(p) sets min-seqno(h

0

) to i

p

and a�e
ts neither delivered (h

0

) nor expe
ted (h

0

).

Sin
e u

k

:min-seqno(h

0

) =?, the indu
tion hypothesis implies that u

k

:expe
ted (h

0

) = ;. More-

over, from the indu
tion hypothesis, it is the 
ase that u

k

:delivered (h

0

) � u

k

:expe
ted (h

0

). Thus,

sin
e u

k

:expe
ted (h

0

) = ;, it follows that u

k

:delivered (h

0

) = ;. Sin
e pro
ess-pkt

h

(p) a�e
ts

neither expe
ted (h

0

) nor delivered (h

0

), it follows that u:expe
ted (h

0

) = ; and u:delivered (h

0

) = ;.
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Thus, it follows that u:delivered (h

0

) � u:expe
ted (h

0

), as needed. Sin
e h 6= s

p

and s

p

= h

0

, it

follows that h 6= h

0

. Thus, sin
e u:min-seqno(h

0

) 6=?, u:delivered (h

0

) � u:expe
ted (h

0

), h 6= h

0

,

u:expe
ted (h

0

) = ;, it follows that the invariant assertion is satis�ed in u.

Otherwise, pro
ess-pkt

h

(p) does not a�e
t the variables min-seqno(h

0

), expe
ted (h

0

) and

delivered (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion holds in u.

❒

Invariant 4.10 Let h 2 H and u be any rea
hable state u of SRM-re


h

. For any p 2 P

SRM

, su
h

that type(p) 2 fDATA; REPLg and p 2 u:msend-bu� , it is the 
ase that id(p) 2 u:ar
hived-pkts? .

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0; that

is, � = u. Sin
e u is a start state of SRM-re


h

, it is the 
ase that u:msend-bu� = ;. Thus, the

invariant assertion is trivially satis�ed in u. For the indu
tive step, 
onsider a timed exe
ution � of

length k+1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the �rst k steps of � and u

k

= �

k

:lstate .

For the step from u

k

to u we 
onsider only the a
tions that a�e
t the variables msend-bu� and

ar
hived-pkts .

❒ rm-leave

h

: the a
tion rm-leave

h

initializes the variables msend-bu� and ar
hived-pkts . Thus,

the invariant assertion holds in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

: the a
tion rm-send

h

(p) adds the pa
ket 
omp-data-pkt (p) to

msend-bu� if and only if it adds the element hp;now i to the variable ar
hived-pkts . This fa
t

and the indu
tion hypothesis imply that the invariant assertion holds in u.

❒ send-repl

h

(s; i), for s 2 H and i 2 N : the a
tion send-repl

h

(s; i) adds the pa
ket pkt =


omp-repl-pkt (h; p), for p 2 P

RM-Client

; t 2 R

�0

, su
h that hp; ti 2 ar
hived-pkts and id(p) =

hs; ii, to msend-bu� . Sin
e id(pkt) 2 u

k

:ar
hived-pkts? and the send-repl

h

(s; i) a
tion does

not a�e
t the variable ar
hived-pkts , it follows that id(pkt) 2 u:ar
hived-pkts? . The indu
tion

hypothesis and the fa
ts that pkt 2 u:msend-bu� and id(pkt) 2 u:ar
hived-pkts? imply that the

invariant assertion is satis�ed in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that sour
e(p) = h

0

: pro
ess-pkt

h

(p) does not a�e
t

msend-bu� and may only add the element id(p) to ar
hived-pkts? . Thus, the indu
tion

hypothesis implies that the invariant assertion holds in u.

❒

Invariant 4.11 For h 2 H, p 2 P

RM-Client

, and any rea
hable state u of SRM-re


h

, if

p 2 u:to-be-delivered , then sour
e(p) 6= h.

Proof: From the e�e
ts of the pro
ess-pkt

h

(p) a
tion, for h 2 H and p 2 P

SRM

, it follows that a

pa
ket p may be added to to-be-delivered only if sour
e(p) 6= h. ❒

Invariant 4.12 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, if u:expe
ted (h

0

) 6= ;, then

u:to-be-delivered? (h

0

) � u:expe
ted (h

0

).

Proof: Suppose that u:expe
ted (h

0

) 6= ;. Invariant 4.2 implies that u:status = member. Moreover,

Invariant 4.9 implies that u:expe
ted (h

0

) = u:proper? (h

0

). From Invariant 4.5, it is the 
ase that

u:ar
hived-pkts? (h

0

) � u:window? (h

0

). Moreover, sin
e u:status = member, Invariant 4.4 implies

that u:to-be-delivered? (h

0

) � u:window? (h

0

). Sin
e by de�nition u:window? (h

0

) � u:proper? (h

0

), it
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follows that u:to-be-delivered? (h

0

) � u:proper? (h

0

). Finally, sin
e u:expe
ted (h

0

) = u:proper? (h

0

),

it follows that u:to-be-delivered? (h

0

) � u:expe
ted (h

0

). ❒

Invariant 4.13 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:to-be-requested? (h

0

) � u:window? (h

0

).

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:min-seqno(h

0

) =? and

u:to-be-requested? (h

0

) = ;. Thus, the invariant assertion is satis�ed in u. For the indu
tive step,


onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the

�rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that

a�e
t the variables min-seqno(h

0

), max-seqno(h

0

), and to-be-requested? (h

0

).

❒ rm-leave

h

: if u

k

:status = 
rashed, then rm-leave

h

does not a�e
t the state of RM-Client

h

.

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u. Otherwise,

if u

k

:status 6= 
rashed, then rm-leave

h

reinitializes all the variables of SRM-re


h

ex
ept the

variable now . It follows that u:min-seqno(h

0

) =? and u:to-be-requested? (h

0

) = ;. Thus, the

invariant assertion holds in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-send

h

(p) by 
ases. First, if :(u

k

:status = member^ h = s

p

), then rm-send

h

(p)

does not a�e
t the state of RM-Client

h

. Thus, the indu
tion hypothesis implies that the

invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member ^ h = s

p

. If u

k

:min-seqno(h

0

) =?,

then rm-send

h

(p) sets min-seqno(h

0

) and max-seqno(h

0

) to i

p

. Sin
e u

k

:min-seqno(h

0

) =?,

it follows that u

k

:window? (h

0

) = ;. Thus, the indu
tion hypothesis implies that

u

k

:to-be-requested? (h

0

) = ;. Sin
e rm-send

h

(p) does not a�e
t the variable to-be-requested? , it

follows that u:to-be-requested? (h

0

) = ;. Thus, the invariant assertion holds in u.

Otherwise, if u

k

:min-seqno(h

0

) 6=?, then rm-send

h

(p) may only in
rease the value of the vari-

able max-seqno(h

0

) and does not a�e
t the variable to-be-requested? ; that is, u

k

:window? (h

0

) �

u:window? (h

0

) and u:to-be-requested? (h

0

) = u

k

:to-be-requested? (h

0

). Thus, the indu
tion hy-

pothesis implies that the invariant assertion holds in u.

❒ s
hdl-rqst

h

(s; i), for s 2 H and i 2 N , su
h that s = h

0

: the a
tion s
hdl-rqst

h

(s; i)

removes the element hs; ii from the set u

k

:to-be-requested? and does not a�e
t min-seqno(h

0

)

and max-seqno(h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion holds in

u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = DATA and sour
e(p) = h

0

: letting

hs

p

; i

p

i = id(p), we analyze the e�e
ts of the pro
ess-pkt

h

(p) a
tion by 
ases. First, if

u

k

:status 6= member, then pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus,

the indu
tion hypothesis implies that the invariant assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. If h 6= s

p

and u

k

:min-seqno(s

p

) =?, then

pro
ess-pkt

h

(p) sets the variables min-seqno(h

0

) and max-seqno(h

0

) to i

p

and does not a�e
t

the variable to-be-requested? . Sin
e u

k

:min-seqno(h

0

) =?, it follows that u

k

:window? (h

0

) = ;.

Thus, the indu
tion hypothesis implies that u

k

:to-be-requested? (h

0

) = ;. Sin
e pro
ess-pkt

h

(p)

does not a�e
t the variable to-be-requested? , it follows that u:to-be-requested? (h

0

) = ;. Thus,

the invariant assertion holds in u.

If u

k

:min-seqno(s

p

) 6=?, u

k

:min-seqno(s

p

) � i

p

, h 6= s

p

, and u

k

:max-seqno(s

p

) < i

p

, then the

a
tion pro
ess-pkt

h

(p) adds fhs

p

; ii j i 2 N ; u

k

:max-seqno(s

p

) < i < i

p

g to to-be-requested?
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and sets max-seqno(h

0

) to i

p

. Sin
e u

k

:min-seqno(h

0

) � i

p

and pro
ess-pkt

h

(p) does not a�e
t

the variable min-seqno(h

0

), it follows that u:min-seqno(h

0

) � i

p

. Sin
e u:min-seqno(h

0

) � i and

u:max-seqno(h

0

) = i, it follows that fhs

p

; ii j i 2 N ; u

k

:max-seqno(s

p

) < i < i

p

g � u:window (h

0

).

This fa
t and the indu
tion hypothesis imply that u:to-be-requested? (h

0

) � u:window? (h

0

).

Otherwise, pro
ess-pkt

h

(p) does not a�e
t the variables min-seqno(h

0

), max-seqno(h

0

), and

to-be-requested? (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion holds

in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fSESSg: we analyze the e�e
ts of the

pro
ess-pkt

h

(p) a
tion by 
ases. First, if u

k

:status 6= member, then pro
ess-pkt

h

(p) does

not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant

assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. In this 
ase, if h 6= h

0

, u

k

:status = member

and there exists hh

0

; i

0

i 2 seqno-rprts(p), for i

0

2 N , su
h that u

k

:max-seqno(h

0

) < i

0

, then

pro
ess-pkt

h

(p) adds fhh

0

; i

00

i j i

00

2 N ; u

k

:max-seqno(h

0

) < i

00

� i

0

g to to-be-requested? and

sets max-seqno(h

0

) to i

0

. Invariant 4.3 and the fa
t that u

k

:max-seqno(h

0

) < i

0

imply that

u

k

:min-seqno(h

0

) < i

0

. Sin
e pro
ess-pkt

h

(p) does not a�e
t the variable min-seqno(s), it

follows that u:min-seqno(s) < i. Thus, sin
e u:min-seqno(s) < i and u:max-seqno(s) = i, it

follows that fhh

0

; i

00

i j i

00

2 N ; u

k

:max-seqno(h

0

) < i

00

� i

0

g � u:window (h

0

). This fa
t and the

indu
tion hypothesis imply that u:to-be-requested? (h

0

) � u:window? (h

0

).

Otherwise, if either h = h

0

, u

k

:status 6= member, or there does not exist hh

0

; i

0

i 2 seqno-rprts(p),

for i

0

2 N , su
h that u

k

:max-seqno(h

0

) < i

0

, then pro
ess-pkt

h

(p) does not a�e
t the variables

min-seqno(h

0

), max-seqno(h

0

) , and to-be-requested? (h

0

). Thus, indu
tion hypothesis implies

that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fREPL; RQSTg and sour
e(p) = h

0

: letting

hs

p

; i

p

i = id(p), we analyze the e�e
ts of the pro
ess-pkt

h

(p) a
tion by 
ases. First, if

u

k

:status 6= member, then pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus,

the indu
tion hypothesis implies that the invariant assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. If it is the 
ase that u

k

:min-seqno(s

p

) 6=?,

u

k

:min-seqno(s

p

) � i

p

, h 6= s

p

, and u

k

:max-seqno(s

p

) < i

p

, then the a
tion pro
ess-pkt

h

(p)

adds fhs

p

; ii j i 2 N ; u

k

:max-seqno(s

p

) < i < i

p

g to to-be-requested? and sets max-seqno(h

0

) to

i

p

. Sin
e u

k

:min-seqno(h

0

) � i

p

and pro
ess-pkt

h

(p) does not a�e
t the variablemin-seqno(h

0

),

it follows that u:min-seqno(h

0

) � i

p

. Thus, sin
e u:min-seqno(h

0

) � i and u:max-seqno(h

0

) = i,

it follows that fhs

p

; ii j i 2 N ; u

k

:max-seqno(s

p

) < i < i

p

g � u:window (h

0

). This fa
t and the

indu
tion hypothesis imply that u:to-be-requested? (h

0

) � u:window? (h

0

).

Otherwise, pro
ess-pkt

h

(p) does not a�e
t the variables min-seqno(h

0

), max-seqno(h

0

), and

to-be-requested? (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion holds

in u.

❒

Invariant 4.14 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:s
heduled-repls? (h

0

) � u:ar
hived-pkts? (h

0

).

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:s
heduled-repls? (h

0

) = ;

and u:ar
hived-pkts? (h

0

) = ;. Thus, the invariant assertion is satis�ed in u. For the indu
tive step,


onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the
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�rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that

a�e
t the variables s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

).

❒ rm-leave

h

: if u

k

:status = 
rashed, then rm-leave

h

does not a�e
t the state of RM-Client

h

.

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u. Otherwise,

if u

k

:status 6= 
rashed, then rm-leave

h

reinitializes all the variables of SRM-re


h

ex
ept the

variable now . It follows that u:s
heduled-repls? (h

0

) = ; and u:ar
hived-pkts? (h

0

) = ;. Thus, the

invariant assertion holds in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

, su
h that hs

p

; i

p

i = id(p):

the rm-send

h

(p) a
tion does not a�e
t s
heduled-repls? (s

p

) and may add elements

to ar
hived-pkts? (s

p

); that is, u:s
heduled-repls? (h

0

) = u

k

:s
heduled-repls? (h

0

) and

u

k

:ar
hived-pkts? (h

0

) � u:ar
hived-pkts? (h

0

). Moreover, pro
ess-pkt

h

(p) a�e
ts none of the

variables s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

), for h

0

2 H;h

0

6= s

p

. Thus, the indu
tion

hypothesis implies that the invariant assertion holds in u.

❒ send-repl

h

(s; i), for s 2 H and i 2 N : the send-repl

h

(s; i) may remove an element from

s
heduled-repls? (s) and does not a�e
t ar
hived-pkts? (s). Moreover, pro
ess-pkt

h

(p) a�e
ts

none of the variables s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

), for h

0

2 H;h

0

6= s. Thus, the

indu
tion hypothesis implies that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for h 2 H and p 2 P

SRM

, su
h that hs

p

; i

p

i = id(p): if type(p) 2 fDATA; REPLg,

then the pro
ess-pkt

h

(p) a
tion may remove the element hs

p

; i

p

i from s
heduled-repls? (s

p

) and

may add the element hs

p

; i

p

i to ar
hived-pkts? (s

p

). Moreover, pro
ess-pkt

h

(p) a�e
ts none

of the variables s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

), for h

0

2 H;h

0

6= s

p

. Thus, the

indu
tion hypothesis implies that the invariant assertion holds in u.

If type(p) = RQST, the pro
ess-pkt

h

(p) a
tion may add the element hs

p

; i

p

i to

s
heduled-repls? (s

p

) only if hs

p

; i

p

i 2 u:ar
hived-pkts? (s

p

). Moreover, pro
ess-pkt

h

(p)

a�e
ts none of the variables s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

), for h

0

2 H;h

0

6= s

p

.

Thus, the indu
tion hypothesis implies that the invariant assertion holds in u.

Otherwise, if type(p) = SESS, the pro
ess-pkt

h

(p) a
tion a�e
ts none of the variables

s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

), for h

0

2 H. Thus, the indu
tion hypothesis implies

that the invariant assertion holds in u.

❒

Invariant 4.15 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:s
heduled-rqsts? (h

0

) � u:window? (h

0

).

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:min-seqno(h

0

) =? and

u:s
heduled-rqsts? (h

0

) = ;. Thus, the invariant assertion is satis�ed in u. For the indu
tive step,


onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the

�rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that

a�e
t the variables min-seqno(h

0

), max-seqno(h

0

), and s
heduled-rqsts? (h

0

).

❒ rm-leave

h

: if u

k

:status = 
rashed, then rm-leave

h

does not a�e
t the state of RM-Client

h

.

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u. Otherwise,

if u

k

:status 6= 
rashed, then rm-leave

h

reinitializes all the variables of SRM-re


h

ex
ept the

variable now . It follows that u:min-seqno(h

0

) =? and u:s
heduled-rqsts? (h

0

) = ;. Thus, the

invariant assertion is satis�ed in u.
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❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-send

h

(p) by 
ases. First, if :(u

k

:status = member^ h = s

p

), then rm-send

h

(p)

does not a�e
t the state of RM-Client

h

. Thus, the indu
tion hypothesis implies that the

invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member ^ h = s

p

. If u

k

:min-seqno(h

0

) =?,

then rm-send

h

(p) sets min-seqno(h

0

) and max-seqno(h

0

) to i

p

. Sin
e u

k

:min-seqno(h

0

) =?,

it follows that u

k

:window? (h

0

) = ;. Thus, the indu
tion hypothesis implies that

u

k

:s
heduled-rqsts? (h

0

) = ;. Sin
e rm-send

h

(p) does not a�e
t the variable s
heduled-rqsts , it

follows that u:s
heduled-rqsts? (h

0

) = ;. Thus, the invariant assertion holds in u.

Otherwise, if u

k

:min-seqno(h

0

) 6=?, then rm-send

h

(p) may only in
rease the value of the vari-

able max-seqno(h

0

) and does not a�e
t the variable s
heduled-rqsts ; that is, u

k

:window? (h

0

) �

u:window? (h

0

) and u:s
heduled-rqsts(h

0

) = u

k

:s
heduled-rqsts(h

0

). Thus, the indu
tion hypothe-

sis implies that the invariant assertion holds in u.

❒ s
hdl-rqst

h

(s; i), for s 2 H and i 2 N , su
h that s = h

0

: s
hdl-rqst

h

(s; i) adds the

tuple hs; ii to s
heduled-rqsts? (h

0

). From the pre
ondition of s
hdl-rqst

h

(s; i), it follows that

hs; ii 2 u

k

:to-be-requested? (h

0

). Thus, Invariant 4.13 implies that hs; ii 2 u

k

:window? (h

0

).

Sin
e s
hdl-rqst

h

(s; i) does not a�e
t the variables min-seqno(h

0

) and max-seqno(h

0

), it

follows that u:window? (h

0

) = u

k

:window? (h

0

). From the indu
tion hypothesis, it is the 
ase

that u

k

:s
heduled-rqsts? (h

0

) � u

k

:window? (h

0

). Sin
e u:window? (h

0

) = u

k

:window? (h

0

) and

u:s
heduled-rqsts? (h

0

) = u

k

:s
heduled-rqsts? (h

0

) [ hs; ii, it follows that the invariant assertion

hold in u.

❒ send-rqst

h

(s; i), for s 2 H and i 2 N , su
h that s = h

0

: from the pre
ondition of the a
tion

send-rqst

h

(s; i), it is the 
ase that hs; ii 2 u

k

:s
heduled-rqsts? (h

0

). Sin
e send-rqst

h

(s; i)

simply ba
ks-o� the request s
heduled for hs; ii, it does not a�e
t min-seqno(h

0

), max-seqno(h

0

),

and s
heduled-rqsts? (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion

holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = DATA and sour
e(p) = h

0

: letting

hs

p

; i

p

i = id(p), we analyze the e�e
ts of the pro
ess-pkt

h

(p) a
tion by 
ases. First, if

u

k

:status 6= member, then pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus,

the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. If p is neither the foremost nor a

proper pa
ket from s

p

, then pro
ess-pkt

h

(p) a�e
ts neither of the variables min-seqno(h

0

),

max-seqno(h

0

), and s
heduled-rqsts? (h

0

). Thus, the indu
tion hypothesis implies that the

invariant assertion holds in u.

If p is the foremost pa
ket from s

p

, then pro
ess-pkt

h

(p) sets the variables min-seqno(h

0

) and

max-seqno(h

0

) to i

p

. From the indu
tion hypothesis, it follows that u

k

:s
heduled-rqsts? (h

0

) = ;.

Sin
e pro
ess-pkt

h

(p) may only remove elements from s
heduled-rqsts? (h

0

), it follows that

u:s
heduled-rqsts? (h

0

) = ;. Thus, the invariant assertion holds in u.

Finally, if u

k

:min-seqno(s

p

) 6=?, then pro
ess-pkt

h

(p) may only remove elements from the set

s
heduled-rqsts? (h

0

) and in
rease the value of max-seqno(h

0

). Thus, the indu
tion hypothesis

implies that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = RQST and sour
e(p) = h

0

: letting

hs

p

; i

p

i = id(p), we analyze the e�e
ts of the pro
ess-pkt

h

(p) a
tion by 
ases. First, if

u

k

:status 6= member, then pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus,

the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. If p does not pertain to a proper pa
ket,
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then the a
tion pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus, in this 
ase,

the indu
tion hypothesis implies that the invariant assertion holds in u.

If p pertains to a proper pa
ket and h is not the sour
e of p, then pro
ess-pkt

h

(p) may add the

tuple id(p) to s
heduled-rqsts? (h

0

) and ensures that i

p

� u:max-seqno(h

0

). Thus, the indu
tion

hypothesis implies that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = REPL and sour
e(p) = h

0

: letting

hs

p

; i

p

i = id(p), we analyze the e�e
ts of the pro
ess-pkt

h

(p) a
tion by 
ases. First, if

u

k

:status 6= member, then pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus,

the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. If p is not a proper pa
ket, then the

a
tion pro
ess-pkt

h

(p) does not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis

implies that the invariant assertion holds in u.

If p is a proper pa
ket, then pro
ess-pkt

h

(p) may only remove elements from the variable

s
heduled-rqsts? (h

0

) and in
rease the value of max-seqno(h

0

). Thus, the indu
tion hypothesis

implies that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fSESSg: the pro
ess-pkt

h

(p) a
tion

does not a�e
t the variable s
heduled-rqsts? (h

0

), does not a�e
t the variable min-seqno(h

0

), and

may only in
rease the value of max-seqno(h

0

). Thus, it follows that u

k

:s
heduled-rqsts? (h

0

) =

u:s
heduled-rqsts? (h

0

) and u

k

:window? (h

0

) � u:window? (h

0

). Moreover, from the indu
tion

hypothesis, it is the 
ase that u

k

:s
heduled-rqsts? (h

0

) � u

k

:window? (h

0

). Thus, it follows that

u:s
heduled-rqsts? (h

0

) � u:window? (h

0

).

❒

Invariant 4.16 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:to-be-requested? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;.

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:to-be-requested? (h

0

) = ;

and u:ar
hived-pkts? (h

0

) = ;. Thus, the invariant assertion is satis�ed in u. For the indu
tive step,


onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the

�rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that

a�e
t the variables to-be-requested? (h

0

) and ar
hived-pkts? (h

0

).

❒ rm-leave

h

: if u

k

:status = 
rashed, then rm-leave

h

does not a�e
t the state of RM-Client

h

.

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u. Otherwise,

if u

k

:status 6= 
rashed, then rm-leave

h

reinitializes all the variables of SRM-re


h

ex
ept the

variable now . It follows that u:to-be-requested? (h

0

) = ; and u:ar
hived-pkts? (h

0

) = ;. Thus, the

invariant assertion holds in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

, su
h that hs

p

; i

p

i = id(p): we analyze

the e�e
ts of rm-send

h

(p) by 
ases. First, if :(u

k

:status = member^ h = s

p

), then rm-send

h

(p)

does not a�e
t the state of RM-Client

h

. Thus, the indu
tion hypothesis implies that the

invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member ^ h = s

p

. If p is the foremost pa
ket to be

transmitted by h

0

, that is, u

k

:min-seqno(h

0

) =?, then it follows that u

k

:window? (h

0

) = ;. Thus,

Invariants 4.5 and 4.13 imply that u

k

:ar
hived-pkts? (h

0

) = ; and u

k

:to-be-requested? (h

0

) = ;.

If p is the next pa
ket from h

0

, that is, u

k

:min-seqno(h

0

) 6=? and i

p

= u

k

:max-seqno(h

0

) + 1,
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then it is the 
ase that id(p) 62 u

k

:window? (h

0

). Thus, Invariants 4.5 and 4.13 imply that

id(p) 62 u

k

:ar
hived-pkts? (h

0

) and id(p) 62 u

k

:to-be-requested? (h

0

).

In either 
ase the rm-send

h

(p) adds id(p) to the variable ar
hived-pkts? (h

0

) and does not

a�e
t to-be-requested? (h

0

). It follows that u:to-be-requested? (h

0

) = u

k

:to-be-requested? (h

0

) and

u:ar
hived-pkts? (h

0

) = u

k

:ar
hived-pkts? (h

0

) [ id(p). From the indu
tion hypothesis, it is

the 
ase that u

k

:to-be-requested? (h

0

) \ u

k

:ar
hived-pkts? (h

0

) = ;. Sin
e it is the 
ase that

id(p) 62 u

k

:to-be-requested? (h

0

), it follows that u:to-be-requested? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;.

❒ s
hdl-rqst

h

(s; i), for s 2 H; i 2 N , su
h that s = h

0

: the s
hdl-rqst

h

(s; i) a
tion removes

the element hs; ii from to-be-requested? (h

0

) and does not a�e
t ar
hived-pkts? (h

0

). From the

indu
tion hypothesis, it is the 
ase that u

k

:to-be-requested? (h

0

)\u:ar
hived-pkts? (h

0

) = ;. Thus,

it follows that u:to-be-requested? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;, as needed.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fDATA; RQST; REPLg, hs

p

; i

p

i = id(p),

and s

p

= h

0

: the a
tion pro
ess-pkt

h

(p) adds fhs

p

; i

0

i j i

0

2 N ; u

k

:max-seqno(s

p

) <

i

0

< ig to to-be-requested? (h

0

) only if h 6= s

p

and u

k

:max-seqno(s

p

) < i. Moreover, the

a
tion pro
ess-pkt

h

(p) removes hs

p

; i

p

i from to-be-requested? (h

0

) whenever it adds it to

ar
hived-pkts? (h

0

).

Invariant 4.5 implies that u

k

:ar
hived-pkts? \ fhs

p

; i

0

i j i

0

2 N ; u

k

:max-seqno(s

p

) < i

0

< ig = ;.

From the indu
tion hypothesis, it is the 
ase that u

k

:to-be-requested? (h

0

)\u:ar
hived-pkts? (h

0

) =

;. Thus, it follows that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = SESS: we analyze the e�e
ts of the

pro
ess-pkt

h

(p) a
tion by 
ases. First, if u

k

:status 6= member, then pro
ess-pkt

h

(p) does

not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant

assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. In this 
ase, if h 6= h

0

, u

k

:status = member

and there exists hh

0

; i

0

i 2 seqno-rprts(p), for i

0

2 N , su
h that u

k

:max-seqno(h

0

) < i

0

, then

pro
ess-pkt

h

(p) adds fhh

0

; i

00

i j i

00

2 N ; u

k

:max-seqno(h

0

) < i

00

� i

0

g to to-be-requested? and

sets max-seqno(h

0

) to i

0

. Moreover, from Invariant 4.3 it is the 
ase that u

k

:min-seqno(h

0

) �

u

k

:max-seqno(h

0

). Thus, by the de�nition of window (h

0

), it follows that u

k

:window (h

0

) \

fhh

0

; i

00

i j i

00

2 N ; u

k

:max-seqno(h

0

) < i

00

� i

0

g = ;. From the indu
tion hypothesis it is the 
ase

that u

k

:to-be-requested? (h

0

) \ u

k

:ar
hived-pkts? (h

0

) = ;. Moreover, sin
e the pro
ess-pkt

h

(p)

a
tion does not a�e
t the variable ar
hived-pkts? (h

0

), it is the 
ase that u:ar
hived-pkts? (h

0

) =

u

k

:ar
hived-pkts? (h

0

). Thus, it follows that u:to-be-requested? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;.

Otherwise, if either h = h

0

, u

k

:status 6= member, or there does not exist hh

0

; i

0

i 2 seqno-rprts(p),

for i

0

2 N , su
h that u

k

:max-seqno(h

0

) < i

0

, then pro
ess-pkt

h

(p) does not a�e
t the variables

min-seqno(h

0

), max-seqno(h

0

) , and to-be-requested? (h

0

). Thus, indu
tion hypothesis implies

that the invariant assertion holds in u.

❒

Invariant 4.17 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:s
heduled-rqsts? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;.

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0;

that is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:s
heduled-rqsts? (h

0

) = ;

and u:ar
hived-pkts? (h

0

) = ;. Thus, the invariant assertion is satis�ed in u. For the indu
tive step,


onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the
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�rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that

a�e
t the variables s
heduled-rqsts? (h

0

) and ar
hived-pkts? (h

0

).

❒ rm-leave

h

: if u

k

:status = 
rashed, then rm-leave

h

does not a�e
t the state of SRM-re


h

.

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u. Otherwise,

if u

k

:status 6= 
rashed, then rm-leave

h

reinitializes all the variables of SRM-re


h

ex
ept the

variable now . It follows that u:s
heduled-rqsts? (h

0

) = ; and u:ar
hived-pkts? (h

0

) = ;. Thus, the

invariant assertion holds in u.

❒ rm-send

h

(p), for p 2 P

RM-Client

, su
h that sour
e(p) = h

0

: letting hs

p

; i

p

i = id(p), we analyze

the e�e
ts of rm-send

h

(p) by 
ases. First, if :(u

k

:status = member^ h = s

p

), then rm-send

h

(p)

does not a�e
t the state of RM-Client

h

. Thus, the indu
tion hypothesis implies that the

invariant assertion is satis�ed in u.

Se
ond, 
onsider the 
ase where u

k

:status = member ^ h = s

p

. If p is the foremost pa
ket to be

transmitted by h

0

, that is, u

k

:min-seqno(h

0

) =?, then it follows that u

k

:window? (h

0

) = ;. Thus,

Invariants 4.5 and 4.15 imply that u

k

:s
heduled-rqsts? (h

0

) = ; and u

k

:ar
hived-pkts? (h

0

) = ;.

If p is the next pa
ket from h

0

, that is, u

k

:min-seqno(s

p

) 6=? and i

p

= u

k

:max-seqno(s

p

) + 1,

then it is the 
ase that id(p) 62 u

k

:window? (h

0

). Thus, Invariants 4.5 and 4.15 imply that

id(p) 62 u

k

:s
heduled-rqsts? (h

0

) and id(p) 62 u

k

:ar
hived-pkts? (h

0

).

In either 
ase the rm-send

h

(p) adds id(p) to the variable ar
hived-pkts? (h

0

) and does not

a�e
t s
heduled-rqsts? (h

0

). It follows that u:s
heduled-rqsts? (h

0

) = u

k

:s
heduled-rqsts? (h

0

) and

u:ar
hived-pkts? (h

0

) = u

k

:ar
hived-pkts? (h

0

) [ id(p). From the indu
tion hypothesis, it is

the 
ase that u

k

:s
heduled-rqsts? (h

0

) \ u

k

:ar
hived-pkts? (h

0

) = ;. Sin
e it is the 
ase that

id(p) 62 u

k

:s
heduled-rqsts? (h

0

), it follows that u:s
heduled-rqsts? (h

0

)\ u:ar
hived-pkts? (h

0

) = ;,

as needed.

❒ s
hdl-rqst

h

(s; i), for s 2 H; i 2 N , su
h that s = h

0

: the s
hdl-rqst

h

(s; i) a
tion s
hedules

a request for hs; ii and does not a�e
t ar
hived-pkts? (h

0

); that is, u:s
heduled-rqsts? (h

0

) =

u

k

:s
heduled-rqsts? (h

0

) [ hs; ii and u:ar
hived-pkts? (h

0

) = u

k

:ar
hived-pkts? (h

0

).

From the pre
ondition of s
hdl-rqst

h

(s; i), it follows that hs; ii 2 u

k

:to-be-requested? (h

0

).

From Invariant 4.16, it follows that hs; ii 62 u

k

:ar
hived-pkts? (h

0

). Sin
e it is the 
ase that

u:ar
hived-pkts? = u

k

:ar
hived-pkts? , it follows that hs; ii 62 u:ar
hived-pkts? (h

0

). From the

indu
tion hypothesis, it is the 
ase that u

k

:s
heduled-rqsts? (h

0

) \ u

k

:ar
hived-pkts? (h

0

) = ;.

Thus, it follows that u:s
heduled-rqsts? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;, as needed.

❒ send-rqst

h

(s; i), for s 2 H; i 2 N , su
h that s = h

0

: from the pre
ondition of send-rqst

h

(s; i),

it is the 
ase that hs; ii 2 u

k

:s
heduled-rqsts? (h

0

). Sin
e send-rqst

h

(s; i) simply ba
ks-o�

the request s
heduled for hs; ii, it follows that u:s
heduled-rqsts? (h

0

) = u

k

:s
heduled-rqsts? (h

0

).

Moreover, send-rqst

h

(s; i) does not a�e
t the variable ar
hived-pkts? (h

0

). Thus, it follows that

u:ar
hived-pkts? (h

0

) = u

k

:ar
hived-pkts? (h

0

). Thus, the indu
tion hypothesis implies that the

invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fDATA; REPLg and sour
e(p) = h

0

: in this


ase, if the pro
ess-pkt

h

(p) a
tion ar
hives the pa
ket strip(p), then it also 
an
els any requests

s
heduled for id(p). Thus, the indu
tion hypothesis implies that the invariant assertion holds in

u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = RQST and sour
e(p) = h

0

: in this


ase, the pro
ess-pkt

h

(p) a
tion s
hedules a request for id(p) only if h 6= s

p

and id(p) 62

u

k

:ar
hived-pkts? (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion holds

in u.

❒
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Invariant 4.18 For h; h

0

2 H and any rea
hable state u of SRM-re


h

, it is the 
ase that

u:to-be-requested? (h

0

) \ u:s
heduled-rqsts? (h

0

) = ;.

Proof: Let � be any �nite timed exe
ution of SRM-re


h

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0; that

is, � = u. Sin
e u is a start state of SRM-re


h

, it follows that u:to-be-requested? (h

0

) = ; and

u:s
heduled-rqsts? (h

0

) = ;. Thus, the invariant assertion is satis�ed in u. For the indu
tive step,


onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the

�rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions that

a�e
t the variables to-be-requested? (h

0

) and s
heduled-rqsts? (h

0

).

❒ rm-leave

h

: if u

k

:status = 
rashed, then rm-leave

h

does not a�e
t the state of SRM-re


h

.

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u. Otherwise,

if u

k

:status 6= 
rashed, then rm-leave

h

reinitializes all the variables of SRM-re


h

ex
ept the

variable now . It follows that u:to-be-requested? (h

0

) = ; and u:s
heduled-rqsts? (h

0

) = ;. Thus,

the invariant assertion holds in u.

❒ s
hdl-rqst

h

(s; i), for s 2 H and i 2 N , su
h that s = h

0

: from the pre
ondition of the

a
tion s
hdl-rqst

h

(s; i), it follows that hs; ii 2 u

k

:to-be-requested? (h

0

). From the indu
-

tion hypothesis, it follows that hs; ii 62 u

k

:s
heduled-rqsts? (h

0

). The a
tion s
hdl-rqst

h

(s; i)

adds the element hs; ii to s
heduled-rqsts? (h

0

) and removes it from to-be-requested? (h

0

);

that is, u:to-be-requested? (h

0

) = u

k

:to-be-requested? (h

0

)nfhs; iig and u:s
heduled-rqsts? (h

0

) =

u

k

:s
heduled-rqsts? (h

0

) [ fhs; iig. Thus, the indu
tion hypothesis implies that the invariant as-

sertion holds in u.

❒ send-rqst

h

(s; i), for s 2 H; i 2 N , su
h that s = h

0

: from the pre
ondition of send-rqst

h

(s; i),

it is the 
ase that hs; ii 2 u

k

:s
heduled-rqsts? (h

0

). Thus, the indu
tion hypothesis implies

that hs; ii 62 u

k

:to-be-requested? (h

0

). The send-rqst

h

(s; i) a
tion does not a�e
t the variable

to-be-requested? (h

0

). Thus, it follows that u:to-be-requested? (h

0

) = u

k

:to-be-requested? (h

0

).

Moreover, sin
e send-rqst

h

(s; i) simply ba
ks-o� the request s
heduled for hs; ii, it follows

that u:s
heduled-rqsts? (h

0

) = u

k

:s
heduled-rqsts? (h

0

). Thus, the indu
tion hypothesis implies

that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) 2 fDATA; REPLg, hs

p

; i

p

i = id(p), and

s

p

= h

0

: we analyze the e�e
ts of pro
ess-pkt

h

(p) by 
ases. First, if u

k

:status 6= member,

then rm-send

h

(p) does not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis

implies that the invariant assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. If p is either the foremost or

a proper pa
ket from s

p

, then pro
ess-pkt

h

(p) removes hs

p

; i

p

i from to-be-requested? (h

0

)

and s
heduled-rqsts? (h

0

) and adds fhs

p

; i

0

i j i

0

2 N ; u

k

:max-seqno(s

p

) < i

0

< i

p

g to

to-be-requested? (h

0

) only if h 6= s

p

and u

k

:max-seqno(s

p

) < i

p

. Invariant 4.15 implies that

u

k

:s
heduled-rqsts? (h

0

) \ fhs

p

; i

0

i j i

0

2 N ; u

k

:max-seqno(s

p

) < i

0

< i

p

g = ;. Thus, the indu
tion

hypothesis implies that u:to-be-requested? (h

0

) \ u:s
heduled-rqsts? (h

0

) = ;.

Otherwise, if p is neither the foremost nor a proper pa
ket from s

p

, pro
ess-pkt

h

(p) does not

a�e
t the variables to-be-requested? (h

0

) and s
heduled-rqsts? (h

0

). Thus, the indu
tion hypothesis

implies that the invariant assertion holds in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = RQST, hs

p

; i

p

i = id(p), and s

p

= h

0

: we

analyze the e�e
ts of pro
ess-pkt

h

(p) by 
ases. First, if u

k

:status 6= member, then rm-send

h

(p)

does not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant

assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member, p is a proper pa
ket from s

p

, and

h 6= s

p

. In this 
ase, if hs

p

; i

p

i 62 u

k

:s
heduled-rqsts? (h

0

), then the pro
ess-pkt

h

(p) a
tion
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add hs

p

; i

p

i to s
heduled-rqsts? (h

0

) by s
heduling a request for hs

p

; i

p

i and removes hs

p

; i

p

i

from to-be-requested? (h

0

). Moreover, if u

k

:max-seqno(s

p

) < i

p

, then pro
ess-pkt

h

(p) adds

fhs

p

; i

0

i j i

0

2 N ; u

k

:max-seqno(s

p

) < i

0

< i

p

g to to-be-requested? (h

0

). Invariant 4.15 implies that

u

k

:s
heduled-rqsts? (h

0

) \ fhs

p

; i

0

i j i

0

2 N ; u

k

:max-seqno(s

p

) < i

0

< i

p

g = ;. Thus, the indu
tion

hypothesis implies that u:to-be-requested? (h

0

) \ u:s
heduled-rqsts? (h

0

) = ;.

Otherwise, the pro
ess-pkt

h

(p) a
tion does not a�e
t the variables to-be-requested? (h

0

) and

s
heduled-rqsts? (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion holds

in u.

❒ pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that type(p) = SESS: we analyze the e�e
ts of the

pro
ess-pkt

h

(p) a
tion by 
ases. First, if u

k

:status 6= member, then pro
ess-pkt

h

(p) does

not a�e
t the state of SRM-re


h

. Thus, the indu
tion hypothesis implies that the invariant

assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

:status = member. In this 
ase, if h 6= h

0

, u

k

:status = member

and there exists hh

0

; i

0

i 2 seqno-rprts(p), for i

0

2 N , su
h that u

k

:max-seqno(h

0

) < i

0

, then

pro
ess-pkt

h

(p) adds fhh

0

; i

00

i j i

00

2 N ; u

k

:max-seqno(h

0

) < i

00

� i

0

g to to-be-requested? .

Invariant 4.15 implies that u

k

:s
heduled-rqsts? (h

0

) \ fhh

0

; i

00

i j i

00

2 N ; u

k

:max-seqno(h

0

) <

i

00

� i

0

g = ;. Moreover, sin
e the pro
ess-pkt

h

(p) a
tion does not a�e
t the variable

s
heduled-rqsts? (h

0

), it is the 
ase that u:s
heduled-rqsts? (h

0

) = u

k

:s
heduled-rqsts? (h

0

). Thus,

it follows that u:to-be-requested? (h

0

) \ u:s
heduled-rqsts? (h

0

) = ;.

Otherwise, if either h = h

0

, u

k

:status 6= member, or there does not exist hh

0

; i

0

i 2 seqno-rprts(p),

for i

0

2 N , su
h that u

k

:max-seqno(h

0

) < i

0

, then pro
ess-pkt

h

(p) does not a�e
t the variables

to-be-requested? (h

0

) and s
heduled-rqsts? (h

0

). Thus, the indu
tion hypothesis implies that the

invariant assertion holds in u.

❒

Invariant 4.19 Let u be any rea
hable state of SRM-re


h

. For s 2 H, i 2 N , t; t

0

2 R

�0

, and

k 2 N

+

, if hs; i; ti 2 pending-rqsts and hs; i; t

0

; ki 2 s
heduled-rqsts , then t < t

0

.

Proof: From Assumption 4.1, it is the 
ase that C

3

< C

1

. Thus, the expiration time of the

ba
k-o� abstinen
e period pre
edes the transmission time of the respe
tive request. ❒

Invariant 4.20 Let u be any rea
hable state of SRM-re


h

. For h; s 2 H and i 2 N , if

the a
tion send-rqst

h

(s; i) is enabled in u, i.e., u:Pre(send-rqst

h

(s; i)) = True, then hs; ii 62

u:pending-rqsts? .

Proof: Suppose that u:Pre(send-rqst

h

(s; i)) = True. From the pre
ondition of the a
tion

send-rqst

h

(s; i), it follows that there exists k 2 N

+

su
h that hs; i; t

0

; ki 2 s
heduled-rqsts , for t

0

=

u:now . Invariant 4.19 implies that there does not exist t 2 R

�0

su
h that hs; i; ti 2 pending-rqsts

and t

0

� t. Sin
e t

0

= u:now , it follows that hs; ii 62 u:pending-rqsts? . ❒

Lemma 4.2 Let u; u

0

2 states(SRM

I

) be any rea
hable states of SRM

I

, � be any timed exe
ution

fragment of SRM

I

, su
h that u = �:fstate and u

0

= �:lstate. It is the 
ase that u[SRM℄:sent-pkts �

u

0

[SRM℄:sent-pkts.

Proof: Follows from a simple indu
tion on the length of the timed exe
ution fragment �

uu

0

of

SRM

I

leading from u to u

0

. The key to this proof is that, for any p 2 P

RM-Client

, the variable

trans-time(p) is a�e
ted only by the a
tion rm-send

h

(p), for h = sour
e(p), and this a
tion may

set it only to a value other than ?. ❒
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Invariant 4.21 Let u 2 states(SRM

I

) be any rea
hable state of SRM

I

. For any s 2 H and

i; i

0

2 N ; i � i

0

, if hs; ii 2 u[SRM℄:sent-pkts? (s) and hs; i

0

i 2 u[SRM℄:sent-pkts? (s), then it is the


ase that hs; i

00

i 2 u[SRM℄:sent-pkts? (s), for any i

00

2 N ; i � i

00

� i

0

.

Proof: Follows dire
tly from Lemma 3.3 and the fa
t that, for any p 2 P

RM-Client

, the

variable trans-time(p) may only be set by SRM

I

to a value other than ? by the rm-send

h

(p),

for h = sour
e(p). ❒

Lemma 4.3 Let s; h 2 H, i 2 N , and u 2 states(SRM

I

) be any rea
hable state of SRM

I

, su
h that

hs; ii 2 u[SRM-re


h

℄:ar
hived-pkts? . Moreover, let � be any timed exe
ution fragment of SRM

I

that starts in u, does not 
ontain a rm-leave

h

a
tion, and ends in some u

0

2 states(SRM

I

). Then,

it is the 
ase that hs; ii 2 u

0

[SRM-re


h

℄:ar
hived-pkts? .

Proof: Follows from a simple indu
tion on the length of �. The key point of the indu
tion is

that none of the a
tions of SRM-re


h

, ex
ept the a
tion rm-leave

h

whi
h is absent in �, either

remove elements from or initialize the set SRM-re


h

:ar
hived-pkts? . ❒

Lemma 4.4 Let h 2 H, i 2 N , and u 2 states(SRM

I

) be any rea
hable state of SRM

I

,

su
h that u[SRM-mem

h

℄:status = 
rashed. Moreover, let � be any timed exe
ution fragment

of SRM

I

that starts in u and ends in some u

0

2 states(SRM

I

). Then, it is the 
ase that

u

0

[SRM-mem

h

℄:status = 
rashed.

Proof: Follows from a simple indu
tion on the length of �. The key point of the indu
tion is that,

on
e the host h has 
rashed, i) none of the input a
tions of SRM-mem

h

, ex
ept the a
tion 
rash

h

whi
h sets the SRM-mem

h

:status variable to the value 
rashed, a�e
t the state of the SRM-mem

h

automaton, and ii) none of the lo
ally 
ontrolled a
tions, ex
ept the time passage a
tion whi
h does

not a�e
t the SRM-mem

h

:status variable, are enabled. ❒

Lemma 4.5 Let s; h 2 H, i 2 N , and u 2 states(SRM

I

) be any rea
hable state of SRM

I

, su
h

that hs; ii 2 u[SRM-re


h

℄:s
heduled-rqsts? . Moreover, let � be any timed exe
ution fragment of

SRM

I

that starts in u, does not 
ontain a rm-leave

h

a
tion, and ends in some u

0

2 states(SRM

I

).

Then, either hs; ii 2 u

0

[SRM-re


h

℄:s
heduled-rqsts? or hs; ii 2 u

0

[SRM-re


h

℄:ar
hived-pkts? .

Proof: Follows from a simple indu
tion on the length of �. The key points of the indu
-

tion are that: i) whenever the elements of SRM-re


h

:s
heduled-rqsts pertaining to hs; ii are

removed from SRM-re


h

:s
heduled-rqsts then an element pertaining to hs; ii is added to either

SRM-re


h

:s
heduled-rqsts or hs; ii 2 SRM-re


h

:ar
hived-pkts? , and ii) from Lemma 4.3, none of

the a
tions of SRM-re


h

, ex
ept the a
tion rm-leave

h

whi
h is absent in �, remove elements from

the set SRM-re


h

:ar
hived-pkts? . ❒

Lemma 4.6 Let s; h 2 H, i 2 N , t 2 R

�0

, k 2 N

+

, and u 2 states(SRM

I

) be any rea
hable state

of SRM

I

, su
h that u[SRM-re


h

℄:status = member and hs; i; t; ki 2 u[SRM-re


h

℄:s
heduled-rqsts .

Moreover, let � be any timed exe
ution fragment of SRM

I

that starts in u, 
ontains neither


rash

h

nor rm-leave

h

a
tions, and ends in some u

0

2 states(SRM

I

), su
h that t < u

0

:now and

hs; i; t

0

; k

0

i 2 u

0

[SRM-re


h

℄:s
heduled-rqsts , for t

0

2 R

�0

and k

0

2 N

+

. Then, it is the 
ase that

k < k

0

.
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Proof: Invariant 4.17 and Lemmas 4.3 and 4.5 imply that in any state u

00

in � it is the 
ase that

hs; ii 2 u

00

[SRM-re


h

℄:s
heduled-rqsts? . However, sin
e hs; i; t; ki 2 u[SRM-re


h

℄:s
heduled-rqsts ,

t < u

0

:now and time is not allowed to progress past the s
heduled transmission time of any request,

it follows that the request for hs; ii is res
heduled for transmission in � for a point in time no

earlier than u

0

:now . The only a
tions that may res
hedule the request for hs; ii are the a
tions

send-rqst

h

(s; i) and pro
ess-pkt

h

(p), for p 2 P

SRM

, su
h that id(p) = hs; ii and type(p) = RQST.

Whenever either of these a
tions res
hedule the request for hs; ii, they in
rement the element of

the tuple 
orresponding to the round 
ount. ❒

Lemma 4.7 The o

urren
e of either a send-rqst

h

(s; i), or send-repl

h

(s; i) a
tion, for h; s 2 H,

and i 2 N , in any admissible timed exe
ution � of SRM

I

is instantaneously su

eeded in � by the

o

urren
e of either a 
rash

h

, rm-leave

h

, or re
-msend

h

(p) a
tion, for p 2 P

SRM

, id(p) = hs; ii,

and type(p) equal to either RQST, or REPL, respe
tively.

Proof: We 
onsider the 
ase of a send-rqst

h

(s; i) a
tion; the 
ase of a send-repl

h

(s; i)

a
tion is analogous. The send-rqst

h

(s; i) a
tion adds a RQST pa
ket for hs; ii to the variable

SRM-re


h

:msend-bu� . Moreover, SRM-re


h

prevents time from elapsing while h is operational

and the bu�er SRM-re


h

:msend-bu� is non-empty; that is, while SRM-re


h

:status 6= 
rashed^

SRM-re


h

:msend-bu� 6= ;. ❒

Lemma 4.8 The o

urren
e of an a
tion re
-msend

h

(p), for h 2 H and p 2 P

SRM

, in any

admissible timed exe
ution � of SRM

I

is instantaneously su

eeded in � by the o

urren
e of either

a 
rash

h

, rm-leave

h

, or msend

h

(pkt) a
tion, for pkt 2 P

IPm
ast-Client

, su
h that strip(pkt) = p.

Proof: The re
-msend

h

(p) a
tion adds an element to the variable SRM-IPbuff

h

:msend-bu� .

Moreover, SRM-IPbuff

h

prevents time from elapsing while SRM-IPbuff

h

:status 6= 
rashed ^

SRM-IPbuff

h

:msend-bu� 6= ;. ❒

Lemma 4.9 The o

urren
e of an a
tion mre
v

h

(pkt), for h 2 H and pkt 2 P

IPm
ast-Client

,

in a state u 2 states(SRM

I

) in any admissible timed exe
ution � of SRM

I

, su
h that

u[SRM-IPbuff

h

℄:status = member, is instantaneously su

eeded in � by the o

urren
e of either a


rash

h

, rm-leave

h

, or pro
ess-pkt

h

(p) a
tion, for p 2 P

SRM

, su
h that p = strip(pkt).

Proof: Sin
e u[SRM-IPbuff

h

℄:status = member, the parti
ular o

urren
e of the

mre
v

h

(pkt) a
tion adds the element strip(pkt) to the variable SRM-IPbuff

h

:re
v-bu� .

Moreover, SRM-IPbuff

h

prevents time from elapsing while SRM-IPbuff

h

:status 6=


rashed^ SRM-IPbuff

h

:re
v-bu� 6= ;. ❒

Lemma 4.10 Let � be any admissible exe
ution of SRM

I


ontaining the dis
rete transition

(u; �; u

0

), for u; u

0

2 states(SRM

I

), h 2 H, p 2 P

RM-Client

, hs

p

; i

p

i = id(p), and � =

rm-send

h

(p). If either u[SRM-re


h

℄:min-seqno(s

p

) =? or u[SRM-re


h

℄:min-seqno(s

p

) 6=?

^i

p

= u[SRM-re


h

℄:max-seqno(s

p

) + 1, then the dis
rete transition (u; �; u

0

) is instantaneously

su

eeded in � by the o

urren
e of either a 
rash

h

, rm-leave

h

, or re
-msend

h

(pkt) a
tion, for

pkt 2 P

SRM

, su
h that pkt = 
omp-data-pkt (p).

Proof: Suppose that either u[SRM-re


h

℄:min-seqno(s

p

) =? or u[SRM-re


h

℄:min-seqno(s

p

) 6=?

and i

p

= u[SRM-re


h

℄:max-seqno(s

p

) + 1. Then, the dis
rete transition (u; �; u

0

) adds the
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element pkt to SRM-re


h

:msend-bu� . Moreover, SRM-re


h

prevents time from elapsing while

SRM-re


h

:status 6= 
rashed ^ SRM-re


h

:msend-bu� 6= ;. ❒

We now present some invariants pertaining to the SRM

I

automaton.

Invariant 4.22 For h 2 H and any rea
hable state u of SRM

I

, it is the 
ase that:

1. u[RM-Client

h

℄:status = idle, u[SRM-mem

h

℄:status = idle,

2. u[RM-Client

h

℄:status = member, u[SRM-mem

h

℄:status = member,

3. u[RM-Client

h

℄:status = 
rashed, u[SRM-mem

h

℄:status = 
rashed,

4. u[RM-Client

h

℄:status = joining, u[SRM-mem

h

℄:status 2 Joining, and

5. u[RM-Client

h

℄:status = leaving, u[SRM-mem

h

℄:status 2 Leaving.

Proof: Let � be any �nite timed exe
ution of SRM

I

leading to u. The proof is by indu
tion on

the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0; that

is, � = u. Sin
e u is a start state of SRM

I

, it is the 
ase that u[RM-Client

h

℄:status = idle

and u[SRM-mem

h

℄:status = idle. Thus, the invariant assertion is satis�ed in u. For the indu
tive

step, 
onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining

the �rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions

that a�e
t the variables RM-Client

h

:status and SRM-mem

h

:status .

❒ 
rash

h

: the a
tion 
rash

h

sets both variables RM-Client

h

:status and SRM-mem

h

:status to

the value 
rashed. Thus, the invariant assertion holds in u.

❒ rm-join

h

: from the pre
ondition of the rm-join

h

a
tion, it follows that

u

k

[RM-Client

h

℄:status = idle. From the indu
tion hypothesis it follows that

u

k

[SRM-mem

h

℄:status = idle. Thus, the a
tion rm-join

h

sets RM-Client

h

:status to joining

and SRM-mem

h

:status to join-rqst-pending; that is, u[RM-Client

h

℄:status = joining and

u[SRM-mem

h

℄:status 2 Joining . It follows that the invariant assertion holds in u.

❒ mjoin

h

: from the pre
ondition of the mjoin

h

a
tion, it follows that u

k

[SRM-mem

h

℄:status 2

Joining . From the indu
tion hypothesis it follows that u

k

[RM-Client

h

℄:status = joining.

The a
tion mjoin

h

sets the variable SRM-mem

h

:status to join-pending and does not a�e
t

the variable RM-Client

h

:status . Thus, it is the 
ase that u[SRM-mem

h

℄:status 2 Joining and

u[RM-Client

h

℄:status = joining. It follows that the invariant assertion holds in u.

❒ mjoin-a
k

h

: we �rst 
onsider the 
ase where u

k

[SRM-mem

h

℄:status 62 Joining . In this 
ase,

mjoin-a
k

h

a�e
ts neither RM-Client

h

:status nor SRM-mem

h

:status . Thus, the indu
tion

hypothesis implies the invariant assertion in u.

Se
ond, we 
onsider the 
ase where u

k

[SRM-mem

h

℄:status 2 Joining . In this 
ase,

mjoin-a
k

h

sets the variable SRM-mem

h

:status to join-a
k-pending and does not a�e
t

RM-Client

h

:status . Sin
e u

k

[SRM-mem

h

℄:status 2 Joining , the indu
tion hypothesis

implies that u

k

[RM-Client

h

℄:status = joining. Moreover, sin
e mjoin-a
k

h

does not a�e
t

RM-Client

h

:status , it follows that u[RM-Client

h

℄:status = joining. Thus, the invariant

assertion holds in u.

❒ rm-join-a
k

h

: from the pre
ondition of rm-join-a
k

h

, it follows that u

k

[SRM-mem

h

℄:status 2

Joining . From the indu
tion hypothesis it follows that u

k

[RM-Client

h

℄:status = joining.

Thus, the rm-join-a
k

h

a
tion sets both SRM-mem

h

:status and RM-Client

h

:status to

member. It follows that the invariant assertion holds in u.

❒ rm-leave

h

: the reasoning for this a
tion is analogous to that of rm-join

h

.

❒ mleave

h

: the reasoning for this a
tion is analogous to that of mjoin

h

.
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❒ mleave-a
k

h

: the reasoning for this a
tion is analogous to that of mjoin-a
k

h

.

❒ rm-leave-a
k

h

: the reasoning for this a
tion is analogous to that of rm-join-a
k

h

.

❒

Invariant 4.23 For h 2 H and any rea
hable state u of SRM

I

, it is the 
ase that

u[RM-Client

h

℄:seqno = u[SRM-re


h

℄:max-seqno(h).

Proof: Let � be any �nite timed exe
ution of SRM

I

leading to u. The proof is by indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length

0; that is, � = u. Sin
e u is a start state of SRM

I

, it follows that u[RM-Client

h

℄:seqno =?

and u[SRM-re


h

℄:max-seqno(h) =?. Thus, the invariant assertion is satis�ed in u. For the

indu
tive step, 
onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of �


ontaining the �rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u, we 
onsider only

the rm-send

h

(p) a
tion, sin
e this is the only a
tion that a�e
ts the variables RM-Client

h

:seqno

and SRM-re


h

:max-seqno(h).

From the pre
ondition of rm-send

h

(p), it is the 
ase that u

k

[RM-Client

h

℄:status = member,

sour
e(p) = h, and either u

k

[RM-Client

h

℄:seqno =? or seqno(p) = u

k

[RM-Client

h

℄:seqno + 1.

The e�e
ts of rm-send

h

(p) are to set RM-Client

h

:seqno to seqno(p).

Sin
e u

k

[RM-Client

h

℄:status = member, Invariant 4.22 implies that u

k

[SRM-re


h

℄:status =

member. From the indu
tion hypothesis, it is the 
ase that u

k

[RM-Client

h

℄:seqno =

u

k

[SRM-re


h

℄:max-seqno(h). Thus, it is the 
ase that either u

k

[SRM-re


h

℄:max-seqno(h) =?

or seqno(p) = u

k

[SRM-re


h

℄:max-seqno(h) + 1. In either 
ase, the rm-send

h

(p) sets

SRM-re


h

:max-seqno(h) to seqno(p). Thus, it follows that u[RM-Client

h

℄:seqno =

u[SRM-re


h

℄:max-seqno(h). ❒

Invariant 4.24 For h 2 H and any rea
hable state u of SRM

I

, it is the 
ase that:

1. u[SRM-mem

h

℄:status = 
rashed, u[SRM-IPbuff

h

℄:status = 
rashed

^u[SRM-mem

h

℄:status = member, u[SRM-IPbuff

h

℄:status = member and

2. u[SRM-mem

h

℄:status = 
rashed, u[SRM-re


h

℄:status = 
rashed

^u[SRM-mem

h

℄:status = member, u[SRM-re


h

℄:status = member.

Proof: We prove that u[SRM-mem

h

℄:status = 
rashed, u[SRM-IPbuff

h

℄:status = 
rashed^

u[SRM-mem

h

℄:status = member , u[SRM-IPbuff

h

℄:status = member; the proof of the se
ond


laim is analogous.

Let � be any �nite timed exe
ution of SRM

I

leading to u. The proof is by indu
tion on the

length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0; that

is, � = u. Sin
e u is a start state of SRM

I

, it follows that u[SRM-mem

h

℄:status = idle and

u[SRM-IPbuff

h

℄:status = idle. Thus, the invariant assertion is satis�ed in u. For the indu
tive

step, 
onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining

the �rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u, we 
onsider only the a
tions

that a�e
t the variables SRM-mem

h

:status and SRM-IPbuff

h

:status .

❒ 
rash

h

: the a
tion 
rash

h

sets both variables SRM-mem

h

:status and SRM-IPbuff

h

:status to

the value 
rashed. Thus, the invariant assertion holds in u.

❒ rm-join

h

: from the pre
ondition of rm-join

h

, it follows that u

k

[RM-Client

h

℄:status = idle.

Thus, Invariant 4.22 implies that u

k

[SRM-mem

h

℄:status = idle. Sin
e
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u

k

[SRM-mem

h

℄:status 62 f
rashed; memberg, the indu
tion hypothesis implies that

u

k

[SRM-IPbuff

h

℄:status 62 f
rashed; memberg.

Sin
e rm-join

h

sets SRM-mem

h

:status to join-rqst-pending, it follows that

u[SRM-mem

h

℄:status 62 f
rashed; memberg. Sin
e rm-join

h

does not a�e
t the vari-

able SRM-IPbuff

h

:status , it follows that u[SRM-IPbuff

h

℄:status 62 f
rashed; memberg.

Thus, it follows that the invariant assertion holds in u.

❒ mjoin

h

: from the pre
ondition of mjoin

h

, it follows that u

k

[SRM-mem

h

℄:status 2 Joining ; that

is, u

k

[SRM-mem

h

℄:status 62 f
rashed; memberg. Thus, the indu
tion hypothesis implies that

u

k

[SRM-IPbuff

h

℄:status 62 f
rashed; memberg.

Sin
e the a
tion mjoin

h

sets the variable SRM-mem

h

:status to join-pending, it follows that

u[SRM-mem

h

℄:status 62 f
rashed; memberg. Moreover, sin
e mjoin

h

does not a�e
t the variable

SRM-IPbuff

h

:status , it follows that u[SRM-IPbuff

h

℄:status 62 f
rashed; memberg. Thus, it

follows that the invariant assertion holds in u.

❒ mjoin-a
k

h

: �rst, 
onsider the 
ase where u

k

[SRM-mem

h

℄:status 62 Joining . Sin
e in this


ase mjoin-a
k

h

a�e
ts neither SRM-mem

h

:status nor SRM-IPbuff

h

:status , the indu
tion

hypothesis implies that the invariant assertion holds in u.

Se
ond, 
onsider the 
ase where u

k

[SRM-mem

h

℄:status 2 Joining . Sin
e

u

k

[SRM-mem

h

℄:status 62 f
rashed; memberg, the indu
tion hypothesis implies that

u

k

[SRM-IPbuff

h

℄:status 62 f
rashed; memberg. Sin
e u

k

[SRM-mem

h

℄:status 2 Joining ,

the a
tion mjoin-a
k

h

sets SRM-mem

h

:status to join-a
k-pending; that is,

u[SRM-mem

h

℄:status 62 f
rashed; memberg. Sin
e mjoin

h

does not a�e
t the variable

SRM-IPbuff

h

:status , it follows that u[SRM-IPbuff

h

℄:status 62 f
rashed; memberg. Thus, it

follows that the invariant assertion holds in u.

❒ rm-join-a
k

h

: from the pre
ondition of rm-join-a
k

h

, it is the 
ase that

u

k

[SRM-mem

h

℄:status 2 Joining . Sin
e u

k

[SRM-mem

h

℄:status 62 f
rashed; memberg,

the indu
tion hypothesis implies that u

k

[SRM-IPbuff

h

℄:status 62 f
rashed; memberg.

The a
tion rm-join-a
k

h

sets SRM-mem

h

:status to member. Sin
e u

k

[SRM-IPbuff

h

℄:status 6=


rashed, it also sets SRM-IPbuff

h

:status to member. It follows that the invariant assertion

holds in u.

❒ rm-leave

h

: from the pre
ondition of rm-leave

h

, it is the 
ase that u

k

[RM-Client

h

℄:status =

member. Thus, Invariant 4.22 implies that u

k

[SRM-mem

h

℄:status = member. Moreover, the

indu
tion hypothesis implies that u

k

[SRM-IPbuff

h

℄:status = member.

Sin
e u

k

[SRM-mem

h

℄:status = member, the rm-leave

h

a
tion sets SRM-mem

h

:status

to leave-rqst-pending and SRM-IPbuff

h

:status to idle. Thus, it is the 
ase that

u[SRM-mem

h

℄:status 62 f
rashed; memberg and u[SRM-IPbuff

h

℄:status 62 f
rashed; memberg.

Thus, it follows that the invariant assertion holds in u.

❒ mleave

h

: the reasoning for this a
tion is analogous to that of mjoin

h

.

❒ mleave-a
k

h

: the reasoning for this a
tion is analogous to that of mjoin-a
k

h

.

❒ rm-leave-a
k

h

: from the pre
ondition of the a
tion rm-leave-a
k

h

, it

is the 
ase that u

k

[SRM-mem

h

℄:status = leave-a
k-pending. Sin
e

u

k

[SRM-mem

h

℄:status 62 f
rashed; memberg, the indu
tion hypothesis implies that

u

k

[SRM-IPbuff

h

℄:status 62 f
rashed; memberg.

The a
tion rm-leave-a
k

h

sets SRM-mem

h

:status to idle and does not a�e
t the variable

SRM-IPbuff

h

:status . Thus, it follows that u[SRM-mem

h

℄:status 62 f
rashed; memberg and

u[SRM-IPbuff

h

℄:status 62 f
rashed; memberg. Thus, it follows that the invariant assertion

holds in u.
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❒

Invariant 4.25 For h 2 H and any rea
hable state u of SRM

I

, it is the 
ase that, for any pa
ket

p 2 u[SRM-re


h

℄:msend-bu� :

1. type(p) = SESS)8 hh

0

; i

0

i 2 seqno-rprts(p); hh

0

; i

0

i 2 u[SRM-re


h

℄:window? (h

0

), and

2. type(p) 6= SESS) id(p) 2 u[SRM-re


h

℄:window? (sour
e(p)).

Proof: Let � be any �nite timed exe
ution of SRM

I

leading to u. The proof is by indu
tion on

the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0; that

is, � = u. Sin
e u is a start state of SRM

I

, it is the 
ase that u[SRM-re


h

℄:msend-bu� = ;.

Thus, the invariant assertion is trivially satis�ed in u. For the indu
tive step, 
onsider a timed

exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the �rst k steps of �

and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions of SRM

I

that a�e
t

the variables SRM-re


h

:msend-bu� , SRM-re


h

:min-seqno(h

0

), and SRM-re


h

:max-seqno(h

0

),

for all h

0

2 H.

❒ rm-leave

h

, for h 2 H: the a
tion rm-leave

h

reinitializes the variables SRM-re


h

:msend-bu� ,

SRM-re


h

:min-seqno(h

0

), and SRM-re


h

:max-seqno(h

0

), for all h

0

2 H. Thus, the invariant

assertion is trivially satis�ed in u.

❒ rm-send

h

(p), for h 2 H and p 2 P

RM-Client

, su
h that hs

p

; i

p

i = id(p): from the

pre
ondition of rm-send

h

(p), it is the 
ase that u

k

[RM-Client

h

℄:status = member

and either u

k

[RM-Client

h

℄:seqno =? or i

p

= u

k

[RM-Client

h

℄:seqno + 1.

Sin
e u

k

[RM-Client

h

℄:status = member, Invariants 4.22 and 4.24 imply that

u

k

[SRM-re


h

℄:status = member. Moreover, Invariant 4.23 implies that either

u

k

[SRM-re


h

℄:max-seqno(s

p

) =? or i

p

= u

k

[SRM-re


h

℄:max-seqno(s

p

) + 1.

Thus, the rm-send

h

(p) a
tion adds pkt = 
omp-data-pkt (p) to SRM-re


h

:msend-bu�

and id(p) to SRM-re


h

:window? (s

p

). It follows that u

k

[SRM-re


h

℄:window? (s

p

) �

u[SRM-re


h

℄:window? (s

p

). Moreover, the rm-send

h

(p) a
tion does not a�e
t the

SRM-re


h

:window? (h

0

) variables, for h

0

2 H;h

0

6= s

p

.

The indu
tion hypothesis and that fa
ts type(pkt) = DATA, id(pkt) = id(p), and id(p) 2

u[SRM-re


h

℄:window? (s

p

), imply that the invariant assertion is satis�ed in u.

❒ re
-msend

h

(p), for h 2 H and p 2 P

RM-Client

: the re
-msend

h

(p) removes p from

SRM-re


h

:msend-bu� and does not a�e
t the SRM-re


h

:window? (h

0

) variables, for h

0

2 H.

Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

❒ send-rqst

h

(s; i), for s 2 H and i 2 N : from the pre
ondition of send-rqst

h

(s; i), it

follows that hs; ii 2 u

k

[SRM-re


h

℄:s
heduled-rqsts? (s). Thus, Invariant 4.15 implies that

hs; ii 2 u

k

[SRM-re


h

℄:window? (s). Sin
e the send-rqst

h

(s; i) a
tion does not a�e
t the

variables SRM-re


h

:min-seqno(s) and SRM-re


h

:max-seqno(s), it does not a�e
t the variable

SRM-re


h

:window? (s). Sin
e hs; ii 2 u

k

[SRM-re


h

℄:window? (s), it follows that hs; ii 2

u[SRM-re


h

℄:window? (s).

The send-rqst

h

(s; i) a
tion adds a pa
ket pkt 2 P

SRM

, su
h that type(pkt) = RQST and

id(pkt) = hs; ii, to SRM-re


h

:msend-bu� . Moreover, the send-repl

h

(s; i) a
tion does not

a�e
t the SRM-re


h

:window? (h

0

) variables, for h

0

2 H;h

0

6= s. The indu
tion hypothesis and

the fa
t that hs; ii 2 u[SRM-re


h

℄:window? (s) imply that the invariant assertion is satis�ed in

u.

❒ send-repl

h

(s; i), for s 2 H and i 2 N : from the pre
ondition of send-repl

h

(s; i),

it follows that hs; ii 2 u

k

[SRM-re


h

℄:s
heduled-repls? (s). Thus, Invariant 4.14 implies
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that hs; ii 2 u

k

[SRM-re


h

℄:ar
hived? (s). Moreover, Invariant 4.5 implies that hs; ii 2

u

k

[SRM-re


h

℄:window? (s). Sin
e the send-rqst

h

(s; i) a
tion does not a�e
t the vari-

ables SRM-re


h

:min-seqno(s) and SRM-re


h

:max-seqno(s), it does not a�e
t the variable

SRM-re


h

:window? (s). Sin
e hs; ii 2 u

k

[SRM-re


h

℄:window? (s), it follows that hs; ii 2

u[SRM-re


h

℄:window? (s).

The send-repl

h

(s; i) a
tion adds a pa
ket pkt 2 P

SRM

, su
h that type(pkt) = REPL and

id(pkt) = hs; ii, to SRM-re


h

:msend-bu� . Moreover, the send-repl

h

(s; i) a
tion does not

a�e
t the SRM-re


h

:window? (h

0

) variables, for h

0

2 H;h

0

6= s. The indu
tion hypothesis and

the fa
t that hs; ii 2 u[SRM-re


h

℄:window? (s) imply that the invariant assertion is satis�ed in

u.

❒ send-sess

h

: the send-sess

h

a
tion adds a pa
ket pkt 2 P

SRM

to SRM-re


h

:msend-bu� ,

su
h that type(pkt) = SESS and seqno-rprts(pkt) = u

k

[SRM-re


h

℄:max-seqno. Sin
e

seqno-rprts(pkt) = u

k

[SRM-re


h

℄:max-seqno , it follows that, for any hs; ii 2 seqno-rprts(pkt),

it is the 
ase that i = u

k

[SRM-re


h

℄:max-seqno(s). Thus, Invariant 4.3 implies that

u

k

[SRM-re


h

℄:min-seqno(s) � i. It follows that hs; ii 2 u

k

[SRM-re


h

℄:window? (s). Sin
e

send-sess

h

a�e
ts neither SRM-re


h

:min-seqno(s) nor SRM-re


h

:max-seqno(s), it follows

that hs; ii 2 u[SRM-re


h

℄:window? (s).

The indu
tion hypothesis and the fa
t that, for any hs; ii 2 seqno-rprts(pkt), it is the 
ase that

hs; ii 2 u[SRM-re


h

℄:window? (s), imply that the invariant assertion is satis�ed in u.

❒ pro
ess-pkt

h

(p), for h 2 H and p 2 P

SRM

: the pro
ess-pkt

h

(p) a
tion does not

a�e
t the variable SRM-re


h

:msend-bu� and may only add elements to the variables

u[SRM-re


h

℄:window? (h

0

), for h

0

2 H. Thus, it follows that u[SRM-re


h

℄:msend-bu� =

u

k

[SRM-re


h

℄:msend-bu� and u

k

[SRM-re


h

℄:window? (h

0

) � u[SRM-re


h

℄:window? (h

0

), for

h

0

2 H. Thus, the indu
tion hypothesis implies that the invariant assertion is satis�ed in u.

❒

Invariant 4.26 For any rea
hable state u of SRM

I

, it is the 
ase that, for all h; h

0

2 H,

u[SRM-re


h

℄:window? (h

0

) � u[SRM℄:sent-pkts? (h

0

).

Proof: Let � be any �nite timed exe
ution of SRM

I

leading to u. The proof is by strong indu
tion

on the length n 2 N of �. For the base 
ase, 
onsider the �nite timed exe
ution � of length 0; that

is, � = u. Sin
e u is a start state of SRM

I

, it is the 
ase that u[SRM-re


h

℄:window? (h

0

) = ;

and u[SRM℄:sent-pkts? (h

0

) = ;, for all h; h

0

2 H. Thus, the invariant assertion is trivially satis�ed

in u. For the indu
tive step, 
onsider a timed exe
ution � of length k + 1, for k 2 N . Let �

k

be the pre�x of � 
ontaining the �rst k steps of � and u

k

= �

k

:lstate . For the step from u

k

to u we 
onsider only the a
tions of SRM

I

that a�e
t the variables SRM-re


h

:min-seqno(h

0

),

SRM-re


h

:max-seqno(h

0

), and SRM:sent-pkts? (h

0

), for all h; h

0

2 H.

❒ rm-leave

m

, for m 2 H: the a
tion rm-leave

m

reinitializes the variables

SRM-re


m

:min-seqno(m

0

) and SRM-re


m

:max-seqno(m

0

), for all m

0

2 H,

and does not a�e
t the variables SRM:sent-pkts? (m

0

), for all m

0

2 H. Thus,

it follows that u[SRM-re


m

℄:window? (m

0

) � u[SRM℄:sent-pkts? (m

0

), for all

m

0

2 H. Moreover, the a
tion rm-leave

m

does not a�e
t any of the variables

SRM-re


n

:min-seqno(m

0

), SRM-re


n

:max-seqno(m

0

), and SRM:sent-pkts? (m

0

), for

n 2 H;n 6= m and m

0

2 H. Thus, from the indu
tion hypothesis it is the 
ase that

u[SRM-re


n

℄:window? (m

0

) � u[SRM℄:sent-pkts? (m

0

), for n 2 H;n 6= m and m

0

2 H. It

follows that u[SRM-re


h

℄:window? (h

0

) � u[SRM℄:sent-pkts? (h

0

), for all h; h

0

2 H.

❒ rm-send

m

(p), for m 2 H and p 2 P

RM-Client

: from the pre
ondition of rm-send

m

(p), it is

the 
ase that u

k

[RM-Client

m

℄:status = member and either u

k

[RM-Client

m

℄:seqno =? or
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seqno(p) = u

k

[RM-Client

m

℄:seqno + 1. Sin
e u

k

[RM-Client

m

℄:status = member, Invari-

ants 4.22 and 4.24 imply that u

k

[SRM-re


m

℄:status = member. Moreover, Invariant 4.23 im-

plies that either u

k

[SRM-re


m

℄:max-seqno =? or seqno(p) = u

k

[SRM-re


m

℄:max-seqno +

1. Thus, the rm-send

m

(p) a
tion adds the element id(p) to SRM-re


m

:window? (m) and

SRM:sent-pkts? (m); that is, u[SRM-re


m

℄:window? (m) = u

k

[SRM-re


m

℄:window? (m) [

fid (p)g and u[SRM℄:sent-pkts? (m) = u

k

[SRM℄:sent-pkts? (m) [ fid(p)g. From the indu
tion

hypothesis, it is the 
ase that u

k

[SRM-re


m

℄:window? (m) � u

k

[SRM℄:sent-pkts? (m). Thus, it

follows that u[SRM-re


m

℄:window? (m) � u[SRM℄:sent-pkts? (m).

The rm-send

m

(p) a
tion does not a�e
t the variables SRM-re


m

:window? (m

0

),

SRM-re


m

0

:window? (m

00

) SRM:sent-pkts? (m

0

), for all m

0

2 H;m

0

6= m and m

00

2 H. Thus,

the indu
tion hypothesis implies that u[SRM-re


m

℄:window? (m

0

) � u[SRM℄:sent-pkts? (m

0

)

and u[SRM-re


m

0

℄:window? (m

00

) � u[SRM℄:sent-pkts? (m

00

), for all m

0

2 H;m

0

6= m and

m

00

2 H.

It follows that u[SRM-re


h

℄:window? (h

0

) � u[SRM℄:sent-pkts? (h

0

), for all h; h

0

2 H.

❒ pro
ess-pkt

m

(p), for m 2 H and p 2 P

SRM

, su
h that type(p) 2 fDATAg: let s

p

2 H and

i

p

2 N be the sour
e and the sequen
e number, respe
tively, of the pa
ket p. From the

pre
ondition of pro
ess-pkt

m

(p), it follows that p 2 u

k

[SRM-IPbuff

m

℄:re
v-bu� . Sin
e

the only a
tion that may add p to the variable SRM-IPbuff

m

:re
v-bu� is mre
v

m

(pkt), for

pkt 2 P

IPm
ast-Client

, su
h that strip(pkt) = p, it follows that the a
tion pro
ess-pkt

m

(p) is

pre
eded in � by an a
tion mre
v

m

(pkt). Let (u

2

; mre
v

m

(pkt); u

1

) be the dis
rete transition in

�

k


orresponding to the parti
ular o

urren
e of the a
tion mre
v

m

(pkt). Lemma 4.1 implies

that the a
tion mre
v

m

(pkt) is pre
eded in �

k

by an a
tion msend

m

0

(pkt), for some m

0

2 H. Let

(u

4

; msend

m

0

(pkt); u

3

) be the dis
rete transition in �

k


orresponding to the parti
ular o

urren
e

of the a
tion msend

m

0

(pkt). From the pre
ondition of the a
tion msend

m

0

(pkt), it follows that

pkt 2 u

4

[SRM-IPbuff

m

0

℄:msend-bu� . The only a
tion that may add pkt to the variable

SRM-IPbuff

m

0

:msend-bu� is the a
tion re
-msend

m

0

(p). Thus, an a
tion re
-msend

m

0

(p)

pre
edes u

4

in �

k

. Let (u

6

; re
-msend

m

0

(p); u

5

) be the dis
rete transition in �

k


orresponding

to the parti
ular o

urren
e of the a
tion re
-msend

m

0

(p). From the pre
ondition of the a
tion

re
-msend

m

0

(p), it follows that p 2 u

6

[SRM-re


m

0

℄:msend-bu� .

Invariant 4.25 implies that id(p) 2 u

6

[SRM-re


m

0

℄:window? (s

p

). From the indu
tion

hypothesis, it is the 
ase that u

6

[SRM-re


m

0

℄:window? (s

p

) � u

6

[SRM℄:sent-pkts? (s

p

).

Sin
e id(p) 2 u

6

[SRM-re


m

0

℄:window? (s

p

) and u

6

[SRM-re


m

0

℄:window? (s

p

) �

u

6

[SRM℄:sent-pkts? (s

p

), it follows that id(p) 2 u

6

[SRM℄:sent-pkts? (s

p

). Thus, Lemma 4.2

implies that id(p) 2 u

k

[SRM℄:sent-pkts? (s

p

). Sin
e pro
ess-pkt

m

(p) does not a�e
t the

variable SRM:sent-pkts? (s

p

), it follows that u[SRM℄:sent-pkts? (s

p

) = u

k

[SRM℄:sent-pkts? (s

p

).

Thus, it is the 
ase that id(p) 2 u[SRM℄:sent-pkts? (s

p

).

We now 
onsider the e�e
ts of the pro
ess-pkt

m

(p) a
tion. If m 6= s

p

and u

k

[SRM-re


m

℄:min-seqno(s

p

) =?, then the pro
ess-pkt

m

(p) a
tion sets

both SRM-re


m

:min-seqno(s

p

) and SRM-re


m

:max-seqno(s

p

) variables to

i

p

. Thus, it follows that u[SRM-re


m

℄:window? (s

p

) = fhs

p

; i

p

ig. Sin
e

u[SRM-re


m

℄:window? (s

p

) = fhs

p

; i

p

ig and id(p) 2 u[SRM℄:sent-pkts? (s

p

), it follows

that u[SRM-re


m

℄:window? (s

p

) � u[SRM℄:sent-pkts? (s

p

).

If m 6= s

p

, u

k

[SRM-re


m

℄:min-seqno(s

p

) 6=?, and u

k

[SRM-re


m

℄:max-seqno(s

p

) < i

p

,

then the pro
ess-pkt

m

(p) a
tion does not a�e
t the variable SRM-re


m

:min-seqno(s

p

)

and sets the variable SRM-re


m

:max-seqno(s

p

) to i

p

. From the indu
tion hypoth-

esis, it is the 
ase that u

k

[SRM-re


m

℄:window? (s

p

) � u

k

[SRM℄:sent-pkts? (s

p

).

It follows that hs

p

; u

k

[SRM-re


m

℄:min-seqno(s

p

)i 2 u

k

[SRM℄:sent-pkts? (s

p

).

Sin
e pro
ess-pkt

m

(p) does not a�e
t the variable SRM-re


m

:min-seqno(s

p

),
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it is the 
ase that u[SRM-re


m

℄:min-seqno(s

p

) = u

k

[SRM-re


m

℄:min-seqno(s

p

).

Thus, it follows that hs

p

; u[SRM-re


m

℄:min-seqno(s

p

)i 2 u[SRM℄:sent-pkts? (s

p

).

Sin
e hs

p

; u[SRM-re


m

℄:min-seqno(s

p

)i 2 u[SRM℄:sent-pkts? (s

p

) and

hs

p

; u[SRM-re


m

℄:max-seqno(s

p

)i 2 u[SRM℄:sent-pkts? (s

p

), Invariant 4.21 implies that

u[SRM-re


m

℄:window? (s

p

) � u[SRM℄:sent-pkts? (s

p

).

Otherwise, pro
ess-pkt

m

(p) does not a�e
t the variables SRM-re


m

:min-seqno(s

p

),

SRM-re


m

:max-seqno(s

p

), and SRM:sent-pkts? (s

p

). Thus, the indu
tion hypothesis implies

that u[SRM-re


m

℄:window? (s

p

) � u[SRM℄:sent-pkts? (s

p

).

Moreover, the pro
ess-pkt

m

(p) a
tion does not a�e
t the variables SRM-re


m

:window? (m

0

),

SRM-re


n

:window? (n

0

), and SRM:sent-pkts? (n

0

), for all m

0

2 H;m

0

6= s

p

, n 2 H;n 6= m,

and n

0

2 H. Thus, the indu
tion hypothesis implies that u[SRM-re


m

℄:window? (m

0

) �

u[SRM℄:sent-pkts? (m

0

) and u[SRM-re


n

℄:window? (n

0

) � u[SRM℄:sent-pkts? (n

0

), for all m

0

2

H;m

0

6= s

p

, n 2 H;n 6= m, and n

0

2 H.

Thus, it follows that u[SRM-re


h

℄:window? (h

0

) � u[SRM℄:sent-pkts? (h

0

), for all h; h

0

2 H.

❒ pro
ess-pkt

m

(p), for m 2 H and p 2 P

SRM

, su
h that type(p) 2 fRQST; REPLg: let s

p

2 H

and i

p

2 N be the sour
e and the sequen
e number, respe
tively, of the pa
ket p. From

the pre
ondition of pro
ess-pkt

m

(p), it follows that p 2 u

k

[SRM-IPbuff

m

℄:re
v-bu� . Sin
e

the only a
tion that may add p to the variable SRM-IPbuff

m

:re
v-bu� is mre
v

m

(pkt), for

pkt 2 P

IPm
ast-Client

, su
h that strip(pkt) = p, it follows that the a
tion pro
ess-pkt

m

(p) is

pre
eded in � by an a
tion mre
v

m

(pkt). Let (u

2

; mre
v

m

(pkt); u

1

) be the dis
rete transition in

�

k


orresponding to the parti
ular o

urren
e of the a
tion mre
v

m

(pkt). Lemma 4.1 implies

that the a
tion mre
v

m

(pkt) is pre
eded in �

k

by an a
tion msend

m

0

(pkt), for some m

0

2 H. Let

(u

4

; msend

m

0

(pkt); u

3

) be the dis
rete transition in �

k


orresponding to the parti
ular o

urren
e

of the a
tion msend

m

0

(pkt). From the pre
ondition of the a
tion msend

m

0

(pkt), it follows that

pkt 2 u

4

[SRM-IPbuff

m

0

℄:msend-bu� . The only a
tion that may add pkt to the variable

SRM-IPbuff

m

0

:msend-bu� is the a
tion re
-msend

m

0

(p). Thus, an a
tion re
-msend

m

0

(p)

pre
edes u

4

in �

k

. Let (u

6

; re
-msend

m

0

(p); u

5

) be the dis
rete transition in �

k


orresponding

to the parti
ular o

urren
e of the a
tion re
-msend

m

0

(p). From the pre
ondition of the a
tion

re
-msend

m

0

(p), it follows that p 2 u

6

[SRM-re


m

0

℄:msend-bu� .

Invariant 4.25 implies that id(p) 2 u

6

[SRM-re


m

0

℄:window? (s

p

). From the indu
tion

hypothesis, it is the 
ase that u

6

[SRM-re


m

0

℄:window? (s

p

) � u

6

[SRM℄:sent-pkts? (s

p

).

Sin
e id(p) 2 u

6

[SRM-re


m

0

℄:window? (s

p

) and u

6

[SRM-re


m

0

℄:window? (s

p

) �

u

6

[SRM℄:sent-pkts? (s

p

), it follows that id(p) 2 u

6

[SRM℄:sent-pkts? (s

p

). Thus, Lemma 4.2

implies that id(p) 2 u

k

[SRM℄:sent-pkts? (s

p

). Sin
e pro
ess-pkt

m

(p) does not a�e
t the

variable SRM:sent-pkts? (s

p

), it follows that u[SRM℄:sent-pkts? (s

p

) = u

k

[SRM℄:sent-pkts? (s

p

).

Thus, it is the 
ase that id(p) 2 u[SRM℄:sent-pkts? (s

p

).

We now 
onsider the e�e
ts of the pro
ess-pkt

m

(p) a
tion. If m 6= s

p

,

u

k

[SRM-re


m

℄:min-seqno(s

p

) 6=?, and u

k

[SRM-re


m

℄:max-seqno(s

p

) < i

p

, then

the pro
ess-pkt

m

(p) a
tion does not a�e
t the variable SRM-re


m

:min-seqno(s

p

)

and sets the variable SRM-re


m

:max-seqno(s

p

) to i

p

. From the indu
tion hy-

pothesis, it is the 
ase that u

k

[SRM-re


m

℄:window? (s

p

) � u

k

[SRM℄:sent-pkts? (s

p

).

It follows that hs

p

; u

k

[SRM-re


m

℄:min-seqno(s

p

)i 2 u

k

[SRM℄:sent-pkts? (s

p

).

Sin
e pro
ess-pkt

m

(p) does not a�e
t the variable SRM-re


m

:min-seqno(s

p

),

it is the 
ase that u[SRM-re


m

℄:min-seqno(s

p

) = u

k

[SRM-re


m

℄:min-seqno(s

p

).

Thus, it follows that hs

p

; u[SRM-re


m

℄:min-seqno(s

p

)i 2 u[SRM℄:sent-pkts? (s

p

).

Sin
e hs

p

; u[SRM-re


m

℄:min-seqno(s

p

)i 2 u[SRM℄:sent-pkts? (s

p

) and

hs

p

; u[SRM-re


m

℄:max-seqno(s

p

)i 2 u[SRM℄:sent-pkts? (s

p

), Invariant 4.21 implies that

u[SRM-re


m

℄:window? (s

p

) � u[SRM℄:sent-pkts? (s

p

).
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Otherwise, pro
ess-pkt

m

(p) does not a�e
t the variables SRM-re


m

:min-seqno(s

p

),

SRM-re


m

:max-seqno(s

p

), and SRM:sent-pkts? (s

p

). Thus, the indu
tion hypothesis implies

that u[SRM-re


m

℄:window? (s

p

) � u[SRM℄:sent-pkts? (s

p

).

Finally, the pro
ess-pkt

m

(p) a
tion does not a�e
t the variables SRM-re


m

:window? (m

0

),

SRM-re


n

:window? (n

0

), and SRM:sent-pkts? (n

0

), for all m

0

2 H;m

0

6= s

p

, n 2 H;n 6= m,

and n

0

2 H. Thus, the indu
tion hypothesis implies that u[SRM-re


m

℄:window? (m

0

) �

u[SRM℄:sent-pkts? (m

0

) and u[SRM-re


n

℄:window? (n

0

) � u[SRM℄:sent-pkts? (n

0

), for all m

0

2

H;m

0

6= s

p

, n 2 H;n 6= m, and n

0

2 H.

Thus, it follows that u[SRM-re


h

℄:window? (h

0

) � u[SRM℄:sent-pkts? (h

0

), for all h; h

0

2 H.

❒ pro
ess-pkt

m

(p), for h 2 H and p 2 P

SRM

, su
h that type(p) 2 fSESSg: From the

pre
ondition of pro
ess-pkt

m

(p), it follows that p 2 u

k

[SRM-IPbuff

m

℄:re
v-bu� . Sin
e

the only a
tion that may add p to the variable SRM-IPbuff

m

:re
v-bu� is mre
v

m

(pkt), for

pkt 2 P

IPm
ast-Client

, su
h that strip(pkt) = p, it follows that the a
tion pro
ess-pkt

m

(p) is

pre
eded in � by an a
tion mre
v

m

(pkt). Let (u

2

; mre
v

m

(pkt); u

1

) be the dis
rete transition in

�

k


orresponding to the parti
ular o

urren
e of the a
tion mre
v

m

(pkt). Lemma 4.1 implies

that the a
tion mre
v

m

(pkt) is pre
eded in �

k

by an a
tion msend

m

0

(pkt), for some m

0

2 H. Let

(u

4

; msend

m

0

(pkt); u

3

) be the dis
rete transition in �

k


orresponding to the parti
ular o

urren
e

of the a
tion msend

m

0

(pkt). From the pre
ondition of the a
tion msend

m

0

(pkt), it follows that

pkt 2 u

4

[SRM-IPbuff

m

0

℄:msend-bu� . The only a
tion that may add pkt to the variable

SRM-IPbuff

m

0

:msend-bu� is the a
tion re
-msend

m

0

(p). Thus, an a
tion re
-msend

m

0

(p)

pre
edes u

4

in �

k

. Let (u

6

; re
-msend

m

0

(p); u

5

) be the dis
rete transition in �

k


orresponding

to the parti
ular o

urren
e of the a
tion re
-msend

m

0

(p). From the pre
ondition of the a
tion

re
-msend

m

0

(p), it follows that p 2 u

6

[SRM-re


m

0

℄:msend-bu� .

For any hh

00

; i

00

i 2 seqno-rprts(p), su
h that h

00

6= m, u

k

[SRM-re


m

℄:min-seqno(h

00

) 6=?, and

u

k

[SRM-re


m

℄:max-seqno(h

00

) < i

00

, the pro
ess-pkt

m

(p) a
tion does not a�e
t the variable

SRM-re


m

:min-seqno(h

00

) and sets the variable SRM-re


m

:max-seqno(h

00

) to i

00

. From the in-

du
tion hypothesis, it is the 
ase that u

k

[SRM-re


m

℄:window? (h

00

) � u

k

[SRM℄:sent-pkts? (h

00

).

It follows that hh

00

; u

k

[SRM-re


m

℄:min-seqno(h

00

)i 2 u

k

[SRM℄:sent-pkts? (h

00

). Sin
e

pro
ess-pkt

m

(p) does not a�e
t the variable SRM-re


m

:min-seqno(h

00

), it is the 
ase

that u[SRM-re


m

℄:min-seqno(h

00

) = u

k

[SRM-re


m

℄:min-seqno(h

00

). Thus, it follows that

hh

00

; u[SRM-re


m

℄:min-seqno(h

00

)i 2 u[SRM℄:sent-pkts? (h

00

).

Invariant 4.25 implies that hh

00

; i

00

i 2 u

6

[SRM-re


m

0

℄:window? (h

00

). From the indu
tion

hypothesis, it is the 
ase that u

6

[SRM-re


m

0

℄:window? (h

00

) � u

6

[SRM℄:sent-pkts? (h

00

).

Sin
e hh

00

; i

00

i 2 u

6

[SRM-re


m

0

℄:window? (h

00

) and u

6

[SRM-re


m

0

℄:window? (h

00

) �

u

6

[SRM℄:sent-pkts? (h

00

), it follows that hh

00

; i

00

i 2 u

6

[SRM℄:sent-pkts? (h

00

). Thus, Lemma 4.2

implies that hh

00

; i

00

i 2 u

k

[SRM℄:sent-pkts? (h

00

). Sin
e pro
ess-pkt

m

(p) does not a�e
t the

variable SRM:sent-pkts? (h

00

), it follows that u[SRM℄:sent-pkts? (h

00

) = u

k

[SRM℄:sent-pkts? (h

00

).

Thus, it is the 
ase that hh

00

; i

00

i 2 u[SRM℄:sent-pkts? (h

00

).

Sin
e hh

00

; u[SRM-re


m

℄:min-seqno(h

00

)i 2 u[SRM℄:sent-pkts? (h

00

) and

hh

00

; u[SRM-re


m

℄:max-seqno(h

00

)i 2 u[SRM℄:sent-pkts? (h

00

), Invariant 4.21 implies

that u[SRM-re


m

℄:window? (h

00

) � u[SRM℄:sent-pkts? (h

00

).

Otherwise, For any hh

00

; i

00

i 2 seqno-rprts(p), su
h that it is not the 
ase that h

00

6= m,

u

k

[SRM-re


m

℄:min-seqno(h

00

) 6=?, and u

k

[SRM-re


m

℄:max-seqno(h

00

) < i

00

, the

pro
ess-pkt

m

(p) a
tion does not a�e
t the variables SRM-re


m

:min-seqno(h

00

),

SRM-re


m

:max-seqno(h

00

), and SRM:sent-pkts? (h

00

). Thus, the indu
tion hypothesis implies

that u[SRM-re


m

℄:window? (h

00

) � u[SRM℄:sent-pkts? (h

00

).

Finally, the pro
ess-pkt

m

(p) a
tion does not a�e
t the variables SRM-re


n

:window? (n

0

) and
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SRM:sent-pkts? (n

0

), for all n 2 H;n 6= m, and n

0

2 H. Thus, the indu
tion hypothesis implies

that u[SRM-re


n

℄:window? (n

0

) � u[SRM℄:sent-pkts? (n

0

), for all n 2 H;n 6= m and n

0

2 H.

Thus, it follows that u[SRM-re


h

℄:window? (h

0

) � u[SRM℄:sent-pkts? (h

0

), for all h; h

0

2 H.

❒

Invariant 4.27 For any rea
hable state u of SRM

I

, it is the 
ase that, for all h; h

0

2 H,

u[SRM-re


h

℄:ar
hived-pkts? (h

0

) � u[SRM℄:sent-pkts? (h

0

).

Proof: Follows dire
tly from Invariants 4.5 and 4.26. ❒

Invariant 4.28 For h; h

0

2 H and any rea
hable state u of SRM

I

, it is the 
ase that

u[SRM-re


h

℄:to-be-delivered? (h

0

) � u[SRM℄:sent-pkts?(h

0

).

Proof: Follows dire
tly from Invariants 4.4 and 4.27. ❒

4.4.4 Corre
tness Analysis

In this se
tion, we show that our reliable multi
ast implementation SRM

I

indeed implements the

reliable multi
ast servi
e spe
i�
ation RM

S

(1).

We begin by de�ning a relation R from SRM

I

to RM

S

(�), for any � 2 R

�0

[1.

De�nition 4.1 Let R be the relation between states of SRM

I

and RM

S

(�), for any � 2 R

�0

[1,

su
h that for any states u and s of SRM

I

and RM

S

(�), respe
tively, (u; s) 2 R provided that, for

all h; h

0

2 H and p 2 P

RM-Client

, su
h that hs

p

; i

p

i = id(p), it is the 
ase that:

s:now = u:now

s[RM-Client

h

℄:status = u[RM-Client

h

℄:status

s[RM-Client

h

℄:seqno = u[RM-Client

h

℄:seqno

s[RM(�)℄:status(h) =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

idle if u[SRM-mem

h

℄:status = idle

joining if u[SRM-mem

h

℄:status 2 Joining

leaving if u[SRM-mem

h

℄:status 2 Leaving

member if u[SRM-mem

h

℄:status = member


rashed if u[SRM-mem

h

℄:status = 
rashed

s[RM(�)℄:trans-time(p) = u[SRM-re


s

p

℄:trans-time(p)

s[RM(�)℄:expe
ted (h; h

0

) = u[SRM-re


h

℄:expe
ted (h

0

)

s[RM(�)℄:delivered (h; h

0

) = u[SRM-re


h

℄:delivered (h

0

)

The following lemma states that the relation R of De�nition 4.1 is a timed forward simulation

relation from SRM

I

to RM

S

(1).

Lemma 4.11 R is a timed forward simulation relation from SRM

I

to RM

S

(1).

Proof: We must show that: i) if u 2 start(SRM

I

), then there is some s 2 start(RM

S

(1)) su
h

that (u; s) 2 R, and ii) if u is a rea
hable state of SRM

I

, s is a rea
hable state of RM

S

(1) su
h
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that (u; s) 2 R, and (u; �; u

0

) 2 trans(SRM

I

), then there exists a timed exe
ution fragment � of

RM

S

(1) su
h that: �:fstate = s, ttra
e(�) = ttra
e(u�u

0

), the total amount of time-passage in �

is the same as the total amount of time-passage in u�u

0

, and (u

0

; s

0

) 2 R, for s

0

= �:lstate .

The satisfa
tion of the start 
ondition is straightforward. For the step, we 
onsider only the a
tions

in a
ts(SRM

I

) that a�e
t the variables of SRM

I

that are used in R to obtain the 
orresponding

state in RM

S

(1). Moreover, sin
e the 
lient automata RM-Client

h

, for all h 2 H, are identi
al

in both SRM

I

and RM

S

(1), we do not 
onsider the e�e
t of the a
tions of SRM

I

on the state

of the 
lient automata. Thus, we 
onsider only the a
tions of the SRM 
omponent of SRM

I

that

a�e
t the variables of SRM that are present in R.

❒ 
rash

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is 
omprised solely of

the 
rash

h

a
tion. The 
rash

h

a
tion of SRM

I

simply sets the variable u[SRM-mem

h

℄:status to


rashed and resets u[SRM-re


h

℄:expe
ted (h

0

) and u[SRM-re


h

℄:
ompleted (h

0

), for all h

0

2 H.

It is straightforward to see that the 
rash

h

a
tion of RM

S

(1) mirrors these e�e
ts. Thus, it

follows that (u

0

; s

0

) 2 R.

❒ rm-join

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is 
omprised solely

of the rm-join

h

a
tion. It is straightforward to see that the e�e
ts of the rm-join

h

a
tion in

the spe
i�
ation 
orrespond to those in the implementation.

❒ mjoin

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is the empty

timed exe
ution fragment. Sin
e the mjoin

h

a
tion is enabled in state u, it follows that

u[SRM-mem

h

℄:status 2 Joining . Thus, R implies that s[RM(1)℄:status(h) = joining. The

e�e
ts of the mjoin

h

a
tion are to set the status variable to join-pending. It follows that

u

0

[SRM-mem

h

℄:status 2 Joining . Sin
e the 
orresponding exe
ution fragment of RM

S

(1) is the

empty timed exe
ution fragment it is the 
ase that s

0

= s and s

0

[RM(1)℄:status(h) = joining.

Thus, it follows that (u

0

; s

0

) 2 R.

❒ mjoin-a
k

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is the

empty timed exe
ution fragment. The mjoin-a
k

h

a
tion a�e
ts the state of the SRM-mem

h

automaton only when the host h is in the pro
ess of joining the reliable multi
ast group; that

is, u[SRM-mem

h

℄:status 2 Joining . Thus, R implies that s[RM(1)℄:status(h) = joining. The

e�e
ts of the mjoin-a
k

h

a
tion are to set the status variable to join-a
k-pending. It follows

that u

0

[SRM-mem

h

℄:status 2 Joining . Sin
e the 
orresponding exe
ution fragment of RM

S

(1)

is the empty timed exe
ution fragment it is the 
ase that s

0

= s and s

0

[RM(1)℄:status(h) =

joining. Thus, it follows that (u

0

; s

0

) 2 R.

❒ rm-leave

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is 
omprised solely

of the rm-leave

h

a
tion. From the pre
ondition of the rm-leave

h

a
tion in the RM-Client

h

automaton, it follows that u[RM-Client

h

℄:status = member. Thus, Invariant 4.22 implies that

u[SRM-mem

h

℄:status = member and, sin
e (u; s) 2 R, it is the 
ase that s[RM(1)℄:status(h) =

member.

Sin
e u[SRM-mem

h

℄:status = member, the rm-leave

h

a
tion of SRM

I

sets the status variable

of SRM-mem

h

to leave-rqst-pending. The rm-leave

h

a
tion of RM

S

(1) sets the status(h)

variable of RM(1) to leaving. Thus, it follows that u

0

[SRM-mem

h

℄:status 2 Leaving and

s

0

[RM(1)℄:status(h) = leaving, as required by R.

Moreover, the rm-leave

h

a
tion of SRM

I

resets the expe
ted and delivered pa
ket sets of

SRM-re


h

; that is, u

0

[SRM-re


h

℄:expe
ted (h

0

) = ; and u

0

[SRM-re


h

℄:delivered (h

0

) = ;,

for all h

0

2 H. Similarly, the rm-leave

h

a
tion of RM

S

(1) also resets the variables

expe
ted (h; h

0

) and delivered (h; h

0

), for h

0

2 H; that is, s

0

[RM(1)℄:expe
ted (h; h

0

) = ; and

s

0

[RM(1)℄:delivered (h; h

0

) = ;, for h

0

2 H. Thus, it follows that (u

0

; s

0

) 2 R.

❒ mleave

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is the empty
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timed exe
ution fragment. Sin
e the mleave

h

a
tion is enabled in state u, it follows that

u[SRM-mem

h

℄:status 2 Leaving . Thus, R implies that s[RM(1)℄:status(h) = leaving.

The e�e
ts of the mleave

h

a
tion of SRM

I

are to set the status variable of SRM-mem

h

to

leave-pending. It follows that u

0

[SRM-mem

h

℄:status 2 Leaving . Sin
e the 
orresponding

exe
ution fragment of RM

S

(1) is the empty timed exe
ution fragment it is the 
ase that s

0

= s

and s

0

[RM(1)℄:status(h) = leaving. Thus, it follows that (u

0

; s

0

) 2 R.

❒ mleave-a
k

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is the

empty timed exe
ution fragment. The mleave-a
k

h

a
tion a�e
ts the state of the SRM-mem

h

automaton only when the host h is in the pro
ess of leaving the reliable multi
ast group; that is,

u[SRM-mem

h

℄:status 2 Leaving . In this 
ase, R implies that s[RM(1)℄:status(h) = leaving.

The e�e
ts of the mleave-a
k

h

a
tion of SRM

I

are to set the status variable of SRM-mem

h

to

leave-a
k-pending. It follows that u

0

[SRM-mem

h

℄:status 2 Leaving . Sin
e the 
orresponding

exe
ution fragment of RM

S

(1) is the empty timed exe
ution fragment it is the 
ase that s

0

= s

and s

0

[RM(1)℄:status(h) = leaving. Thus, it follows that (u

0

; s

0

) 2 R.

❒ rm-join-a
k

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is 
omprised

solely of the rm-join-a
k

h

a
tion. We begin by showing that the rm-join-a
k

h

a
tion of

RM

S

(1) is enabled in s. The pre
ondition of the rm-join-a
k

h

a
tion of SRM

I

implies

that u[SRM-mem

h

℄:status 2 Joining . Sin
e (u; s) 2 R, it follows that s[RM(1)℄:status(h) =

joining. Thus, it follows that the rm-join-a
k

h

a
tion of RM

S

(1) is enabled in s.

The rm-join-a
k

h

a
tion of SRM

I

sets the status variable of SRM-mem

h

to member. Similarly,

the rm-join-a
k

h

a
tion of RM

S

(1) sets the status(h) variable of RM(1) to member. Thus,

it follows that (u

0

; s

0

) 2 R.

❒ rm-leave-a
k

h

, for any h 2 H: the 
orresponding exe
ution fragment of RM

S

(1) is 
omprised

solely of the rm-leave-a
k

h

a
tion. We begin by showing that the rm-leave-a
k

h

a
tion of

RM

S

(1) is enabled in s. The pre
ondition of the rm-leave-a
k

h

a
tion of SRM

I

implies

that u[SRM-mem

h

℄:status 2 Leaving . Sin
e (u; s) 2 R, it follows that s[RM(1)℄:status(h) =

leaving. Thus, it follows that the rm-leave-a
k

h

a
tion of RM

S

(1) is enabled in s.

The rm-leave-a
k

h

a
tion of SRM

I

sets the status variable of SRM-mem

h

to idle. Similarly,

the rm-leave-a
k

h

a
tion of RM

S

(1) sets the status(h) variable of RM(1) to idle. Thus, it

follows that (u

0

; s

0

) 2 R.

❒ rm-send

h

(p), for any h 2 H and p 2 P

RM-Client

: the 
orresponding exe
ution fragment of

RM

S

(1) is 
omprised solely of the rm-send

h

(p) a
tion. Let s

p

and i

p

denote the sour
e and

sequen
e number of p, respe
tively.

From the pre
ondition of the rm-send

h

(p) a
tion of SRM

I

, it follows that

u[RM-Client

h

℄:status = member and h = s

p

. Invariant 4.22 implies that

u[SRM-mem

h

℄:status = member and, sin
e (u; s) 2 R, it is the 
ase that

s[RM(1)℄:status(h) = member.

We 
onsider the e�e
ts of rm-send

h

(p) a

ording to whether p is the foremost pa
ket

from h. First, 
onsider the 
ase where p is the foremost pa
ket from h; that is,

u[SRM-re


h

℄:min-seqno(s

p

) =?. In this 
ase, the rm-send

h

(p) a
tion of SRM

I

sets the

expe
ted set from h to the set suÆx (p), adds id(p) to the set of delivered pa
kets from h, and

re
ords the transmission time of p.

Sin
e it is the 
ase that u[SRM-re


h

℄:min-seqno(s

p

) =?, Invariant 4.9 implies that

u[SRM-re


h

℄:expe
ted (h) = ;. Sin
e (u; s) 2 R, it follows that s[RM(1)℄:expe
ted (h; h) = ;.

Thus, the rm-send

h

(p) a
tion of RM

S

(1) mat
hes the e�e
ts of the rm-send

h

(p) a
tion of

SRM

I

. It follows that (u

0

; s

0

) 2 R.
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Se
ond, 
onsider the 
ase where p is not the foremost pa
ket from h; that is,

u[SRM-re


h

℄:min-seqno(s

p

) 6=?. In this 
ase, Invariant 4.23 and the pre
ondition of

rm-send

h

(p) imply that i

p

= u[SRM-re


h

℄:max-seqno(s

p

) + 1. Thus, the rm-send

h

(p) a
tion

of SRM

I

re
ords the transmission time of p and adds id(p) to the set of delivered pa
kets from

h.

Sin
e it is the 
ase that i

p

= u[SRM-re


h

℄:max-seqno(s

p

) + 1, Invariant 4.3 implies that

u[SRM-re


h

℄:min-seqno(s

p

) < i

p

. Thus, it follows that id(p) 2 u[SRM-re


h

℄:proper? (h).

Sin
e u[SRM-mem

h

℄:status = member, Invariant 4.9 implies that u[SRM-re


h

℄:expe
ted (h) =

u[SRM-re


h

℄:proper? (h). Thus, it follows that id(p) 2 u[SRM-re


h

℄:expe
ted (h). Sin
e

(u; s) 2 R, it is the 
ase that s[RM(1)℄:expe
ted (h; h) = u[SRM-re


h

℄:expe
ted (h). Thus,

it follows that id(p) 2 s[RM(1)℄:expe
ted (h; h). Thus, the rm-send

h

(p) a
tion of RM

S

(1) also

re
ords the transmission time of p and adds p to the set of delivered pa
kets from h. Thus, it

follows that (u

0

; s

0

) 2 R.

❒ rm-re
v

h

(p), for any h 2 H and p 2 P

RM-Client

: the 
orresponding exe
ution fragment of

RM

S

(1) is 
omprised solely of the rm-re
v

h

(p) a
tion. Let s

p

and i

p

denote the sour
e and

sequen
e number of p, respe
tively.

We �rst show that the rm-re
v

h

(p) a
tion of RM

S

(1) is enabled in s. From the pre
on-

dition of the rm-re
v

h

(p) a
tion of SRM

I

, it follows that u[SRM-re


h

℄:status = member

and p 2 u[SRM-re


h

℄:to-be-delivered . Invariant 4.24 implies that u[SRM-mem

h

℄:status =

member and, sin
e (u; s) 2 R, it follows s[RM(1)℄:status(h) = member. Sin
e p 2

u[SRM-re


h

℄:to-be-delivered , Invariant 4.11 implies that h 6= sour
e(p). Moreover, In-

variant 4.28 implies that p 2 u[SRM℄:sent-pkts . Sin
e (u; s) 2 R, it follows that p 2

s[RM(1)℄:sent-pkts .

We pro
eed by showing that s satis�es the last two terms in the pre
ondition of the rm-re
v

h

(p)

a
tion of RM

S

(1). Sin
e the delivery delay parameter � is equal to 1 for the RM

S

(1)

automaton, s[RM(1)℄ trivially satis�es the term expe
ted (h; s

p

) = ;)now � trans-time(p)+�.

Finally, we show that s[RM(1)℄ satis�es the term expe
ted (h; s

p

) 6= ;) id(p) 2 expe
ted (h; s

p

).

Suppose that it is the 
ase that s[RM(1)℄:expe
ted (h; s

p

) 6= ;. Sin
e (u; s) 2 R, it follows that

u[SRM-re


h

℄:expe
ted (s

p

) 6= ;. Thus, sin
e p 2 u[SRM-re


h

℄:to-be-delivered , Invariant 4.12

implies that id(p) 2 u[SRM-re


h

℄:expe
ted (s

p

). Finally, sin
e (u; s) 2 R, it follows that

id(p) 2 s[RM(1)℄:expe
ted (h; s

p

), as needed.

The rm-re
v

h

(p) a
tion of SRM

I

sets the expe
ted set of pa
kets from s

p

to the set suÆx (p),

unless already non-empty, and adds p to the set of delivered pa
kets from s

p

. The rm-re
v

h

(p)

a
tion of RM(1) mat
hes these e�e
ts. Thus, it follows that (u

0

; s

0

) 2 R.

❒ �(t), for any t 2 R

�0

: the 
orresponding exe
ution fragment of RM

S

(1) is 
omprised solely of

the �(t) a
tion. Sin
e the e�e
ts of the �(t) a
tions of the SRM

I

and the RM

S

(1) automata

are identi
al, it suÆ
es to show that the �(t) a
tion is enabled in s. Sin
e the delivery delay

parameter � is equal to 1 for the RM

S

(1) automaton, the term now + t � trans-time(p) +�

of the pre
ondition of the �(t) a
tion of RM

S

(1) is satis�ed for all p 2 P

RM-Client

. Thus, it

follows that the �(t) a
tion of RM

S

(1) is enabled in s.

❒

Theorem 4.12 SRM

I

� RM

S

(1)

Proof: Follows dire
tly from Lemma 4.11. ❒
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4.4.5 Timeliness Analysis Preliminaries

Preliminary De�nitions

Suppose p 2 P

RM-Client

, pkt 2 P

SRM

, and � is an admissible timed exe
ution of SRM

I

that


ontains the transmission of p; that is, � 
ontains the a
tion rm-send

s

p

(p), for s

p

= sour
e(p). For

pkt 2 P

SRM

, we say that pkt pertains to p if type(pkt) 2 fDATA; RQST; REPLg and id(pkt) = id(p).

We let P

SRM

[p℄ denote the elements of P

SRM

that pertain to p. We let the number of pa
ket

drops in � pertaining to p, denoted �:drops(p), be the number of pa
ket drops su�ered by pa
kets

pertaining to p; that is, �:drops (p) is the number of o

urren
es of an a
tion mdrop(pkt

0

;H

d

) in �,

for pkt

0

2 P

IPm
ast-Client

and H

d

� H, su
h that strip(pkt

0

) 2 P

SRM

[p℄.

We let aexe
s

k

(SRM

I

), for k 2 N

+

, be the set of admissible timed exe
utions of SRM

I

in whi
h

the number of drops su�ered by IP pa
kets pertaining to the transmission and, potentially, the

re
overy of any pa
ket p 2 P

RM-Client

is at most k. That is, � 2 aexe
s

k

(SRM

I

) if and only if

�:drops(p

0

) � k, for any pa
ket p

0

2 P

RM-Client

transmitted in �. Finally, we let attra
es

k

(SRM

I

)

be the tra
es of all exe
utions of SRM

I

in aexe
s

k

(SRM

I

).

We let the transmission time of p in �, denoted �:trans-time(p), be the point in time in � at

whi
h p is transmitted; that is, the time of o

urren
e of rm-send

s

p

(p) in �. Sin
e pa
kets are

transmitted by the 
lients of the reliable multi
ast servi
e at most on
e (Lemma 3.2), it follows

that the transmission time of any pa
ket transmitted in any admissible timed exe
ution of SRM

I

is well-de�ned and unique.

Exe
ution De�nitions

We pro
eed by de�ning several 
onstraints on admissible exe
utions of SRM

I

. These 
onstraints

fa
ilitate the statement of 
onditional 
laims regarding the timely transmission of pa
kets for SRM

I

.

Let d; d 2 R

�0

, su
h that d > 0, d > 0, and d � d. The following 
onstraint spe
i�es the set of

exe
utions of SRM

I

in whi
h the transmission laten
y between any two hosts h; h

0

2 H;h 6= h

0

is

bounded from below and above by d and d, respe
tively.

Constraint 4.1 (Bounded Multi
ast Transmission Laten
y) Let � be any admissible timed

exe
ution of SRM

I

and h; h

0

be any two distin
t hosts in H. The transmission laten
y in
urred by

any pa
ket multi
ast using the IP multi
ast servi
e by h and re
eived by h

0

in � lies in the interval

[d; d℄; that is, if p 2 P

IPm
ast-Client

is a pa
ket multi
ast by h in �, then the time elapsing from

the time of o

urren
e of the a
tion msend

h

(p) to that of any a
tion mre
v

h

0

(p) lies in the interval

[d; d℄.

The following 
onstraint spe
i�es the set of exe
utions of SRM

I

in whi
h the fate of any pa
ket

transmitted using the IP multi
ast servi
e is resolved within d time units.

Constraint 4.2 (Bounded Multi
ast Transmission Resolution) Let � be any admissible ex-

e
ution of SRM

I


ontaining the dis
rete transition (u; �; u

0

), for u; u

0

2 states(SRM

I

), p 2

P

IPm
ast-Client

, s

p

= sour
e(p), and � = msend

s

p

(p). Then, for all h 2 u[IPm
ast℄:members ; h 6=

s

p

, either a 
rash

h

, mleave

h

, mre
v

h

(p), or mdrop(p;H

d

), for H

d

� H, h 2 H

d

, a
tion o

urs no

later than d time units after the parti
ular o

urren
e of the dis
rete transition (u; �; u

0

) in �.

The following 
onstraint spe
i�es the set of exe
utions of SRM

I

in whi
h the inter-host distan
e

estimates of any host always lie in the interval [d; d℄. The satisfa
tion of this 
onstraint requires

that DFLT-DIST 2 [d; d℄.
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Constraint 4.3 (Bounded Inter-host Distan
e Estimates) Let � be any admissible timed

exe
ution of SRM

I

. For any state u of SRM

I

in �, the inter-host distan
e estimates of the

re
overy 
omponent of ea
h reliable multi
ast pro
ess of SRM

I

lie in the interval [d; d℄; that is,

u[SRM-re


h

℄:dist? (h

0

) 2 [d; d℄, for all h; h

0

2 H;h 6= h

0

.

Letting DET-BOUND 2 R

�0

, su
h that d � DET-BOUND, the following 
onstraint spe
i�es the set of

exe
utions of SRM

I

in whi
h the delay in dete
ting pa
ket losses is bounded by DET-BOUND.

Constraint 4.4 (Bounded Dete
tion Laten
y) Let � be any admissible timed exe
ution of

SRM

I

. Let p 2 P

RM-Client

be any pa
ket transmitted in �, id(p) = hs

p

; i

p

i, and h 2 H;h 6= s

p

.

Moreover, let u be any state of SRM

I

in � su
h that �:trans-time(p) + DET-BOUND < u:now.

Then, if id(p) 2 u[SRM-re


h

℄:expe
ted (s

p

), then either id(p) 2 u[SRM-re


h

℄:ar
hived-pkts? (s

p

)

or id(p) 2 u[SRM-re


h

℄:s
heduled-rqsts? .

Let timely-aexe
s(SRM

I

), for � 2 R

�0

, be the set of all admissible timed exe
utions of SRM

I

in aexe
s(SRM

I

) that satisfy Constraints 4.1, 4.2, 4.3, and 4.4. Let timely-attra
es(SRM

I

) be

the tra
es of all the exe
utions of SRM

I

in timely-aexe
s(SRM

I

). Let timely-aexe
s

k

(SRM

I

),

for k 2 N

+

, be the subset of aexe
s

k

(SRM

I

) 
omprised of all admissible timed exe
utions of

SRM

I

that satisfy Constraints 4.1, 4.2, 4.3, and 4.4; that is, for k 2 N

+

, timely-aexe
s

k

(SRM

I

) =

aexe
s

k

(SRM

I

)\ timely-aexe
s(SRM

I

). Moreover, let timely-attra
es

k

(SRM

I

) be the tra
es of all

exe
utions of SRM

I

in timely-aexe
s

k

(SRM

I

).

The following two 
onstraints spe
ify the set of exe
utions of SRM

I

in whi
h none of the hosts

either 
rash or leave the reliable multi
ast group, respe
tively.

Constraint 4.5 (No Crashes) Let � be any admissible timed exe
ution of SRM

I

. None of the

hosts 
rash in �; that is, for any h 2 H, no 
rash

h

a
tions o

ur in �.

Constraint 4.6 (No Leaves) Let � be any admissible timed exe
ution of SRM

I

. None of the

hosts leave the reliable multi
ast group in �; that is, for any h 2 H, no rm-leave

h

a
tions o

ur

in �.

Let re
overable-aexe
s(SRM

I

) be the set of all admissible timed exe
utions of

SRM

I

in aexe
s(SRM

I

) that satisfy Constraints 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6.

Let re
overable-attra
es (SRM

I

) be the tra
es of all the exe
utions of SRM

I

in

re
overable-aexe
s(SRM

I

). Let re
overable-aexe
s

k

(SRM

I

), for k 2 N

+

, be the

subset of aexe
s

k

(SRM

I

) 
omprised of all admissible timed exe
utions of SRM

I

that satisfy Constraints 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6; that is, for k 2 N

+

,

re
overable-aexe
s

k

(SRM

I

) = aexe
s

k

(SRM

I

) \ re
overable-aexe
s(SRM

I

). Moreover, let

re
overable-attra
es

k

(SRM

I

) be the tra
es of all exe
utions of SRM

I

in re
overable-aexe
s

k

(SRM

I

).

The following 
onstraint spe
i�es the set of exe
utions of SRM

I

in whi
h the sour
e of ea
h pa
ket

transmitted does not 
rash and remains a member of the reliable multi
ast group for at least

�

L

2 R

�0

time units past the transmission of the given pa
ket. Thus, ea
h sour
e is 
apable of

replying to retransmission requests for at least �

L

time units past ea
h pa
ket's transmission time.

The parameter �

L

is presumed to 
orrespond to the upper bound on the transmission laten
y of

any pa
ket transmitted within an admissible timed exe
ution of SRM

I

that satis�es this 
onstraint.

Constraint 4.7 (�

L

-Sour
e Re
overable) Let �

L

2 R

�0

and � be any admissible timed

exe
ution of SRM

I

. For any pa
ket p 2 P

RM-Client

transmitted in �, the sour
e h 2 H of p
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neither 
rashes nor leaves the reliable multi
ast group for at least �

L

time units past the point

in time p is transmitted; that is, for any dis
rete transition (u; �; u

0

), for u; u

0

2 states(SRM

I

),

h 2 H, p 2 P

RM-Client

, and � = rm-send

h

(p), and the earliest state u

00

2 states(SRM

I

) in �, su
h

that u �

�

u

00

and u:now +�

L

< u

00

:now, it is the 
ase that the timed exe
ution fragment �

uu

00

of

� leading from u to u

00


ontains neither 
rash

h

nor rm-leave

h

a
tions.

Let �

L

-sr
-re
overable-aexe
s(SRM

I

), for some �

L

2 R

�0

, be the set of all admissible timed

exe
utions of SRM

I

in aexe
s(SRM

I

) that satisfy Constraints 4.1, 4.2, 4.3, 4.4, and 4.7, for

some �

L

2 R

�0

. Let �

L

-sr
-re
overable-attra
es (SRM

I

) be the tra
es of all the exe
utions

of SRM

I

in �

L

-sr
-re
overable-aexe
s(SRM

I

). Let �

L

-sr
-re
overable-aexe
s

k

(SRM

I

), for k 2

N

+

, be the subset of aexe
s

k

(SRM

I

) 
omprised of all admissible timed exe
utions of SRM

I

that satisfy Constraints 4.1, 4.2, 4.3, 4.4, and 4.7, for some �

L

2 R

�0

; that is, for k 2

N

+

, �

L

-sr
-re
overable-aexe
s

k

(SRM

I

) = aexe
s

k

(SRM

I

) \ �

L

-sr
-re
overable-aexe
s(SRM

I

).

Moreover, let �

L

-sr
-re
overable-attra
es

k

(SRM

I

) be the tra
es of all exe
utions of SRM

I

in

�

L

-sr
-re
overable-aexe
s

k

(SRM

I

).

Lemma 4.13 For any �

L

2 R

�0

and k 2 N , it is the 
ase that:

1. re
overable-aexe
s(SRM

I

) � �

L

-sr
-re
overable-aexe
s(SRM

I

) and

2. re
overable-aexe
s

k

(SRM

I

) � �

L

-sr
-re
overable-aexe
s

k

(SRM

I

).

Proof: Follows dire
tly from the de�nitions of the admissible timed exe
ution sets of SRM

I

re
overable-aexe
s(SRM

I

), �

L

-sr
-re
overable-aexe
s(SRM

I

), re
overable-aexe
s

k

(SRM

I

), and

�

L

-sr
-re
overable-aexe
s

k

(SRM

I

), for �

L

2 R

�0

and k 2 N . ❒

Lemma 4.14 For any �

L

2 R

�0

and k 2 N , it is the 
ase that:

1. re
overable-attra
es (SRM

I

) � �

L

-sr
-re
overable-attra
es (SRM

I

) and

2. re
overable-attra
es

k

(SRM

I

) � �

L

-sr
-re
overable-attra
es

k

(SRM

I

).

Proof: Follows dire
tly from Lemma 4.13. ❒

The following 
onstraint spe
i�es the exe
utions of SRM

I

in whi
h, when any pa
ket p is dete
ted

as missing by any host h, there exists another host h

0

that has either sent or re
eived the pa
ket

and is 
apable of retransmitting it for at least �

R

2 R

�0

time units past the point in time h dete
ts

the loss of p; that is, h

0

remains a member of the reliable multi
ast group for �

R

time units past

the point in time h dete
ts the loss of p. The parameter �

R

is presumed to 
orrespond to the delay

in re
overing ea
h pa
ket; that is, the time elapsing from the point in time the loss of a pa
ket is

dete
ted and a request for the given pa
ket is s
heduled, to the point in time the given pa
ket is

re
eived and delivered to the 
lient.

Constraint 4.8 (�

R

-Re
overable) Let �

R

2 R

�0

and � be any admissible timed exe
ution of

SRM

I

. Let h; s 2 H;h 6= s, i 2 N , and (u; �; u

0

) be any dis
rete transition of SRM

I

in �, for

u; u

0

2 states(SRM

I

) and � 2 a
ts(SRM

I

), su
h that hs; ii 62 u[SRM-re


h

℄:s
heduled-rqsts? (s)

and hs; ii 2 u

0

[SRM-re


h

℄:s
heduled-rqsts? (s). Moreover, let u

00

2 states(SRM

I

) be the earliest

state in � su
h that u

0

:now +�

R

< u

00

:now and �

u

0

u

00

be the timed exe
ution fragment of � leading

from u

0

to u

00

. Then, there exists h

0

2 H;h

0

6= h su
h that hs; ii 2 u

0

[SRM-re


h

0

℄:delivered (s) and

the timed exe
ution fragment �

u

0

u

00


ontains neither 
rash

h

0

nor rm-leave

h

0

a
tions.
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Let �

R

-re
overable-aexe
s(SRM

I

), for some �

R

2 R

�0

, be the set of all admissible timed

exe
utions of SRM

I

in aexe
s(SRM

I

) that satisfy Constraints 4.1, 4.2, 4.3, 4.4, and 4.8, for some

�

R

2 R

�0

. Let �

R

-re
overable-attra
es (SRM

I

) be the tra
es of all the exe
utions of SRM

I

in

�

R

-re
overable-aexe
s(SRM

I

). Let �

R

-re
overable-aexe
s

k

(SRM

I

), for k 2 N

+

, be the subset of

aexe
s

k

(SRM

I

) 
omprised of all admissible timed exe
utions of SRM

I

that satisfy Constraints 4.1,

4.2, 4.3, 4.4, and 4.8, for some �

R

2 R

�0

; that is, for k 2 N

+

, �

R

-re
overable-aexe
s

k

(SRM

I

) =

aexe
s

k

(SRM

I

) \ �

R

-re
overable-aexe
s(SRM

I

). Moreover, let �

R

-re
overable-attra
es

k

(SRM

I

)

be the tra
es of all exe
utions of SRM

I

in �

R

-re
overable-aexe
s

k

(SRM

I

).

Lemma 4.15 For any �

R

2 R

�0

and k 2 N , it is the 
ase that:

1. re
overable-aexe
s(SRM

I

) � �

R

-re
overable-aexe
s(SRM

I

) and

2. re
overable-aexe
s

k

(SRM

I

) � �

R

-re
overable-aexe
s

k

(SRM

I

).

Proof: Follows dire
tly from the de�nitions of the admissible timed exe
ution sets of SRM

I

re
overable-aexe
s(SRM

I

), �

R

-re
overable-aexe
s(SRM

I

), re
overable-aexe
s

k

(SRM

I

), and

�

R

-re
overable-aexe
s

k

(SRM

I

), for �

R

2 R

�0

and k 2 N . ❒

Lemma 4.16 For any �

R

2 R

�0

and k 2 N , it is the 
ase that:

1. re
overable-attra
es (SRM

I

) � �

R

-re
overable-attra
es (SRM

I

) and

2. re
overable-attra
es

k

(SRM

I

) � �

R

-re
overable-attra
es

k

(SRM

I

).

Proof: Follows dire
tly from Lemma 4.15. ❒

Let �

0

be any timed exe
ution fragment of SRM

I

that 
ontains the transmission of a pa
ket

p 2 P

RM-Client

and in whi
h some host h 2 H neither 
rashes nor leaves the reliable multi
ast

group; that is, �

0


ontains the a
tion rm-send

s

p

(p), for s

p

= sour
e(p), and �

0


ontains neither


rash

h

nor rm-leave

h

a
tions, for some h 2 H. We say that the host h dete
ts the loss of p in

�

0

if it s
hedules a request for p 2 P

RM-Client

in �

0

. If the host h dete
ts the loss of p in �

0

,

then we let �

0

:det-time

h

(p) denote the point in time in �

0

at whi
h h dete
ts the loss of p. We

let �

0

:det-laten
y

h

(p) denote the loss dete
tion laten
y of p for h in �

0

; that is, the time elapsing

from the time p is transmitted to the time the host h dete
ts the loss of p in �

0

. Supposing that h

re
eives p is �

0

following the point in time at whi
h h dete
ts the loss of p, we let �

0

:re
-laten
y

h

(p)

denote the loss re
overy laten
y of p for h in �

0

; that is, the time elapsing from the time the host

h dete
ts the loss of p to the time it re
eives p in �

0

.

When a host h 2 H s
hedules a request for p 2 P

RM-Client

with a ba
k-o� of k�1, for any k 2 N

+

,

we say that it initiates a k-th re
overy round for p. Ea
h re
overy round (ex
ept the �rst) also

initiates a ba
k-o� abstinen
e period. Any request for p re
eived during this ba
k-o� abstinen
e

period is dis
arded. If the pa
ket p is re
eived while a s
heduled request for p by h is awaiting

transmission, then the s
heduled request is 
an
eled. On
e the ba
k-o� abstinen
e period expires,

either the re
eption of a request for p or the transmission of the s
heduled request for p by h

initiates the k+1-st re
overy round of h for p. In this 
ase, we let the k-th round request of h for p

be the request for p upon whose re
eption or transmission the host h initiates the k+1-st re
overy

round for p. Moreover, we de�ne the 
ompletion time of the k-th re
overy round for p of h to be

the point in time at whi
h h either re
eives p or initiates its k + 1-st re
overy round for p.

Suppose that a host h

0

2 H re
eives the k-th round request of h for p while it is a member of the

reliable multi
ast group and after ar
hiving the pa
ket p. When h

0

re
eives this request, either i) a

reply for p is already s
heduled, ii) a reply for p is already pending, or iii) a reply for p is neither
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s
heduled, nor pending. When a reply for p is already s
heduled, h's request for p is dis
arded. In

this 
ase, the reply that is already s
heduled at h

0

is 
onsidered to be the reply pertaining to the

k-th round request of h for p. When a reply for p is already pending, h's request for p is dis
arded.

In this 
ase, the reply that is pending at h

0

is 
onsidered to be the reply pertaining to the k-th

round request of h for p. When a reply for p is neither s
heduled, nor pending, h

0

s
hedules a

reply for p. In this 
ase, the reply that is either re
eived or transmitted by h

0

and that results in

the 
an
ellation of the reply s
heduled by h

0

for p is 
onsidered to be h

0

's reply to the k-th round

request of h for p.

Preliminary Lemmas

Lemma 4.17 Let � be any admissible timed exe
ution of SRM

I

that satis�es Constraint 4.1

and 
ontains the o

urren
e of a dis
rete transition (u; �; u

0

), for u; u

0

2 states(SRM

I

), h 2 H,

p 2 P

IPm
ast-Client

, and � = mre
v

h

(p). Then, any mre
v

h

0

(p) a
tion, for h

0

2 H, in � o

urs no

earlier and no later than d� d time units from the dis
rete transition (u; �; u

0

) in �.

Proof: Let (w; �;w

0

), for w;w

0

2 states(SRM

I

), p 2 P

IPm
ast-Client

, s

p

= sour
e(p), and

� = msend

s

p

(p), be the dis
rete transition in � involving the transmission of p. Constraint 4.1

implies that the time elapsing from the time of o

urren
e of the a
tion msend

s

p

(p) to that of any

a
tion mre
v

h

00

(p), for h

00

2 H;h

00

6= s

p

, lies in the interval [d; d℄. Thus, any two su
h a
tions that

o

ur in � are separated in time by at most d� d time units. ❒

Lemma 4.18 Let � be any admissible timed exe
ution of SRM

I

that 
ontains the transmission

of a pa
ket p 2 P

RM-Client

. For any state u 2 states(SRM

I

) in �, if u:trans-time(p) 6=?, then

u:trans-time(p) = �:trans-time(p).

Proof: The only a
tion that sets the variable trans-time(p) is the a
tion rm-send

s

p

(p), for

s

p

= sour
e(p). By Lemma 3.2, the a
tion rm-send

s

p

(p) o

urs only on
e in �. Let (w; �;w

0

),

for w;w

0

2 states(SRM

I

), p 2 P

IPm
ast-Client

, s

p

= sour
e(p), and � = msend

s

p

(p), be the dis
rete

transition in � involving the transmission of p. By the de�nition of �:trans-time(p), it follows that

�:trans-time(p) = w:now . The a
tion rm-send

s

p

(p) sets the variable trans-time(p) to the value of

now . It follows that w

0

:trans-time(p) = �:trans-time(p).

Sin
e the a
tion rm-send

s

p

(p) o

urs in � only on
e, it follows that, for any w

�

; w

0

+

2 �, su
h

that w

�

�

�

w and w

0

�

�

w

0

+

, it is the 
ase that w

�

:trans-time(p) =? and w

0

+

:trans-time(p) =

w

0

:trans-time(p). Sin
e w

0

:trans-time(p) = �:trans-time(p), it follows that w

0

+

:trans-time(p) =

�:trans-time(p). ❒

Lemma 4.19 Let h; h

0

2 H, � 2 aexe
s(SRM

I

), u; u

0

2 states(SRM

I

) be any states in �,

su
h that u �

�

u

0

, and �

uu

0

be the �nite exe
ution fragment of � leading from u to u

0

. If

u[SRM-re


h

℄:expe
ted (h

0

) 6= ; and �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, then

it is the 
ase that u[SRM-re


h

℄:expe
ted (h

0

) = u

0

[SRM-re


h

℄:expe
ted (h

0

).

Proof: Suppose that u[SRM-re


h

℄:expe
ted (h

0

) 6= ; and �

uu

0


ontains neither 
rash

h

nor

rm-leave

h

a
tions. The proof is by indu
tion on the length n 2 N of �

uu

0

. For the base 
ase,


onsider a �nite exe
ution fragment �

uu

0

of length n = 0. Sin
e u = u

0

, it trivially follows that

u[SRM-re


h

℄:expe
ted (h

0

) = u

0

[SRM-re


h

℄:expe
ted (h

0

).

For the indu
tive step, 
onsider an exe
ution fragment �

uu

0

of length n = k+1. Let �

k

be the pre�x

of �

uu

0

involving the �rst k steps and u

k

= �

k

:lstate . Suppose that u[SRM-re


h

℄:expe
ted (h

0

) 6= ;
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and �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions. The indu
tion hypothesis implies that

u[SRM-re


h

℄:expe
ted (h

0

) = u

k

[SRM-re


h

℄:expe
ted (h

0

).

Now, 
onsider the step from u

k

to u

0

. The only a
tions of SRM-re


h

that may a�e
t the vari-

able SRM-re


h

:expe
ted (h

0

) are the a
tions 
rash

h

, rm-leave

h

, rm-send

h

(p), and rm-re
v

h

(p),

for p 2 P

RM-Client

. Sin
e �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, the step from

u

k

to u

0

is neither a 
rash

h

nor a rm-leave

h

a
tion. The a
tion rm-send

h

(p) a�e
ts the vari-

able SRM-re


h

:expe
ted (h

0

) only when h

0

= h = sour
e(p) and SRM-re


h

:expe
ted (h

0

) =

;. The a
tion rm-re
v

h

(p) a�e
ts the variable SRM-re


h

:expe
ted (h

0

) only when h

0

=

sour
e(p) and SRM-re


h

:expe
ted (h

0

) = ;. Sin
e u[SRM-re


h

℄:expe
ted (h

0

) 6= ;, the step

from u

k

to u

0

does not a�e
t the variable SRM-re


h

:expe
ted (h

0

). Thus, it is the 
ase that

u

k

[SRM-re


h

℄:expe
ted (h

0

) = u

0

[SRM-re


h

℄:expe
ted (h

0

). Sin
e u[SRM-re


h

℄:expe
ted (h

0

) =

u

k

[SRM-re


h

℄:expe
ted (h

0

) and u

k

[SRM-re


h

℄:expe
ted (h

0

) = u

0

[SRM-re


h

℄:expe
ted (h

0

), it fol-

lows that u[SRM-re


h

℄:expe
ted (h

0

) = u

0

[SRM-re


h

℄:expe
ted (h

0

). ❒

Lemma 4.20 Let h; h

0

2 H, � 2 aexe
s(SRM

I

), u; u

0

2 states(SRM

I

) be any states in �, su
h

that u �

�

u

0

, and �

uu

0

be the exe
ution fragment of � leading from u to u

0

. If �

uu

0


ontains

neither 
rash

h

nor rm-leave

h

a
tions, then it is the 
ase that u[SRM-re


h

℄:expe
ted (h

0

) �

u

0

[SRM-re


h

℄:expe
ted (h

0

).

Proof: Suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions. If it is the 
ase

that u[SRM-re


h

℄:expe
ted (h

0

) = ;, then it trivially follows that u[SRM-re


h

℄:expe
ted (h

0

) �

u

0

[SRM-re


h

℄:expe
ted (h

0

). Otherwise, if u[SRM-re


h

℄:expe
ted (h

0

) 6= ;, then Lemma 4.19

implies that u[SRM-re


h

℄:expe
ted (h

0

) = u

0

[SRM-re


h

℄:expe
ted (h

0

). It follows that

u[SRM-re


h

℄:expe
ted (h

0

) � u

0

[SRM-re


h

℄:expe
ted (h

0

). ❒

Lemma 4.21 Let h; h

0

2 H, � 2 aexe
s(SRM

I

), u; u

0

2 states(SRM

I

) be any states in �, su
h

that u �

�

u

0

, and �

uu

0

be the �nite exe
ution fragment of � leading from u to u

0

. If �

uu

0


ontains

neither 
rash

h

nor rm-leave

h

a
tions, then it is the 
ase that u[SRM-re


h

℄:delivered (h

0

) �

u

0

[SRM-re


h

℄:delivered (h

0

).

Proof: Suppose that the �nite exe
ution fragment �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions. The fa
t that u[SRM-re


h

℄:delivered (h

0

) � u

0

[SRM-re


h

℄:delivered (h

0

) follows by

indu
tion on the length n 2 N of �

uu

0

after re
ognizing that all the a
tions, ex
ept the a
tions


rash

h

and rm-leave

h

, may only add elements to the variable SRM-re


h

:delivered (h

0

). ❒

Lemma 4.22 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

involving the trans-

mission of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in �, su
h that

w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to u

0

. For any k 2 N

+

and h 2 H;h 6= s

p

, suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions and h s
hed-

ules k-th and k+1-st round requests for p in �

uu

0

. Let t

k

; t

k+1

2 R

�0

be the points in time in �

uu

0

at whi
h the host h s
hedules its k-th and k+1-st round requests for p, respe
tively. Then, it is the


ase that t

k+1

� t

k

+ 2

k�1

(C

1

+ C

2

)d.

Proof: This follows from the fa
t that time in the SRM-re


h

automaton is not allowed to elapse

past the transmission time of any s
heduled request. Constraint 4.3 implies that the k-th round

request is s
heduled for transmission no later than t

k

+ 2

k�1

(C

1

+ C

2

)d. Thus, if no request is
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re
eived by h prior to the time at whi
h its k-th round request for p is s
heduled for transmission,

then h transmits its k-th round request. Thus, h either sends or re
eives its k-th round request for

p no later than t

k

+ 2

k�1

(C

1

+ C

2

)d. ❒

Corollary 4.23 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

p 2 P

RM-Client

, s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

involving

the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in �, su
h

that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to u

0

. For any

k 2 N

+

and h 2 H;h 6= s

p

, suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions and


ontains the dis
rete transition in whi
h h dete
ts the loss of p. Moreover, suppose that, following

the dete
tion of p in �

uu

0

, h s
hedules a k+1-st round request for p in �

uu

0

. Let t

k+1

2 R

�0

be the

point in time in �

uu

0

at whi
h the host h s
hedules its k + 1-st round request for p. Then, it is the


ase that t

k+1

� �

uu

0

:det-time

h

(p) + (2

k

� 1)(C

1

+ C

2

)d.

Proof: Follows from Lemma 4.22 and the fa
t that h dete
ts the loss of p at the point in time

when it �rst s
hedules a request for p. A

ording to the SRM-re


h

automaton, the �rst request

s
heduled for a pa
ket is either a 1-st or 2-nd round request for the given pa
ket. ❒

Lemma 4.24 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

involving the trans-

mission of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in �, su
h that

w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to u

0

. For any k 2 N

+

and h 2 H;h 6= s

p

, suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions and h s
hed-

ules k-th and k+1-st round requests for p in �

uu

0

. Let t

k

; t

k+1

2 R

�0

be the points in time in �

uu

0

at whi
h the host h s
hedules its k-th and k+1-st round requests for p, respe
tively. Then, it is the


ase that t

k

+ 2

k�1

C

3

d < t

k+1

.

Proof: Constraint 4.3 implies that the k-th round ba
k-o� abstinen
e period expires no earlier

than 2

k�1

C

3

d time units past t

k

; that is, no earlier than t

k

+2

k�1

C

3

d in �. The k-th round request

of h for p is s
heduled for transmission for a point in time no earlier than t

k

+ 2

k�1

C

1

d. Thus,

Assumption 4.1 implies that the k-th round request is s
heduled for transmission at a point in time

that su

eeds t

k

+ 2

k�1

C

3

d in �.

The host h s
hedules its k + 1-st round request for p when it either sends or re
eives its k-

th round request for p; that is, upon the o

urren
e of either a send-rqst

h

(s; i) a
tion, su
h

that hs; ii = id(p), or a pro
ess-pkt

h

(pkt) a
tion, for pkt 2 P

SRM

, su
h that id(pkt) = id(p)

and type(pkt) = RQST. In the 
ase of a send-rqst

h

(s; i) a
tion, Invariant 4.20 implies that if

the send-rqst

h

(s; i) a
tion is enabled, then a request for p is not pending. In the 
ase of a

pro
ess-pkt

h

(pkt) a
tion, the e�e
ts of the a
tion pro
ess-pkt

h

(pkt) imply that the k-th round

request for p is ba
ked-o� only while a request for p is not pending.

It follows that the point in time at whi
h the host h either sends or re
eives its k-th round request

for p su

eeds the expiration time of the ba
k-o� abstinen
e period of the k-th round request of h

for p; that is, t

k

+ 2

k�1

C

3

d < t

k+1

. ❒

Let k

�

rqst

= dlog

2

(d� d)� log

2

(C

3

d)e. The following lemma states that, under Constraints 4.1, 4.2,

4.3, and 4.4, k

�

rqst

is the number of requests that must be s
heduled before the ba
k-o� abstinen
e

periods be
ome large enough to ensure that the request pertaining to one round is distin
t from the
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Figure 4.19 Timing Diagram Demonstrating Non-distin
t Conse
utive Round Requests

Request Interval Reply Abstinen
e IntervalReply IntervalBa
k-o� Abstinen
e Interval

Requestor h

0

Timeline

t

k

+ 2

k�1

C

1

^

d

hs

t

k+1

t

k

+ 2

k�1

(C

1

+C

2

)

^

d

hs

t

k+1

+ 2

k

C

3

^

d

hs

Requestor h Timeline

t

k

t

k+2

t

k+1

+ 2

k

C

1

^

d

hs

t

k+1

+ 2

k

(C

1

+ C

2

)

^

d

hs

request pertaining to the next (and, 
onsequently, any following) round. Consider for instan
e the

timing diagram depi
ted in Figure 4.19. The �gure portrays the s
enario in whi
h a request from

h

0

is re
eived in dupli
ate by h. Thus, the requests pertaining to the k-th and k + 1-st re
overy

rounds are in fa
t a single request that is re
eived by h in dupli
ate. Lemma 4.17 implies that

dupli
ate requests may be re
eived within at most d� d time units. Sin
e requests re
eived during

abstinen
e periods are dis
arded, k

�

rqst

is the number of requests that must be s
heduled before the

ba
k-o� abstinen
e periods be
ome large enough to ensure that any dupli
ates of a round's request

are re
eived prior to the expiration time of the parti
ular round's ba
k-o� abstinen
e period.

Lemma 4.25 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

in � involving the trans-

mission of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to u

0

. Moreover, let h 2 H be

any member of the reliable multi
ast group in u, su
h that id(p) 2 u[SRM-re


h

℄:expe
ted (s

p

) and

id(p) 62 u[SRM-re


h

℄:s
heduled-rqsts? .

For k 2 N

+

; k � k

�

rqst

, suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, h

s
hedules k-th and k + 1-st round requests for p in �

uu

0

, and h either sends or re
eives its k-th

and k + 1-st round requests for p at the points in time t

k+1

; t

k+2

2 R

�0

in �

uu

0

.

Then, the k-th and k + 1-st round requests of h for p are distin
t.

Proof: It suÆ
es to show that the ba
k-o� abstinen
e period pertaining to the k-th round request

of h for p expires no earlier than the latest point in time h may re
eive any dupli
ate of the request

pertaining to its k-th round request for p.

Let t

k

; t

k+1

2 R

�0

be the points in time in � at whi
h h s
hedules its k-th and k + 1-st round

requests for p. From Lemma 4.24, the ba
k-o� abstinen
e period pertaining to k-th round request

of h for p expires no earlier than t

k+1

+2

k

C

3

d. From Lemma 4.17, h may re
eive a dupli
ate of its

k-th round request for p no later than t

k+1

+ (d� d).

Sin
e k

�

rqst

= dlog

2

(d� d)� log

2

(C

3

d)e and k � k

�

rqst

, it follows that t

k+1

+ (d� d) � t

k+1

+2

k

C

3

d.

Sin
e h either sends or re
eives its k+1-st round request for p after the point in time t

k+1

+2

k

C

3

d

and h may re
eive a dupli
ate of its k-th round request for p no later than t

k+1

+(d� d), it follows

that the requests pertaining to the k-th and k + 1-st round requests of h for p are distin
t. ❒
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Lemma 4.26 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

involving the transmis-

sion of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to u

0

. For any k 2 N

+

and

h; h

0

2 H;h 6= h

0

, suppose that u[SRM-mem

h

℄:status = member, u[SRM-mem

h

0

℄:status = member,

�

uu

0


ontains neither 
rash

h

, rm-leave

h

, 
rash

h

0

, nor rm-leave

h

0

a
tions, h s
hedules k-th and

k + 1-st round requests for the pa
ket p in �

uu

0

, h either sends or re
eives its k-th round request

for p and s
hedules its k + 1-st round request for p at the point in time t

k+1

2 R

�0

in �

uu

0

, and

t

k+1

+ d < u

0

:now. Then, h

0

may re
eive the k-th round request of h for p no later than t

k+1

+ d

in �.

Proof: The host h either sends or re
eives its k-th round request for p and s
hedules its k + 1-

st round request for p upon the o

urren
e of either a send-rqst

h

(s; i) or a pro
ess-pkt

h

(pkt)

a
tion, where id(pkt) = id(p) and type(pkt) = RQST. We 
onsider there two 
ases separately.

First, in the 
ase of a send-rqst

h

(s; i) a
tion, Constraints 4.5 and 4.6 and Lemmas 4.7 and 4.8

imply that the send-rqst

h

(s; i) a
tion is instantaneously followed by a msend

h

(pkt

0

) a
tion, for

pkt

0

2 P

IPm
ast-Client

, su
h that id(strip(pkt

0

)) = id(p) and type(strip(pkt

0

)) = RQST. Furthermore,

Constraint 4.1 implies that h

0

re
eives this request within at most d time units.

Se
ond, in the 
ase of a pro
ess-pkt

h

(pkt) a
tion, a mre
v

h

(pkt

0

) a
tion, for pkt

0

2 P

IPm
ast-Client

,

su
h that pkt = strip(pkt

0

), instantaneously pre
edes pro
ess-pkt

h

(pkt). Lemma 4.17 implies

that h

0

may only re
eive this request within at most d � d time units from the o

urren
e of the

mre
v

h

(pkt

0

) a
tion. ❒

Lemma 4.27 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

involving the trans-

mission of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in �, su
h that

w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to u

0

. For any k 2 N

+

and h; h

0

2 H;h 6= h

0

, suppose that u[SRM-mem

h

℄:status = member, u[SRM-mem

h

0

℄:status =

member, id(p) 2 u[SRM-re


h

0

℄:ar
hived-pkts? , �

uu

0


ontains neither 
rash

h

, rm-leave

h

, 
rash

h

0

,

nor rm-leave

h

0

a
tions, h

0

re
eives a request for p from h at time t

0

2 R

�0

in �

uu

0

, and

t

0

+ (D

1

+ D

2

)d < u

0

:now. Then, the reply of h

0

pertaining to this parti
ular request of h for

p is either sent or re
eived by h

0

no later than t

0

+ (D

1

+D

2

)d in �.

Proof: Constraint 4.3 implies a reply is s
heduled for transmission no later than (D

1

+D

2

)d time

units past its s
heduling time. When h

0

re
eives the request of h for p, a reply for p is either already

s
heduled, already pending, or neither s
heduled nor pending. We 
onsider ea
h of these s
enarios

separately.

First, if a reply for p is already s
heduled, its transmission time is no later than t

0

+ (D

1

+D

2

)d in

�. Thus, if either an original transmission or a reply for p is not re
eived by h

0

by the s
heduled

transmission time of this reply, then the host h

0

transmits this reply. It follows that the reply of

h

0

pertaining to the parti
ular request of h for p is either sent or re
eived by h

0

no later than the

point in time t

0

+ (D

1

+D

2

)d in �.

Se
ond, if a reply for p is already pending, then the reply of h

0

pertaining to the parti
ular request

of h for p has already been either sent or re
eived; that is, the reply of h

0

pertaining to the parti
ular

request of h for p has been either sent or re
eived by h

0

no later than t

0

.
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Finally, if a reply for p is neither s
heduled nor pending, then the reply of h

0

pertaining to the

parti
ular request of h for p is s
heduled for no later than t

0

+ (D

1

+D

2

)d. In either s
enario, the

reply of h

0

pertaining to the parti
ular request of h for p is either sent or re
eived by h

0

no later

than t

0

+ (D

1

+D

2

)d in �. ❒

Lemma 4.28 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

involving the trans-

mission of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in �, su
h that

w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to u

0

. For any k 2 N

+

and h; h

0

2 H;h 6= h

0

, suppose that u[SRM-mem

h

℄:status = member, u[SRM-mem

h

0

℄:status =

member, id(p) 2 u[SRM-re


h

0

℄:ar
hived-pkts? , �

uu

0


ontains neither 
rash

h

, rm-leave

h

, 
rash

h

0

,

nor rm-leave

h

0

a
tions, h

0

re
eives a request for p from h at time t

0

2 R

�0

in �

uu

0

, and

t

0

+ (D

1

+ D

2

)d + d � d + D

3

d < u

0

:now. Then, the reply abstinen
e period of the reply of h

0

pertaining to this parti
ular request of h for p expires no later than t

0

+ (D

1

+D

2

)d+ d� d+D

3

d

in �.

Proof: Lemma 4.27 implies that the reply period pertaining to the parti
ular request of h for p

expires no later than the point in time t

0

+ (D

1

+ D

2

)d. Thus, the reply of h

0

pertaining to the

parti
ular request of h for p may be either sent or re
eived no later than t

0

+ (D

1

+D

2

)d.

First, 
onsider the 
ase in whi
h h

0

sends a reply pertaining to the parti
ular request of h for p.

Su
h a reply is sent no later than t

0

+(D

1

+D

2

)d. Constraint 4.3 implies that the reply abstinen
e

period 
orresponding to su
h a reply expires no later than t

0

+ (D

1

+D

2

+D

3

)d.

Se
ond, 
onsider the 
ase in whi
h h

0

re
eives a reply pertaining to the parti
ular request of h for

p prior to transmitting its own reply. Su
h a reply is re
eived by h

0

no later than t

0

+ (D

1

+D

2

)d.

Lemma 4.17 implies that any dupli
ates of this reply may be re
eived within at most d � d time

units. Thus, su
h dupli
ates are re
eived by h

0

no later than t

0

+(D

1

+D

2

)d+d�d. Thus, the reply

abstinen
e period pertaining to any su
h dupli
ate expires no later than t

0

+(D

1

+D

2

)d+d�d+D

3

d.

❒

Let k

�

repl

= dlog

2

[(D

1

+D

2

+D

3

+ 3)d� 2d℄� log

2

(C

3

d)e. The following lemma states that, under

Constraints 4.1, 4.2, 4.3, and 4.4, k

�

repl

is the number of requests that must be s
heduled before the

ba
k-o� abstinen
e periods be
ome large enough to ensure that the reply pertaining to a parti
ular

round is distin
t from that pertaining to the next (and, 
onsequently, any following) round.

Lemma 4.29 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

in � involving

the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of SRM

I

in

�, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from

u to u

0

. Moreover, let q; r 2 H; q 6= r be any members of the reliable multi
ast group in

u, su
h that id(p) 2 u[SRM-re


q

℄:expe
ted (s

p

), id(p) 62 u[SRM-re


q

℄:s
heduled-rqsts? , and

id(p) 2 u[SRM-re


r

℄:delivered (s

p

).

For k 2 N

+

; k � k

�

repl

, suppose that �

uu

0


ontains neither 
rash

q

, rm-leave

q

, 
rash

r

, nor

rm-leave

r

a
tions, q s
hedules k-th, k + 1-st, and k + 2nd round requests for the pa
ket p in

�

uu

0

, q either sends or re
eives its k-th and k + 1-st round requests for p at the points in time

t

k+1

; t

k+2

2 R

�0

in �

uu

0

, r re
eives the k-th and k + 1-st round requests of q for p in �

uu

0

, and r

either sends or re
eives the replies pertaining to the k-th and k + 1-st round requests of q for p in

�

uu

0

.
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Figure 4.20 Timing Diagram Demonstrating Non-distin
t Conse
utive Round Replies

Request Interval Reply Abstinen
e IntervalReply IntervalBa
k-o� Abstinen
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Then, the replies of r pertaining to the k-th and k + 1-st round requests of q for p are distin
t.

Proof: It suÆ
es to show that the reply abstinen
e period pertaining to r's reply to the k-th

round request of q for p expires prior to the time at whi
h r re
eives the k + 1-st round request of

q for p.

Let t

k

; t

k+1

2 R

�0

be the points in time in � at whi
h q s
hedules its k-th and k+1-st round requests

for p. From Lemma 4.26, r re
eives the k-th round request of q for p no later than t

k+1

+ d. From

Lemma 4.28, the abstinen
e period of the reply of q to the k-th round request of q for p expires no

later than t

k+1

+ d+ (D

1

+D

2

)d+ (d� d) +D

3

d.

From Lemma 4.24, q either sends or re
eives its k + 1-st round request after the point in time

t

k+1

+2

k

C

3

d. From Lemma 4.17, r re
eives this request after the point in time t

k+1

+2

k

C

3

d�(d�d).

Sin
e k

�

repl

= dlog

2

[(D

1

+ D

2

+ D

3

+ 3)d � 2d℄ � log

2

(C

3

d)e and k � k

�

repl

, it follows that

t

k+1

+ d+ (D

1

+D

2

)d+ (d� d) +D

3

d � t

k+1

+ 2

k

C

3

d� (d� d).

Sin
e r re
eives the k + 1-st round request of q for p after the point in time t

k+1

+ 2

k

C

3

d� d + d

and t

k+1

+ d + (D

1

+ D

2

)d + d � d + D

3

d � t

k+1

+ 2

k

C

3

d � d + d, it follows that r re
eives the

k + 1-st round request of q for p after the expiration of the abstinen
e period of the reply of r to

the k-th round request of q for p. It follows that the replies of r to the k-th and k + 1-st round

requests of q for p are distin
t. ❒

Let k

�

= max(k

�

rqst

; k

�

repl

) = dlog

2

[(D

1

+ D

2

+ D

3

+ 3)d � 2d℄ � log

2

(C

3

d)e and REC-BOUND(k) =

[(2

k

� 1)(C

1

+ C

2

) + D

1

+ D

2

+ 2℄d, for k 2 N

+

. The following lemma states that, for k 2 N

+

,

the re
overy of any pa
ket in an admissible exe
ution � 2 timely-aexe
s

k

(SRM

I

) involves at most
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k

�

+ k re
overy rounds. Following the k

�

-th re
overy round, the requests and replies of any host's

re
overy rounds are distin
t. Thus, the k

�

-th and ea
h subsequent re
overy round may fail only

due to at least one pa
ket drop; that is, the drop of either the parti
ular round's request or the

parti
ular round's reply. Sin
e the number of pa
ket drops pertaining to the re
overy of any pa
ket

in � is at most k, it follows that at most k

�

+ k re
overy rounds are needed to re
over any pa
ket

in �.

Lemma 4.30 Let k 2 N

+

, p 2 P

RM-Client

, and � be any admissible timed exe
ution of

SRM

I

in timely-aexe
s

k

(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(SRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

in �

involving the transmission of p using the reliable multi
ast servi
e. Suppose that the host h 2 H

s
hedules a request for p following the transmission of p in �. Let u 2 states(SRM

I

) be the �rst

state in � su
h that id(p) 2 u[SRM-re


h

℄:s
heduled-rqsts? (s

p

), u

0

2 states(SRM

I

) be any state in

� su
h that u:now + REC-BOUND(k

�

+ k) < u

0

:now, and �

uu

0

be the timed exe
ution fragment of �

leading from u to u

0

. Suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, there exists

a host h

0

2 H;h

0

6= h, su
h that id(p) 2 u[SRM-re


h

0

℄:delivered (s

p

), and �

uu

0


ontains neither


rash

h

0

, nor rm-leave

h

0

a
tions. Then, it is the 
ase that id(p) 2 u

0

[SRM-re


h

℄:delivered (s

p

).

Proof: Sin
e � 2 timely-aexe
s

k

(SRM

I

), it 
ontains at most k pa
ket drops pertaining to the

transmission and re
overy of p. Thus, it follows that at most k pa
ket drops may o

ur during

the re
overy of p by h. Lemmas 4.5 and 4.6 imply that following the state u in �, the host h


ontinues initiating re
overy rounds for p until it is re
overed. We pro
eed by showing that the

host h re
overs p by the 
ompletion time of its k

�

+ k-st re
overy round for p.

Consider the intera
tion of h and h

0

pertaining to h's re
overy of p. From Lemma 4.29, the replies

of h

0

to the k

�

-th and any subsequent round requests of h for p are distin
t. Thus, the k

�

-th and all

subsequent re
overy rounds of h for p may fail due to the loss of either the round's request or the

round's reply; that is, the k

�

-th and ea
h subsequent re
overy rounds of h for p a

ount for at least

one pa
ket drop. It follows that at most k

�

+ k re
overy rounds are required for h to su

essfully

re
over p.

Corollary 4.23, Lemma 4.27, and Constraint 4.1 imply that h 
ompletes its k

�

+k-st re
overy round

no later than REC-BOUND(k

�

+ k) time units past the point in time at whi
h it s
hedules its �rst

request for p. Sin
e u is the �rst state in � su
h that id(p) 2 SRM-re


h

:s
heduled-rqsts? (s

p

) and

u:now + REC-BOUND(k

�

+ k) < u

0

:now , it follows that h re
eives p prior to u

0

in �. Lemma 4.21

implies that id(p) 2 u

0

[SRM-re


h

℄:delivered (s

p

). ❒

Lemma 4.31 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

involving the transmis-

sion of p using the reliable multi
ast servi
e. Let h 2 H, u; u

0

be any states of SRM

I

in �, su
h

that w

0

:now + d < u:now and u �

�

u

0

, and �

uu

0

be the timed exe
ution fragment of � leading from

u to u

0

. If id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

), then �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions.

Proof: Suppose that id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

). Let hs

p

; i

0

i 2

u

0

[SRM-re


h

℄:expe
ted (s

p

) be the earliest pa
ket of s

p

expe
ted by h in u

0

; that is, for

any i

00

2 N , su
h that hs

p

; i

00

i 2 u

0

[SRM-re


h

℄:expe
ted (s

p

), it is the 
ase that i

0

� i

00

. Let

p

0

2 P

RM-Client

be the pa
ket transmitted in � su
h that id(p

0

) = hs

p

; i

0

i.

Let (v; �; v

0

), for v; v

0

2 states(SRM

I

), and � = a
ts(SRM

I

), be the latest dis
rete tran-

sition of SRM

I

in � prior to state u

0

in whi
h the variable SRM-re


h

:expe
ted (s

p

) is set
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from ; to the value u

0

[SRM-re


h

℄:expe
ted (s

p

); that is, v[SRM-re


h

℄:expe
ted (s

p

) = ; and

v

0

[SRM-re


h

℄:expe
ted (s

p

) = u

0

[SRM-re


h

℄:expe
ted (s

p

) and there is no dis
rete transition fol-

lowing (v; �; v

0

) and pre
eding u

0

in � that sets the variable SRM-re


h

:expe
ted (s

p

) to a set other

than ;.

Sin
e the a
tions of SRM

I

may either reinitialize the variable SRM-re


h

:expe
ted (s

p

), or set its

value from the value ; to a set other than ;, it follows that the timed exe
ution fragment �

v

0

u

0

of

� leading from v

0

to u

0


ontains neither 
rash

h

nor rm-leave

h

a
tions.

Moreover, sin
e the time passage a
tion does not a�e
t the variable SRM-re


h

:expe
ted (s

p

), it

follows that the a
tion � leading from v to v

0

is not a time passage a
tion. Thus, it is the 
ase that

v:now = v

0

:now . Sin
e only either the original transmission of p

0

or the re
eption of the original

transmission of p

0

may result in setting SRM-re


h

:expe
ted (s

p

) to u[SRM-re


h

℄:expe
ted (s

p

),

Constraint 4.1 implies that v:now = v

0

:now � �:trans-time(p

0

) + d. Moreover, Lemma 3.3

and Theorem 4.12 imply that �:trans-time(p

0

) � �:trans-time(p). Sin
e v:now = v

0

:now �

�:trans-time(p

0

) + d, �:trans-time(p

0

) � �:trans-time(p), and �:trans-time(p) + d < u:now , it

follows that v

0

:now < u:now . Thus, it follows that v

0

<

�

u.

Sin
e v

0

<

�

u, u �

�

u

0

, and �

v

0

u

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, it follows that

�

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions. ❒

Lemma 4.32 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of SRM

I

in

timely-aexe
s(SRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

),

s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of SRM

I

in � involving the trans-

mission of p using the reliable multi
ast servi
e. Let h 2 H, u; u

0

be any states of SRM

I

in �, su
h

that w

0

:now + d < u:now and u �

�

u

0

. If id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

), then it is the 
ase

that id(p) 2 u[SRM-re


h

℄:expe
ted (s

p

).

Proof: Suppose that id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

). Lemma 4.31 implies that the timed

exe
ution fragment �

uu

0

of � leading from u to u

0


ontains neither 
rash

h

nor rm-leave

h

a
tions.

Thus, Lemma 4.19 implies that u[SRM-re


h

℄:expe
ted (s

p

) = u

0

[SRM-re


h

℄:expe
ted (s

p

). Sin
e

id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

), it follows that id(p) 2 u[SRM-re


h

℄:expe
ted (s

p

). ❒

Lemma 4.33 Let k 2 N

+

, �

L

= DET-BOUND + REC-BOUND(k

�

+ k), p 2 P

RM-Client

, and � be

any admissible timed exe
ution of SRM

I

in �

L

-sr
-re
overable-aexe
s

k

(SRM

I

) that 
ontains the

transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p),

be the dis
rete transition of SRM

I

in � involving the transmission of p using the reliable multi
ast

servi
e. For any state w

00

of SRM

I

in �, su
h that w

0

:now +�

L

< w

00

:now, let �

w

0

w

00

be the timed

exe
ution fragment of � leading from w

0

to w

00

. If h 2 w

00

:intended (p), then it is the 
ase that

h 2 w

00

:
ompleted (p).

Proof: Suppose that h 2 w

00

:intended(p). Sin
e h 2 w

00

:intended (p), it follows that id(p) 2

w

00

[SRM-re


h

℄:expe
ted (s

p

).

Let u 2 states(SRM

I

) be the earliest state in �, su
h that w

0

:now + d < u:now . Let (u

�

; �(t); u),

for u

�

2 states(SRM

I

) and t 2 R

�0

; t > 0, be the dis
rete transition in � leading to the parti
ular

o

urren
e of u in �. Sin
e u is the earliest state in �, su
h that w

0

:now + d < u:now , it

follows that u

�

:now � w

0

:now + d. Let u

0

2 states(SRM

I

) be the earliest state in �, su
h that

w

0

:now + DET-BOUND < u

0

:now . Let (u

0

�

; �(t

0

); u

0

), for u

0

�

2 states(SRM

I

) and t

0

2 R

�0

; t

0

> 0, be

the dis
rete transition in � leading to the parti
ular o

urren
e of u

0

in �. Sin
e u

0

is the earliest

state in �, su
h that w

0

:now +DET-BOUND < u

0

:now , it follows that u

0

�

:now � w

0

:now +DET-BOUND.

Sin
e d � DET-BOUND, it follows that u �

�

u

0

.
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Sin
e d � DET-BOUND and id(p) 2 w

00

[SRM-re


h

℄:expe
ted (s

p

), Lemma 4.32 implies

that id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

). Thus, Constraint 4.4 implies that either

id(p) 2 u

0

[SRM-re


h

℄:ar
hived-pkts? (s

p

) or id(p) 2 u

0

[SRM-re


h

℄:s
heduled-rqsts? .

First, 
onsider the 
ase where id(p) 2 u

0

[SRM-re


h

℄:ar
hived-pkts? (s

p

). Sin
e

id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

), id(p) 2 u

0

[SRM-re


h

℄:ar
hived-pkts? (s

p

), and the

�(t

0

) a
tion a�e
ts neither SRM-re


h

:expe
ted (s

p

) nor SRM-re


h

:ar
hived-pkts? (s

p

), it follows

that id(p) 2 u

0

�

[SRM-re


h

℄:expe
ted (s

p

) and id(p) 2 u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

). Sin
e

id(p) 2 u

0

�

[SRM-re


h

℄:expe
ted (s

p

) and, 
onsequently, u

0

�

[SRM-re


h

℄:expe
ted (s

p

) 6= ;,

Invariant 4.2 implies that u

0

�

[SRM-re


h

℄:status = member. Thus, Invariant 4.4

implies that u

0

�

[SRM-re


h

℄:delivered (s

p

) [ u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) =

u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

). However, from the pre
ondition of

�(t

0

), it follows that u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) = ;. Sin
e

id(p) 2 u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

), u

0

�

[SRM-re


h

℄:delivered (s

p

) [

u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) = u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

), and

u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) = ;, it follows that id(p) 2 u

0

�

[SRM-re


h

℄:delivered (s

p

).

Sin
e �(t

0

) does not a�e
t SRM-re


h

:delivered (s

p

), it follows that id(p) 2

u

0

[SRM-re


h

℄:delivered (s

p

).

Moreover, Lemma 4.31 implies that the timed exe
ution fragment �

u

0

w

00

of � leading from u

0

to w

00


ontains neither 
rash

h

nor rm-leave

h

a
tions. Thus, Lemma 4.21 implies that id(p) 2

w

00

[SRM-re


h

℄:delivered (s

p

); that is, h 2 w

00

:
ompleted (p).

Se
ond, 
onsider the 
ase where id(p) 2 u

0

[SRM-re


h

℄:s
heduled-rqsts? . Let v 2 states(SRM

I

)

be the earliest state in �, su
h that v �

�

u

0

and for any state v

0

2 states(SRM

I

) in �, su
h that

v �

�

v

0

�

�

u

0

, it is the 
ase that id(p) 2 v

0

[SRM-re


h

℄:s
heduled-rqsts? .

Sin
e the dis
rete transition leading from u

0

�

to u

0

is a time passage a
tion, whi
h does not a�e
t

the variable SRM-re


h

:s
heduled-rqsts? , it follows that id(p) 2 u

0

�

[SRM-re


h

℄:s
heduled-rqsts? .

Thus, it follows that v �

�

u

0

�

. Sin
e u

0

�

:now � w

0

:now + DET-BOUND, it follows that v:now �

w

0

:now + DET-BOUND.

Sin
e for any state v

0

2 states(SRM

I

) in �, su
h that v �

�

v

0

�

�

u

0

, it is the 
ase that

id(p) 2 v

0

[SRM-re


h

℄:s
heduled-rqsts? and the 
rash

h

and rm-leave

h

a
tions reinitialize the

variable SRM-re


h

:s
heduled-rqsts? , it follows that the timed exe
ution fragment �

vu

0

of � leading

from v to u

0


ontains neither 
rash

h

nor rm-leave

h

a
tions.

Thus, sin
e neither �

vu

0

nor �

u

0

w

00


ontain either 
rash

h

or rm-leave

h

a
tions, it follows that �

vw

00


ontains neither 
rash

h

nor rm-leave

h

a
tions.

Let u

00

2 states(SRM

I

) be the earliest state in �, su
h that w

0

:now + �

L

< u

00

:now . Let

(u

00

�

; �(t

00

); u

00

), for u

00

�

2 states(SRM

I

) and t

00

2 R

�0

; t

00

> 0, be the dis
rete transition in � leading

to the parti
ular o

urren
e of u

00

in �. Sin
e u

00

is the earliest state in �, su
h that w

0

:now +�

L

<

u

00

:now , it follows that u

00

�

:now � w

0

:now +�

L

. Sin
e �

L

= DET-BOUND+ REC-BOUND(k

�

+ k) and

REC-BOUND(k

�

+ k) � 0, it follows that u �

�

u

0

�

�

u

00

.

Sin
e � 2 �

L

-sr
-re
overable-aexe
s

k

(SRM

I

), Constraint 4.7 implies that the timed exe
ution

fragment �

wu

00

of � leading from w to u

00


ontains neither 
rash

s

p

nor rm-leave

s

p

a
tions.

Moreover, the pre
ondition of rm-send

s

p

(p) implies that id(p) 62 w[SRM℄:sent-pkts?. Thus,

Invariants 4.15 and 4.26 imply that id(p) 62 w[SRM-re


h

℄:s
heduled-rqsts? . It follows that w <

�

v.

Sin
e w <

�

v and �

wu

00


ontains neither 
rash

s

p

nor rm-leave

s

p

a
tions, it follows that the timed

exe
ution fragment �

vu

00

of � leading from v to u

00


ontains neither 
rash

s

p

nor rm-leave

s

p

a
tions.

Sin
e �

wu

00


ontains neither 
rash

s

p

nor rm-leave

s

p

a
tions, w �

�

w

0

,

id(p) 2 w

0

[SRM-re


s

p

℄:delivered (s

p

), and w

0

�

�

v �

�

w

00

, Lemma 4.21 implies that

id(p) 2 v[SRM-re


s

p

℄:delivered (s

p

).
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Sin
e v:now � w

0

:now + DET-BOUND and w

0

:now + �

L

< u

00

:now , it follows that v:now +

REC-BOUND(k

�

+k) < u

00

:now . Thus, Lemma 4.30 implies that id(p) 2 u

00

[SRM-re


h

℄:delivered (s

p

).

Sin
e u

00

is the earliest state in �, su
h that w

0

:now +�

L

< u

00

:now , it follows that u

00

�

�

w

00

. Sin
e

v �

�

u

0

, u �

�

u

0

�

�

u

00

, u

00

�

�

w

00

, and �

vw

00


ontains neither 
rash

h

nor rm-leave

h

a
tions, it

follows that the timed exe
ution fragment �

u

00

w

00

of � leading from u

00

to w

00


ontains neither 
rash

h

nor rm-leave

h

a
tions. Sin
e id(p) 2 u

00

[SRM-re


h

℄:delivered (s

p

) and �

u

00

w

00


ontains neither


rash

h

nor rm-leave

h

a
tions, Lemma 4.21 implies that id(p) 2 w

00

[SRM-re


h

℄:delivered (s

p

);

that is, h 2 w

00

:
ompleted (p). ❒

Lemma 4.34 Let k 2 N

+

, �

R

= REC-BOUND(k

�

+ k), �

L

= DET-BOUND+ REC-BOUND(k

�

+ k), p 2

P

RM-Client

, and � be any admissible timed exe
ution of SRM

I

in �

R

-re
overable-aexe
s

k

(SRM

I

)

that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(SRM

I

), s

p

= sour
e(p), and

� = rm-send

s

p

(p), be the dis
rete transition of SRM

I

in � involving the transmission of p using

the reliable multi
ast servi
e. For any state w

00

of SRM

I

in �, su
h that w

0

:now +�

L

< w

00

:now,

let �

w

0

w

00

be the timed exe
ution fragment of � leading from w

0

to w

00

. If h 2 w

00

:intended (p), then

it is the 
ase that h 2 w

00

:
ompleted (p).

Proof: Suppose that h 2 w

00

:intended(p). Sin
e h 2 w

00

:intended (p), it follows that id(p) 2

w

00

[SRM-re


h

℄:expe
ted (s

p

).

Let u 2 states(SRM

I

) be the earliest state in �, su
h that w

0

:now + d < u:now . Let (u

�

; �(t); u),

for u

�

2 states(SRM

I

) and t 2 R

�0

; t > 0, be the dis
rete transition in � leading to the parti
ular

o

urren
e of u in �. Sin
e u is the earliest state in �, su
h that w

0

:now + d < u:now , it

follows that u

�

:now � w

0

:now + d. Let u

0

2 states(SRM

I

) be the earliest state in �, su
h that

w

0

:now + DET-BOUND < u

0

:now . Let (u

0

�

; �(t

0

); u

0

), for u

0

�

2 states(SRM

I

) and t

0

2 R

�0

; t

0

> 0, be

the dis
rete transition in � leading to the parti
ular o

urren
e of u

0

in �. Sin
e u

0

is the earliest

state in �, su
h that w

0

:now +DET-BOUND < u

0

:now , it follows that u

0

�

:now � w

0

:now +DET-BOUND.

Moreover, sin
e d � DET-BOUND, it follows that u �

�

u

0

.

Sin
e d � DET-BOUND and id(p) 2 w

00

[SRM-re


h

℄:expe
ted (s

p

), Lemma 4.32 implies

that id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

). Thus, Constraint 4.4 implies that either

id(p) 2 u

0

[SRM-re


h

℄:ar
hived-pkts? (s

p

) or id(p) 2 u

0

[SRM-re


h

℄:s
heduled-rqsts? .

First, 
onsider the 
ase where id(p) 2 u

0

[SRM-re


h

℄:ar
hived-pkts? (s

p

). Sin
e

id(p) 2 u

0

[SRM-re


h

℄:expe
ted (s

p

), id(p) 2 u

0

[SRM-re


h

℄:ar
hived-pkts? (s

p

), and the

�(t

0

) a
tion a�e
ts neither SRM-re


h

:expe
ted (s

p

) nor SRM-re


h

:ar
hived-pkts? (s

p

), it follows

that id(p) 2 u

0

�

[SRM-re


h

℄:expe
ted (s

p

) and id(p) 2 u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

). Sin
e

id(p) 2 u

0

�

[SRM-re


h

℄:expe
ted (s

p

) and, 
onsequently, u

0

�

[SRM-re


h

℄:expe
ted (s

p

) 6= ;,

Invariant 4.2 implies that u

0

�

[SRM-re


h

℄:status = member. Thus, Invariant 4.4

implies that u

0

�

[SRM-re


h

℄:delivered (s

p

) [ u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) =

u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

). However, from the pre
ondition of

�(t

0

), it follows that u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) = ;. Sin
e

id(p) 2 u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

), u

0

�

[SRM-re


h

℄:delivered (s

p

) [

u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) = u

0

�

[SRM-re


h

℄:ar
hived-pkts? (s

p

), and

u

0

�

[SRM-re


h

℄:to-be-delivered? (s

p

) = ;, it follows that id(p) 2 u

0

�

[SRM-re


h

℄:delivered (s

p

).

Sin
e �(t

0

) does not a�e
t SRM-re


h

:delivered (s

p

), it follows that id(p) 2

u

0

[SRM-re


h

℄:delivered (s

p

).

Moreover, Lemma 4.31 implies that the timed exe
ution fragment �

u

0

w

00

of � leading from u

0

to w

00


ontains neither 
rash

h

nor rm-leave

h

a
tions. Thus, Lemma 4.21 implies that id(p) 2

w

00

[SRM-re


h

℄:delivered (s

p

); that is, h 2 w

00

:
ompleted (p).
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Se
ond, 
onsider the 
ase where id(p) 2 u

0

[SRM-re


h

℄:s
heduled-rqsts? . Let v 2 states(SRM

I

)

be the earliest state in �, su
h that v �

�

u

0

and for any state v

00

2 states(SRM

I

) in �, su
h that

v �

�

v

00

�

�

u

0

, it is the 
ase that id(p) 2 v

00

[SRM-re


h

℄:s
heduled-rqsts? . The pre
ondition of

rm-send

s

p

(p) implies that id(p) 62 w[SRM℄:sent-pkts?. Thus, Invariants 4.15 and 4.26 imply that

id(p) 62 w[SRM-re


h

℄:s
heduled-rqsts? . It follows that w <

�

v.

Let (v

�

; �; v), for v

�

2 states(SRM

I

) and � 2 a
ts(SRM

I

), be the dis
rete transition in �

leading to the parti
ular o

urren
e of v in �. By the de�nition of v, it follows that id(p) 62

v

�

[SRM-re


h

℄:s
heduled-rqsts? .

Sin
e the dis
rete transition leading from u

0

�

to u

0

is a time passage a
tion, whi
h does not a�e
t

the variable SRM-re


h

:s
heduled-rqsts? , it follows that id(p) 2 u

0

�

[SRM-re


h

℄:s
heduled-rqsts? .

Thus, it follows that v �

�

u

0

�

. Sin
e u

0

�

:now � w

0

:now + DET-BOUND, it follows that v:now �

w

0

:now + DET-BOUND. Sin
e v:now � w

0

:now + DET-BOUND and w

0

:now + �

L

< w

00

:now , it

follows that v:now + �

R

< w

00

:now . Let v

0

2 states(SRM

I

) be the earliest state in �, su
h

that v:now +�

R

< v

0

:now . By the de�nition of v

0

, it is the 
ase that v

0

�

�

w

00

.

Sin
e for any state v

00

2 states(SRM

I

) in �, su
h that v �

�

v

00

�

�

u

0

, it is the 
ase that

id(p) 2 v

00

[SRM-re


h

℄:s
heduled-rqsts? and the 
rash

h

and rm-leave

h

a
tions reinitialize the

variable SRM-re


h

:s
heduled-rqsts? , it follows that the timed exe
ution fragment �

vu

0

of � leading

from v to u

0


ontains neither 
rash

h

nor rm-leave

h

a
tions. Sin
e neither �

vu

0

nor �

u

0

w

00


ontain

either 
rash

h

or rm-leave

h

a
tions, it follows that �

vw

00


ontains neither 
rash

h

nor rm-leave

h

a
tions. Thus, sin
e v

0

�

�

w

00

and �

vw

00


ontains neither 
rash

h

nor rm-leave

h

a
tions, the timed

exe
ution fragment �

vv

0

of � leading from v to v

0


ontains neither 
rash

h

nor rm-leave

h

a
tions.

Sin
e id(p) 62 v

�

[SRM-re


h

℄:s
heduled-rqsts? , id(p) 2 v[SRM-re


h

℄:s
heduled-rqsts? , and v

0

is

the earliest state in �, su
h that v:now + �

R

< v

0

:now , Constraint 4.8 implies that there exists

h

0

2 H;h

0

6= h su
h that id(p) 2 v[SRM-re


h

0

℄:delivered (s

p

) and the timed exe
ution fragment

�

vv

0


ontains neither 
rash

h

0

nor rm-leave

h

0

a
tions. Let h

0

2 H;h

0

6= h be any su
h host.

Sin
e id(p) 62 v

�

[SRM-re


h

℄:s
heduled-rqsts? , id(p) 2 v[SRM-re


h

℄:s
heduled-rqsts? ,

�

vv

0


ontains neither 
rash

h

, rm-leave

h

, 
rash

h

0

, nor rm-leave

h

0

a
tions,

id(p) 2 v[SRM-re


h

0

℄:delivered (s

p

), v:now + �

R

< v

0

:now , Lemma 4.30 implies that

id(p) 2 v

0

[SRM-re


h

℄:delivered (s

p

).

Sin
e v

0

�

�

w

00

and �

vw

00


ontains neither 
rash

h

nor rm-leave

h

a
tions, it follows that

the timed exe
ution fragment �

v

0

w

00

of � leading from v

0

to w

00


ontains neither 
rash

h

nor

rm-leave

h

a
tions. Sin
e id(p) 2 v

0

[SRM-re


h

℄:delivered (s

p

), Lemma 4.21 implies that id(p) 2

w

00

[SRM-re


h

℄:delivered (s

p

); that is, h 2 w

00

:
ompleted (p). ❒

4.4.6 Stati
 Timeliness Analysis

In this se
tion, we show that when hosts neither 
rash nor leave the reliable multi
ast group and

the number of pa
ket drops pertaining to the transmission and, potentially, the re
overy of any

pa
ket is bounded, SRM

I

implements RM

S

(�

L

), for a parti
ular �

L

2 R

�0

. In parti
ular, we

show that any timed tra
e of SRM

I

in the set re
overable-attra
es

k

(SRM

I

), for some k 2 N , is also

a timed tra
e of the spe
i�
ation automaton RM

S

(�

L

), for �

L

= DET-BOUND+REC-BOUND(k

�

+k).

Thus, given Constraints 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6 and assuming that the number of pa
ket

drops pertaining to the transmission and, potentially, the re
overy of any pa
ket is bounded by k,

SRM

I

implements the timely reliable multi
ast servi
e spe
i�
ation RM

S

(�

L

).

The proof of this 
laim involves showing that the relation R of De�nition 4.1 is a timed

forward simulation relation from SRM

I

to RM

S

(�

L

), under the aforementioned 
onstraints and

assumptions. The key part of the proof involves showing the 
orresponden
e of the time-passage
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steps. In parti
ular, we show that a
tive pa
kets are delivered to all the hosts is their intended

delivery sets within �

L

time units.

Theorem 4.35 Let k 2 N

+

and �

L

= DET-BOUND+ REC-BOUND(k

�

+ k). Then, it is the 
ase that

re
overable-attra
es

k

(SRM

I

) � attra
es(RM

S

(�

L

)).

Proof: It suÆ
es to show that the relation R of De�nition 4.1 is a timed forward simulation

relation from SRM

I

to RM

S

(�

L

), for any exe
ution in the set re
overable-attra
es

k

(SRM

I

).

The proof that R is indeed a timed forward simulation relation is identi
al to that of Lemma 4.11

with the ex
eption that in this 
ase showing the 
orresponden
e of the time passage transitions is

nontrivial.

Consider any dis
rete transition (u; �; u

0

) 2 trans(SRM

I

), where � = �(t), for some t 2 R

�0

, that

o

urs in any admissible exe
ution of SRM

I

in the set re
overable-attra
es

k

(SRM

I

). It suÆ
es

to show that, for any rea
hable state s of RM

S

(�

L

) su
h that (u; s) 2 R, there exists a timed

exe
ution fragment � of RM

S

(�

L

) su
h that �:fstate = s, �:lstate = s

0

, ttra
e(�) = ttra
e(u�u

0

),

the total amount of time-passage in � is the same as the total amount of time-passage in u�u

0

, and

(u

0

; s

0

) 2 R.

Let s be any rea
hable state of RM

S

(�

L

) su
h that (u; s) 2 R. The timed exe
ution fragment

of RM

S

(�

L

) 
orresponding to the step (u; �; u

0

) is 
omprised solely of the �(t) a
tion. We must

show that the �(t) a
tion is enabled in s; that is, we must show that, for any a
tive pa
ket

p 2 s:a
tive-pkts, it is the 
ase that either s:now + t � s:trans-time(p) + �

L

or s:intended (p) �

s:
ompleted (p). Sin
e (u; s) 2 R, it suÆ
es to show that, for any a
tive pa
ket p 2 u:a
tive-pkts , it

is the 
ase that either u:now + t � u:trans-time(p) +�

L

or u:intended (p) � u:
ompleted (p).

Consider any a
tive pa
ket p 2 u:a
tive-pkts . It suÆ
es to show that if u:trans-time(p) + �

L

<

u:now + t, then u:intended (p) � u:
ompleted (p). Suppose that u:trans-time(p) + �

L

< u:now + t.

It suÆ
es to show that for any host h 2 u:intended (p), it is the 
ase that h 2 u:
ompleted (p).

Let h 2 H be any host in u:intended (p). Sin
e the a
tion �(t) of SRM

I

does not a�e
t

the derived history variable intended (p), it follows that h 2 u

0

:intended (p). Moreover, sin
e

u:trans-time(p) + �

L

< u:now + t and the a
tion �(t) in
rements the now variable by t time

units, it follows that u:trans-time(p) +�

L

< u

0

:now . Sin
e �

L

= DET-BOUND+ REC-BOUND(k

�

+ k),

u:trans-time(p) + �

L

< u

0

:now , and h 2 u

0

:intended (p), Lemmas 4.18, 4.33, and 4.13 imply that

h 2 u

0

:
ompleted (p). Sin
e the a
tion �(t) of SRM

I

does not a�e
t the derived history variable

SRM:
ompleted (p), it follows that h 2 u:
ompleted (p). ❒

4.4.7 Dynami
 Timeliness Analysis

We begin this se
tion by showing that when sour
es remain members of the reliable multi
ast

group for an amount of time �

L

= DET-BOUND + REC-BOUND(k

�

+ k) past the transmission

of any pa
ket they send using the reliable multi
ast group, SRM

I

implements RM

S

(�

L

). In

parti
ular, we show that any timed tra
e of SRM

I

in the set �

L

-re
overable-attra
es

k

(SRM

I

), for

�

L

= DET-BOUND+ REC-BOUND(k

�

+ k) and some k 2 N , is also a timed tra
e of the spe
i�
ation

automaton RM

S

(�

L

). Thus, given Constraints 4.1, 4.2, 4.3, 4.4, and 4.7 and assuming that the

number of pa
ket drops pertaining to the transmission and, potentially, the re
overy of any pa
ket

is bounded by k, SRM

I

implements the timely reliable multi
ast servi
e spe
i�
ation RM

S

(�

L

).

The proof of this 
laim is analogous to the proof of Theorem 4.35.

Theorem 4.36 Let k 2 N

+

and �

L

= DET-BOUND+ REC-BOUND(k

�

+ k). Then, it is the 
ase that

�

L

-sr
-re
overable-attra
es

k

(SRM

I

) � attra
es(RM

S

(�

L

)).
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Proof: The proof is analogous to that of Theorem 4.35. ❒

We strengthen the above result by weakening our assumption that sour
es neither 
rashing nor

leaving the reliable multi
ast group. In parti
ular, we show that SRM

I

implements RM

S

(�

L

), for

�

L

= DET-BOUND+ REC-BOUND(k

�

+ k), if whenever a host h 2 H dete
ts the loss of any pa
ket

p 2 P

RM-Client

, there exists a host h

0

2 H;h

0

6= h that has already delivered p and remains a

member of the reliable multi
ast group for at least �

R

= REC-BOUND(k

�

+ k) time units. That

is, given Constraints 4.1, 4.2, 4.3, 4.4, and 4.8 and assuming that the number of pa
ket drops

pertaining to the transmission and, potentially, the re
overy of any pa
ket is bounded by k, SRM

I

implements the timely reliable multi
ast servi
e spe
i�
ation RM

S

(�

L

). The proof of this 
laim is

analogous to the proof of Theorem 4.35.

Theorem 4.37 Let k 2 N

+

, �

R

= REC-BOUND(k

�

+k), and �

L

= DET-BOUND+REC-BOUND(k

�

+k).

Then, it is the 
ase that �

R

-re
overable-attra
es

k

(SRM

I

) � attra
es(RM

S

(�

L

)).

Proof: The proof is analogous to that of Theorem 4.35. ❒
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Chapter 5

Pa
ket Loss Lo
ality

In this 
hapter, we make the 
ase for exploiting pa
ket loss lo
ality in the loss re
overy of

reliable multi
ast proto
ols, su
h as SRM [13℄. We 
laim that pa
ket loss lo
ality in IP multi
ast

transmissions 
an be exploited by simple 
a
hing s
hemes. In su
h s
hemes, re
eivers 
a
he

information about the re
overy of re
ently re
overed pa
kets and use this information to expedite

the re
overy of subsequent losses. We present a methodology for estimating the potential

e�e
tiveness of 
a
hing within multi
ast loss re
overy. By applying this methodology to the IP

multi
ast transmission tra
es of Yajnik et al. [41℄ and observing that IP multi
ast losses exhibit

substantial lo
ality, we establish that 
a
hing 
an be very e�e
tive.

5.1 Introdu
tion

Re
ently, numerous retransmission-based reliable multi
ast proto
ols have been proposed [13, 16,

19, 20, 34, 35℄. The 
hallenge in designing su
h proto
ols lies in the requirements to s
ale to large

multi
ast groups, to 
ater to a dynami
 membership and network, and to minimize the re
overy

overhead. Most retransmission-based reliable multi
ast proto
ols treat losses independently and

blindly repeat the re
overy pro
ess for ea
h loss. We propose the extension of reliable multi
ast

proto
ols with 
a
hing s
hemes in whi
h re
eivers 
a
he information about the re
overy of re
ently

re
overed pa
kets and use this information to expedite the re
overy of subsequent losses. Su
h

s
hemes have the potential of substantially redu
e re
overy laten
y and overhead, in parti
ular

when pa
ket losses exhibit lo
ality | the property that losses su�ered by a re
eiver at proximate

times often o

ur on the same link of the IP multi
ast tree.

In this 
hapter, we present a methodology for estimating the degree to whi
h IP multi
ast losses

exhibit lo
ality and quantifying the potential e�e
tiveness of 
a
hing in multi
ast loss re
overy.

Our methodology involves evaluating the performan
e of a 
a
hing-based loss lo
ation estimation

s
heme. In this s
heme, ea
h re
eiver 
a
hes the lo
ations of its most re
ent losses whose lo
ations

it has identi�ed and estimates that its next loss o

urs at the lo
ation that appears most frequently

in this 
a
he. We 
onsider a loss lo
ation estimate to be a hit if it mat
hes the lo
ation of the loss.

The hit rate a
hieved by ea
h re
eiver is an indi
ation of the degree to whi
h the losses su�ered by

ea
h re
eiver exhibit lo
ality. A shared hit 
orresponds to the 
ase when the loss lo
ation estimates

of all re
eivers sharing a loss are hits; that is, all su
h re
eivers estimate the same loss lo
ation and

this loss lo
ation is 
orre
t. The shared hit rate indi
ates the potential e�e
tiveness of a 
a
hing

s
heme that relies on the 
ollaboration and 
oordination of all re
eivers that share losses.

We apply our evaluation methodology to the IP multi
ast transmission tra
es of Yajnik et al. [41℄

and observe the hit rates a
hieved by our loss lo
ation estimation s
heme as a fun
tion of: the
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a
he size, the delay in dete
ting losses, the delay in identifying a loss's lo
ation, and the pre
ision

of the loss lo
ation identi�
ation. As the delays in dete
ting losses and in identifying their lo
ations

in
rease, 
a
hes be
ome populated by the lo
ations of less re
ent losses and loss lo
ation estimates

are made based on less re
ent information. Knowledge of the IP multi
ast tree topology may

improve the pre
ision with whi
h the lo
ations of losses are identi�ed.

Our analysis reveals that the losses in the tra
es of Yajnik et al. exhibit substantial lo
ality. The

per-re
eiver hit rates a
hieved by our loss lo
ation estimation s
heme in most 
ases ex
eed 40% and

often ex
eed 80%. The shared hit rates range from 10% to 80% when the loss lo
ation identi�
ation

is topology-oblivious and from 25% to 90% when it is topology-aware. The shared hit rates for

a 
a
he of size 10 ex
eed 35% (70%) for half the tra
es when the loss lo
ation identi�
ation

is topology-oblivious (respe
tively, topology-aware). These observations suggest that exploiting

pa
ket loss lo
ality through 
a
hing within either existing or novel reliable multi
ast proto
ols has

the potential of substantially redu
ing re
overy laten
y and overhead.

Re
ent studies of IP multi
ast transmission losses [1, 15, 41, 42℄ have investigated whether losses in

the multi
ast setting exhibit temporal and spatial 
orrelation. Temporal 
orrelation refers to the

degree to whi
h losses are bursty and spatial 
orrelation refers to degree to whi
h losses are pairwise

shared between re
eivers. All su
h studies observe that although pa
ket losses are 
learly not

independent, they exhibit low temporal and spatial 
orrelation. Our observations do not 
ontradi
t

these results. Loosely speaking, these studies examine whether the loss of 
onse
utive (or, 
lose-by)

pa
kets is 
orrelated whereas we examine whether the lo
ation of 
onse
utive (or, 
lose-by) losses

is 
orrelated. Notably, pa
ket loss lo
ality 
an be exploited in multi
ast loss re
overy.

This 
hapter is organized as follows. Se
tion 5.2 illustrates how 
a
hing 
an be in
orporated within

SRM in order to exploit lo
ality. In Se
tion 5.3, we present the IP multi
ast transmission tra
e data

that we use in this 
hapter and des
ribe how we interpret and represent it. Se
tion 5.5 presents our

analysis of lo
ality and the e�e
tiveness of 
a
hing in multi
ast loss re
overy. Se
tion 5.6 
on
ludes

the 
hapter and suggests future work dire
tions.

5.2 Exploiting Lo
ality Through Ca
hing

In this se
tion, we illustrate how 
a
hing 
an be used to exploit pa
ket loss lo
ality within the

S
alable Reliable Multi
ast (SRM) proto
ol [13℄.

Pa
ket re
overy in SRM is initiated when a re
eiver dete
ts a loss and s
hedules a retransmission

request to be multi
ast in the near future. If the pa
ket is re
eived prior to the transmission of the

s
heduled request, then the s
heduled request is 
an
eled. If a request for the pa
ket is re
eived prior

to the transmission of the s
heduled request, then the s
heduled request is postponed (suppressed

and res
heduled). Upon re
eiving a request for a pa
ket that has been re
eived, a re
eiver s
hedules

a retransmission of the requested pa
ket (reply). If a reply for the same pa
ket is re
eived prior

to the transmission of the s
heduled reply, then the s
heduled reply is 
an
eled (suppressed). All

requests and replies are multi
ast. SRM minimizes dupli
ate requests and replies using suppression.

Unfortunately, suppression te
hniques delay the transmission of requests and replies so that only

few (and, optimally, single) requests and replies are transmitted for ea
h loss.

We propose enhan
ing SRM with a 
a
hing-based expedited re
overy s
heme [24℄. This s
heme

operates roughly as follows. Ea
h re
eiver 
a
hes the requestor and replier of the most re
ently

re
overed pa
ket. A re
eiver 
onsiders itself to be optimal when its 
a
hed requestor is itself. Upon

dete
ting losses, in addition to s
heduling requests as is done in SRM, optimal re
eivers immediately

uni
ast requests to their 
a
hed repliers. Upon re
eiving su
h a request, a re
eiver immediately

multi
asts a reply for the requested pa
ket. A 
a
he hit 
orresponds to the 
ase when the uni
ast
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request is sent to a re
eiver that is 
apable of retransmitting the pa
ket. Sin
e uni
ast requests and

the resulting retransmissions are not delayed for purposes of suppression, the re
overy resulting

from a hit in
urs minimum laten
y. Moreover, it may suppress any requests and replies s
heduled

by SRM's re
overy s
heme, thus limiting the re
overy overhead to one uni
ast request and one

multi
ast reply. In the 
ase of a miss, the re
overy of a pa
ket is 
arried out as pres
ribed by

SRM's re
overy s
heme. The overhead asso
iated with a miss is a single uni
ast request.

The above simple 
a
hing-based expedited re
overy s
heme asso
iates loss lo
ations with the

requestor-replier pairs that re
over the respe
tive pa
kets. This s
heme may turn out to be too


rude, in the sense that many requestor-replier pairs get asso
iated with parti
ular loss lo
ations.

To obtain more pre
ise loss lo
ation identi�
ation, we propose employing a router-assisted s
heme

where routers annotate pa
kets so that turning point routers [19, 34℄ are exposed. Turning points

identify the subtrees of the IP multi
ast tree that are a�e
ted by ea
h loss; thus, they identify

loss lo
ations pre
isely. This information 
an be used to asso
iate sets of requestor-replier pairs to

parti
ular lo
ations; thus, improving the e�e
tiveness of 
a
hing.

SRM is highly resilient to group membership and network topology 
hanges. Unfortunately, su
h

resilien
e 
omes at the expense of performan
e. In stati
 environments, other proto
ols [7, 16, 19,

34, 35℄ may outperform SRM by either a priori 
hoosing designated repliers, arranging re
eivers

in hierar
hies, or extending the fun
tionality of IP multi
ast routers so as to intelligently forward

re
overy pa
kets. Our proposed 
a
hing-based expedited re
overy s
heme 
an substantially improve

SRM's performan
e when the group membership and the network topology are stati
. Moreover, it

may partially bridge the performan
e gap between SRM and hierar
hi
al or router-assisted s
hemes,

while still retaining SRM's resilien
e to dynami
 environments.

Of 
ourse, many variations on the above 
a
hing s
heme may be 
onsidered: 
a
hing several of

the most re
ent requestor-replier pairs and 
hoosing to re
over from the most frequent su
h pair,

multi
asting the expedited request, et
. Moreover, similar 
a
hing s
hemes may bene�t either other

existing or novel reliable multi
ast proto
ols in similar ways.

5.3 IP Multi
ast Tra
es and Their Representation

We represent IP multi
ast tra
es by per-re
eiver sequen
es ea
h of whi
h indi
ates the lo
ations at

whi
h the losses su�ered by the parti
ular re
eiver o

ur. We 
onsider two su
h representations.

The �rst representation is oblivious to the underlying IP multi
ast tree topology and identi�es

the lo
ation of ea
h loss with the set of re
eivers that share the loss of the parti
ular pa
ket.

The se
ond representation takes into 
onsideration the underlying IP multi
ast tree topology and

identi�es the lo
ation of ea
h loss with an estimate of the a
tual link of the IP multi
ast tree that

is responsible for the loss. We begin this se
tion by des
ribing the IP multi
ast tra
e data that we

use throughout this 
hapter. We then des
ribe how we interpret the tra
e data and produ
e our

two tra
e representations.

5.3.1 Tra
e Data

We use 14 IP multi
ast transmission tra
es of Yajnik et al. [41℄. These tra
es involve single-sour
e

IP multi
ast transmissions ea
h originating in the World Radio Network (WRN), the UC Berkeley

Multimedia Seminar (UCB), or the Radio Free Vat (RFV). In these IP multi
ast transmissions,

pa
kets are transmitted from the sour
e at a 
onstant rate. These pa
kets are disseminated along

an IP multi
ast tree to a subset of 17 resear
h 
ommunity hosts spread out throughout the US and

Europe. These hosts 
onstitute the re
eivers of the IP multi
ast transmission.
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Table 5.1 IP Multi
ast Tra
es of Yajnik et al. [41℄.

Sour
e # of Tree Period Duration # of # of

& Date R
vrs Depth (mse
) (hr:min:se
) Pkts Losses

1 RFV960419 12 6 80 1:00:00 45001 24086

2 RFV960508 10 5 40 1:39:19 148970 55987

3 UCB960424 15 7 40 1:02:29 93734 33506

4 WRN950919 8 4 80 0:23:31 17637 10276

5 WRN951030 10 4 80 1:16:02 57030 15879

6 WRN951101 9 5 80 0:55:40 41751 18911

7 WRN951113 12 5 80 1:01:55 46443 29686

8 WRN951114 10 4 80 0:51:23 38539 11803

9 WRN951128 9 4 80 0:59:56 44956 33040

10 WRN951204 11 5 80 1:00:32 45404 16814

11 WRN951211 11 4 80 1:36:42 72519 44649

12 WRN951214 7 4 80 0:51:38 38724 20872

13 WRN951216 8 3 80 1:06:56 50202 37833

14 WRN951218 8 3 80 1:33:20 69994 43578

The data 
olle
ted from ea
h of the IP multi
ast transmissions involves per-re
eiver sequen
es

ea
h of whi
h indi
ates whi
h pa
kets were re
eived and the order in whi
h they were re
eived

by the respe
tive re
eiver. These per-re
eiver sequen
es do not in
lude the pa
ket re
eption

times. Yajnik et al. also provide the IP multi
ast tree topology for ea
h of the IP multi
ast

transmissions. This topology is presumed to be stati
 (�xed) throughout the duration of the IP

multi
ast transmission. Table 5.1 lists the sour
e, date, number of re
eivers, IP multi
ast tree depth,

pa
ket transmission period, transmission duration, number of pa
kets transmitted, and number of

losses su�ered for ea
h of the 14 tra
es. For more information regarding the tra
es, see [41℄.

Hen
eforth in this 
hapter, we fo
us our attention on a single generi
 IP multi
ast transmission

tra
e. This generi
 tra
e is intended to 
orrespond to any single IP multi
ast transmission tra
e of

Yajnik et al. [41℄. Let k 2 N be the �nite number of pa
kets transmitted during the IP multi
ast

transmission. Moreover, let R be the �nite set of re
eivers of the IP multi
ast transmission.

For I = f1; : : : ; kg and i 2 I, we refer to the i-th pa
ket transmitted during the IP multi
ast

transmission as pa
ket i.

As is traditionally done in the literature [1, 15, 41, 42℄, we represent the tra
e data by per-re
eiver

binary sequen
es of length k. For i 2 I and r 2 R, the i-th element of the binary sequen
e

pertaining to re
eiver r indi
ates whether re
eiver r su�ered the loss of the pa
ket i. We represent

these per-re
eiver binary sequen
es as a mapping loss : R! (I ! f0; 1g), where:

loss(r)(i) =

(

1 if re
eiver r su�ered the loss of pa
ket i, and

0 otherwise.

(5.1)

We represent the IP multi
ast tree, along whi
h the k pa
kets of the IP multi
ast transmission are

disseminated, as a tuple T = hN; s; Li 
onsisting of a set of nodes N , a root node s 2 N , and a set

of dire
ted edges L � N � N . The elements N , s, and L of T are further 
onstrained to form a

dire
ted tree rooted at s in whi
h all edges in L are dire
ted away from s, there is a unique simple

path from s to ea
h other node in N , and the elements of R are exa
tly the leaf nodes of the tree

(and, 
onsequently, R � N).

In terms of the physi
al entities involved in the IP multi
ast transmission, the root node s
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orresponds to the sour
e of the IP multi
ast transmission, the internal nodes of T 
orrespond to the

IP multi
ast 
apable routers of the network that are used to disseminate the pa
kets transmitted

by s, and the leaf nodes of T 
orrespond to the re
eivers of the IP multi
ast transmission. The

edges of T 
orrespond to the 
ommuni
ation links that 
onne
t the sour
e, routers, and re
eivers

of the IP multi
ast transmission. Some edges of T may also 
orrespond to series of 
ommuni
ation

links; that is, we abstra
tly represent 
hains of 
ommuni
ation links as single 
ommuni
ation links.

Thus, T is absent of edge 
hains. We hen
eforth often refer to the edges of T as links.

For n 2 N , we de�ne N

n

� N to be the set of nodes in the subtree of T rooted at n, with N

s

= N

and N

r

= frg, for r 2 R. We de�ne R

n

� R to be the set of leaf nodes in the subtree of T rooted

at n, with R

s

= R and R

r

= frg, for r 2 R. For any l = hn; n

0

i 2 L, we de�ne R

l

� R to be the set

of leaf nodes R

n

0

, with R

l

= fn

0

g, when n

0

2 R. Moreover, we de�ne L

l

� L to be the set of edges

in the subtree of T rooted at n

0

, with L

l

= ;, when n

0

2 R. Finally, we de�ne spath(n; n

0

) � L, for

n 2 N and n

0

2 N

n

, to be the set of edges of T that make up the unique simple path in T leading

from n to n

0

, with spath(n; n) = ;.

5.3.2 Virtual Link Tra
e Representation

Our �rst representation is oblivious to the underlying IP multi
ast transmission tree. We identify

the lo
ation at whi
h a pa
ket is dropped with the set of re
eivers that share the loss of the given

pa
ket. We hen
eforth refer to set of re
eivers that share the loss of a parti
ular pa
ket as the

pa
ket's loss pattern.

For i 2 I, we de�ne the loss pattern of pa
ket i, denoted loss-patt (i), as follows:

loss-patt (i) = fr 2 R j loss(r)(i) = 1g (5.2)

Note that, when a pa
ket i 2 I is su

essfully re
eived by ea
h re
eiver in R, it is the 
ase that

loss-patt (i) = ;.

Although many of the loss patterns observed in the tra
e data result from losses on multiple links

of the underlying IP multi
ast tree, we attribute ea
h distin
t loss pattern to a loss on a single

virtual link, whi
h we identify with the loss pattern itself. Hen
eforth, we use V-Link = P(R) to

denote the set of all virtual links pertaining to the IP multi
ast tree T .

Although virtual links do not 
orrespond to a
tual links of the IP multi
ast tree, the loss patterns


orresponding to two virtual links may be used to infer whether one is 
on
eptually downstream or

upstream of the other within a supposed virtual IP multi
ast tree. In parti
ular, sin
e losses 
loser

to the sour
e of the IP multi
ast tree a�e
t a larger number of re
eivers, when the loss pattern of

one virtual link is a subset of the loss pattern of another, we 
an infer that the former virtual link

is 
on
eptually downstream of the latter.

More pre
isely, letting l; l

0

2 V-Link, we say that the virtual link l is downstream (upstream) of

the virtual link l

0

when l � l

0

(respe
tively, l � l

0

). We use the notation l � l

0

(l � l

0

) to denote

that l is downstream (respe
tively, upstream) of l

0

. Moreover, we say that l is either equal to

or downstream of (either equal to or upstream of) l

0

when l � l

0

(respe
tively, l � l

0

). We use

the notation l � l

0

(l � l

0

) to denote that the virtual link l is either equal to or downstream of

(respe
tively, either equal to or upstream of) the virtual link l

0

. When l and l

0

are neither equal to

nor upstream/downstream of ea
h other, we say that they are in
omparable.

Given the above de�nition of virtual links, we represent the IP multi
ast transmission tra
e by

per-re
eiver sequen
es of length k whose elements identify the virtual links, i.e., loss patterns, on

whi
h the losses su�ered by respe
tive re
eivers o

ur. In parti
ular, for r 2 R and i 2 I, if the
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re
eiver r su�ered the loss of the pa
ket i, then the i-th element of the sequen
e pertaining to r

identi�es the virtual link on whi
h the loss of pa
ket i o

urred.

We de�ne the virtual link tra
e representation to be the mapping v-link : R! (I ! V-Link [ ?),

su
h that, for r 2 R and i 2 I,

v-link(r)(i) =

(

loss-patt (i) if loss(r)(i) = 1, and

? otherwise.

(5.3)

For r 2 R and i 2 I, v-link(r)(i) 6= ; if and only if re
eiver r su�ered the loss of pa
ket i; that is,

v-link(r)(i) 6= ; if and only if loss(r)(i) = 1.

5.3.3 Con
rete Link Tra
e Representation

Our se
ond representation takes into a

ount the underlying IP multi
ast transmission tree. In

parti
ular, we represent the IP multi
ast transmission tra
e by per-re
eiver sequen
es of length k

whose elements are estimates of the links of the IP multi
ast tree responsible for the loss of the

respe
tive pa
kets by the respe
tive re
eivers.

We de�ne the set of 
on
rete links, C-Link, to be set of links L of the IP multi
ast tree T . As in

the 
ase of virtual links, for l; l

0

2 C-Link, we use the notation l � l

0

(l � l

0

) to denote that l is

downstream (respe
tively, upstream) of l

0

. In the 
ase of 
on
rete links, the notion of downstream

and upstream is di
tated by the IP multi
ast tree. In parti
ular, a link l

0

is downstream of l if

l

0

2 L

l

and l

0

is upstream of l if l 2 L

l

0

. We use the notation l � l

0

(l � l

0

) to denote that the

virtual link l is either equal to or downstream of (respe
tively, either equal to or upstream of) the

virtual link l

0

. When l and l

0

are neither equal to nor upstream/downstream of ea
h other, we say

that they are in
omparable.

We de�ne the 
on
rete link tra
e representation to be the mapping 
-link : R! (I ! C-Link [ ?),

su
h that, for r 2 R and i 2 L, 
-link(r)(i) is an estimate of the link responsible for the loss of

pa
ket i by re
eiver r, if re
eiver r su�ered the loss of pa
ket i, and 
-link(r)(i) =?, otherwise.

The rest of this se
tion is devoted to pre
isely de�ning the mapping 
-link .

To begin, given the IP multi
ast tree T and the tra
e data loss(r)(i), for r 2 R and i 2 I,

we estimate the set of links on whi
h ea
h pa
ket is dropped. Several steps are involved in this

estimation. We �rst de�ne a random pro
ess that models the dissemination of a pa
ket throughout

the IP multi
ast tree T . Then, we estimate the link loss probability of ea
h link l 2 L of the IP

multi
ast tree; that is, the probability with whi
h the link l drops pa
kets. Finally, we estimate

the set of links on whi
h ea
h pa
ket is dropped. In parti
ular, we de�ne the link loss 
ombination

mapping link-
omb : I ! P(L), su
h that, for i 2 I, link-
omb(i) is an estimate of the set of links

of the IP multi
ast tree on whi
h the pa
ket i is dropped while being disseminated throughout T .

Re
alling that, for s; r 2 N , spath(s; r) is the set of links that make up the unique simple path in

T leading from s to r, we de�ne 
-link(r)(i), for r 2 R and i 2 I, as follows:


-link(r)(i) =

(

l if flg = spath(s; r) \ link-
omb(i), and

? if spath(s; r) \ link-
omb(i) = ;.

(5.4)

For r 2 R and i 2 I, it is the 
ase that 
-link(r)(i) 6=? if and only if re
eiver r su�ered the loss of

the pa
ket i; that is, 
-link(r)(i) 6=? if and only if loss(r)(i) = 1.

We pro
eed by des
ribing in detail the various steps leading up to the de�nition of the mapping


-link .
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IP Multi
ast Transmission Pro
ess

As is 
ommonly done in the literature [2, 3, 41℄, we model the dissemination of a single pa
ket

throughout the IP multi
ast tree T as a parameterized random pro
ess MCAST

T

[�℄, where the

parameter � of type L ! [0; 1℄ is a mapping from links to link loss probabilities. For any link

l = hn; n

0

i 2 L, �(l) is the probability with whi
h a pa
ket that is re
eived by n is dropped while

being forwarded from n to n

0

along l | 
onversely, 1� �(l) is the probability with whi
h a pa
ket

that is re
eived by n is su

essfully forwarded from n to n

0

along l.

The pro
ess MCAST

T

[�℄ disseminates the pa
ket from the root s of T to the leaf nodes R of T

a

ording to the link loss probability mapping �. The out
ome of the random pro
ess MCAST

T

[�℄


onsists of the values of the random variables X

n

2 f0; 1g, for n 2 N . Ea
h random variable X

n

,

for n 2 N , indi
ates whether the node n re
eived the pa
ket transmitted; that is, X

n

= 1 indi
ates

that n re
eived it and X

n

= 0 indi
ates that n did not re
eive it.

The values of the random variables X

n

, for n 2 N , are 
al
ulated based on the link loss probability

mapping � as follows: X

s

= 1 and, for all l = hn; n

0

i 2 L, it is the 
ase that:

X

n

0

=

8

>

<

>

:

0 if X

n

= 0,

0 with probability �(l), if X

n

= 1, and

1 with probability 1� �(l), if X

n

= 1.

(5.5)

The loss pattern Y � R resulting from the transmission of the pa
ket using MCAST

T

[�℄ is, thus,

the set of re
eivers fr 2 R j X

r

= 0g.

Estimating Link Loss Probabilities

We model the 
omplete IP multi
ast transmission resulting in the given tra
e as k repetitions of the

same random pro
ess MCAST

T

[�̂℄, for some parti
ular value �̂ of the link loss probability mapping

parameter �. Given the IP multi
ast transmission tree topology T and the observed tra
e data

loss(r)(i), for r 2 R and i 2 I, we 
an estimate the link loss probability mapping �̂ either by the

method of Yajnik et al. [41℄ or the maximum-likelihood estimator method of C�a
eres et al. [2℄. We

brie
y des
ribe the method of Yajnik et al. [41℄; the method of C�a
eres et al. [2℄, although more

a

urate, is substantially more involved.

For any n 2 N , we de�ne k

n

to be the number of pa
kets lost by all the re
eivers in R

n

(the

re
eivers that are des
endants of the node n in T ); that is,

k

n

= jfi 2 I j R

n

� loss-patt (i)gj (5.6)

For l = hn; n

0

i 2 L, the link loss probability �̂(l) is de�ned as:

�̂(l) =

k

n

0

� k

n

k � k

n

(5.7)

Presuming that it is mu
h more likely for a pa
ket to be dropped on l rather than on all downstream

paths from n

0

, k

n

0

�k

n

is the number of pa
kets dropped on l. Similarly, presuming that it is mu
h

more likely for a pa
ket to be dropped upstream of n than on all downstream paths from n, k� k

n

is the number of pa
kets that are re
eived by and forwarded downstream of n. Thus, �̂(l) is an

estimate of the ratio between the number of pa
kets that are dropped on l and the number of

pa
kets su

essfully re
eived by and forwarded downstream of n.

It is important to note that, sin
e we use the same random pro
ess to model the dissemination of all
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the pa
kets of the IP multi
ast transmission, we are indeed presuming that the loss 
hara
teristi
s

of the links of the IP multi
ast tree T remain the same throughout the IP multi
ast transmission.

The method of Yajnik et al. [41℄ is known to yield biased link loss probability estimates [2℄.

However, for the IP multi
ast tra
es of Yajnik et al. [41℄, both the method of Yajnik et al. [41℄ and

the maximum-likelihood estimator method of C�a
eres et al. [2℄ yield similar link loss probability

estimates. Throughout this 
hapter, we use the link loss probability estimates yielded by the

method of Yajnik et al.

Estimating Loss Lo
ations

In this se
tion, we use the the IP multi
ast transmission pro
ess MCAST

T

[�̂℄ and the observed

tra
e data loss(r)(i), for r 2 R and i 2 I, to de�ne the mapping link-
omb : I ! P(L); that is, to

estimate the set of links of the IP multi
ast tree T that are responsible for the losses su�ered by

ea
h re
eiver of the IP multi
ast transmission.

To begin, let Y (i) � R, for i 2 I, denote the loss pattern resulting from the i-th repetition of

the IP multi
ast transmission pro
ess MCAST

T

[�̂℄. The loss pattern Y (i) may result from several

transmission s
enarios; that is, s
enarios in whi
h the pa
ket i is su

essfully forwarded on some

links and dropped on others. For example, the loss pattern R may result either from losses on all

the links leaving the sour
e, from losses on ea
h of the links leading to ea
h of the re
eivers, or

from losses on another 
ombination of links.

Ea
h transmission s
enario resulting in Y (i) may be identi�ed by the set of links C(i) � L on whi
h

the pa
ket i is dropped. For any link l = hn; n

0

i 2 C(i), where n; n

0

2 N , the pa
ket i must have

been su

essfully forwarded on the links leading from s to n| sin
e the pa
ket i was dropped by l,

n must have re
eived the pa
ket i. Moreover, sin
e the pa
ket i is dropped on l, it is not re
eived by

n

0

and, thus, it is not forwarded on any of the links that form the subtree rooted at n

0

. Thus, C(i)

uniquely identi�es a parti
ular transmission s
enario, i.e., a parti
ular out
ome of the IP multi
ast

transmission pro
ess MCAST

T

[�̂℄. Sin
e the set of links on whi
h a pa
ket is dropped uniquely

identi�es a pa
ket's transmission s
enario, we use this set of links to identify su
h a s
enario. We

refer to a set of links that identi�es a parti
ular s
enario as a link loss 
ombination.

We pro
eed by 
al
ulating the probability with whi
h the link loss 
ombination C(i) of the pa
ket

i is a parti
ular link loss 
ombination C 2 L given that the loss pattern Y (i) of the pa
ket i is a

parti
ular loss pattern Y � R.

First, we de�ne C

T

� P(L) to be the set of all link loss 
ombinations that are 
onsistent with the

IP multi
ast transmission tree T . C

T


onsists of the sets of links in whi
h no link is downstream

of another link in the set; that is,

C

T

= fC � L j 8 l; l

0

2 C; l

0

62 L

l

g (5.8)

re
alling that L

l

� L, for l 2 L, denotes the set of links that are downstream of the link l in T .

For any loss pattern Y � R, we de�ne C

T

(Y ) to be the set of link loss 
ombinations that result in

the loss pattern Y ; that is,

C

T

(Y ) = fC 2 C

T

j Y = [

l2C

R

l

g (5.9)

re
alling that R

l

� R, for l 2 L, denotes the set of re
eivers that are downstream of the link l in T .

The probability Pr

MCAST

T

[�̂℄

[C(i) = C℄ that C(i) is a parti
ular link loss 
ombination C 2 C

T

is
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given by:

Pr

MCAST

T

[�̂℄

[C(i) = C℄ =

Y

l2C

�̂(l)

Y

l

0

2U

C

(1� �̂(l

0

)) (5.10)

with U

C

= Ln(C [

l2C

L

l

). The probability Pr

MCAST

T

[�̂℄

[C(i) = C℄ is equal to the produ
t of the

probabilities that the i-th pa
ket is dropped on ea
h of the links in C and su

essfully forwarded

on ea
h of the links that are neither links in C nor downstream of any of the links in C.

The probability Pr

MCAST

T

[�̂℄

[Y (i) = Y ℄ that Y (i) is a parti
ular loss pattern Y � R is equal to the

sum, over all link loss 
ombinations C 2 C

T

(Y ) that result in the loss pattern Y , of the probability

that C(i) is the link loss 
ombination C; that is,

Pr

MCAST

T

[�̂℄

[Y (i) = Y ℄ =

X

C

0

2C

T

(Y )

Pr

MCAST

T

[�̂℄

�

C(i) = C

0

�

(5.11)

Thus, for any C 2 C

T

and Y � R, the probability Pr

MCAST

T

[�̂℄

[C(i) = C j Y (i) = Y ℄ that C(i)

is a parti
ular link loss 
ombination C 2 C

T

, given that the loss pattern Y (i) is a parti
ular loss

pattern Y � R, is given by:

Pr

MCAST

T

[�̂℄

[C(i) = C j Y (i) = Y ℄ =

Pr

MCAST

T

[�̂℄

[C(i) = C ^ Y (i) = Y ℄

Pr

MCAST

T

[�̂℄

[Y (i) = Y ℄

=

Pr

MCAST

T

[�̂℄

[Y (i) = Y j C(i) = C℄ Pr

MCAST

T

[�̂℄

[C(i) = C℄

Pr

MCAST

T

[�̂℄

[Y (i) = Y ℄

(5.12)

However, letting Y

0

� R be the loss pattern resulting from the link loss 
ombination C, it is the


ase that:

Pr

MCAST

T

[�̂℄

[Y (i) = Y j C(i) = C℄ =

(

1 if Y = Y

0

0 otherwise

(5.13)

Thus, it follows that:

Pr

MCAST

T

[�̂℄

[C(i) = C j Y (i) = Y ℄ =

8

<

:

Pr

MCAST

T

[�̂℄

[C(i)=C℄

Pr

MCAST

T

[�̂℄

[Y (i)=Y ℄

if Y = Y

0

0 otherwise

(5.14)

We now des
ribe how we probabilisti
ally 
hoose a parti
ular link loss 
ombination C 2

C

T

(loss-patt (i)) to represent the transmission s
enario pertaining to the pa
ket i. We de�ne the

link loss 
ombination sequen
e link-
omb to be the mapping link-
omb : I ! P(L) that identi�es

the link loss 
ombination 
hosen to represent the transmission s
enario pertaining to ea
h pa
ket.

The probabilisti
 
hoi
e of a parti
ular link loss 
ombination to represent the transmission s
enario

of ea
h pa
ket i, for i 2 I, is based on the probability of o

urren
e of ea
h link loss 
ombination

resulting in the loss pattern loss-patt (i). In parti
ular, for i 2 I, we de�ne link-
omb(i) as follows:

link-
omb(i) = C; with probability Pr

MCAST

T

[�̂℄

[C(i) = C j Y (i) = loss-patt (i)℄ ;

for all C 2 C

T

(loss-patt (i)):

(5.15)

For 13 out of the 14 IP multi
ast transmission tra
es of Yajnik et al. [41℄, more than 90% of the link


ombinations probabilisti
ally 
hosen by Equation (5.15) have probabilities of o

urren
e (given by
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Equation (5.14)) that ex
eed 95% and that are often very 
lose to 100%. For the remaining tra
e,

85% of the 
hosen link 
ombinations have probabilities of o

urren
e that ex
eed 98%. Thus, our

estimates of the links responsible for the losses su�ered by ea
h re
eiver are predominantly a

urate.

To 
on
lude, re
alling that spath(s; r), for s; r 2 N , is the set of links that make up the unique

simple path in T leading from s to r, we de�ne 
-link(r)(i), for r 2 R and i 2 I, as follows:


-link(r)(i) =

(

l if flg = spath(s; r) \ link-
omb(i), and

? otherwise.

(5.16)

For r 2 R and i 2 I, it is the 
ase that 
-link(r)(i) 6=? if and only if re
eiver r su�ered the loss of the

pa
ket i; that is, 
-link(r)(i) 6=? if and only if loss(r)(i) = 1. If re
eiver r has re
eived the pa
ket

i, then the pa
ket i must have su

essfully been forwarded on ea
h of the links on the path from

the sour
e s to r. It follows that spath(s; r) \ link-
omb(i) = ; and, 
onsequently, 
-link(r)(i) =?.

Conversely, if r has su�ered the loss of the pa
ket i, then the pa
ket i has been dropped on a single

link l 2 L on the path from s to r. It follows that spath(s; r)\ link-
omb(i) = flg and, 
onsequently,


-link(r)(i) = l.

5.4 Ca
hing-Based Loss Lo
ation Estimation

During our generi
 IP multi
ast transmission, pa
kets are transmitted by the sour
e s and

disseminated throughout the IP multi
ast tree T to the set R of re
eivers. Sin
e pa
kets may

be dropped by the links of the IP multi
ast tree, the re
eivers may not re
eive all the pa
kets

transmitted by the sour
e. In this se
tion, we propose a 
a
hing-based loss lo
ation estimation

s
heme through whi
h re
eivers estimate during the IP multi
ast transmission the lo
ations of the

losses they su�er.

To begin, we presume that re
eivers employ loss dete
tion and loss lo
ation identi�
ation s
hemes.

We presume that the loss dete
tion s
heme allows re
eivers to dete
t whether they have su�ered

the loss of individual pa
kets, possibly with some delay. We presume that the loss lo
ation

identi�
ation s
heme allows re
eivers to identify the lo
ations at whi
h their losses o

ur, possibly

with some additional delay. Here, the notion of a loss lo
ation is not limited to that of virtual

or 
on
rete links as introdu
ed in Se
tions 5.3.2 and 5.3.3. Di�erent implementations of the loss

lo
ation identi�
ation s
heme may identify loss lo
ations in di�erent ways. The pre
ision of this

identi�
ation depends on the loss lo
ation information that the s
heme is able to gather during

the IP multi
ast transmission. In SRM, for instan
e, re
eivers may identify the lo
ation of a loss

by the re
eivers (requestor and replier pair) that 
arry out the re
overy of the parti
ular pa
ket,

i.e., the �rst re
eiver to request the pa
ket's retransmission and the �rst re
eiver to retransmit the

pa
ket. In router assisted reliable multi
ast proto
ols, re
eivers may be able to identify the exa
t

links (or estimates of the links) on whi
h losses o

ur.

Throughout this 
hapter, we 
onsider two loss lo
ation identi�
ation s
hemes. The �rst loss lo
ation

identi�
ation s
heme is topology-oblivious and impre
isely identi�es loss lo
ations by their loss

patterns. We model the behavior of this s
heme by adopting the virtual link tra
e representation

and presuming that the loss lo
ation identi�
ation s
heme is a

urate, i.e., that it identi�es loss

lo
ations by the virtual links responsible for the respe
tive losses as pres
ribed by the virtual link

tra
e representation. The se
ond loss lo
ation identi�
ation s
heme is topology-aware and pre
isely

identi�es loss lo
ations by the links of the IP multi
ast tree on whi
h the losses o

ur. We model

the behavior of this s
heme by adopting the 
on
rete link tra
e representation and presuming

that the loss lo
ation identi�
ation s
heme is a

urate, i.e., that it identi�es loss lo
ations by

the 
on
rete links responsible for the respe
tive losses as pres
ribed by the 
on
rete link tra
e
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representation. Sin
e the �rst loss lo
ation identi�
ation s
heme is topology-oblivious and the

se
ond is topology-aware, we 
laim that they 
orrespond to lower and upper pre
ision bounds on

any real-life implementation of a loss lo
ation identi�
ation s
heme.

Our proposed 
a
hing-based loss lo
ation estimation s
heme operates as follows. During the IP

multi
ast transmission, ea
h re
eiver 
a
hes the lo
ations of its most re
ent losses whose lo
ations

it has identi�ed using its loss lo
ation identi�
ation s
heme. Upon dete
ting a loss, a re
eiver

estimates the lo
ation of this loss to be the most frequent loss lo
ation in its 
a
he; that is, the

lo
ation responsible for the largest number of re
ent losses su�ered by the given re
eiver. Sin
e

loss lo
ations are identi�ed by the loss lo
ation identi�
ation s
heme, the pre
ision of this 
a
hing-

based loss lo
ation estimation s
heme is di
tated by the pre
ision of the loss lo
ation identi�
ation

s
heme.

As explained in Se
tion 5.2, re
eivers may bene�t from loss lo
ation estimates by using them to

streamline the re
overy of losses and, possibly, redu
e re
overy laten
y and overhead. An a

urate

loss lo
ation estimate may allow a re
eiver to infer the set of re
eivers that have re
eived and are

thus 
apable of retransmitting the given pa
ket. Thus, as opposed to sending a retransmission

request to the whole group, a re
eiver su�ering a loss may address its retransmission request to

one or more of the re
eivers estimated to be 
apable of retransmitting the pa
ket. A loss lo
ation

estimate that overestimates the extent of the loss may lead the re
eiver to attempt to re
over the

given pa
ket from re
eivers that are further away than required, thus unduly in
reasing re
overy

laten
y. Finally, a loss lo
ation estimate that underestimates the extent of the loss may lead the

re
eiver to attempt to re
over the pa
ket from re
eivers that share the loss, thus preventing the

su

essful re
overy of the loss.

We 
laim that the a

ura
y of our proposed 
a
hing-based loss lo
ation estimation s
heme is an

indi
ation of the degree to whi
h IP multi
ast losses exhibit lo
ality. We also 
laim that it is an

indi
ation of the potential bene�t of in
orporating a 
a
hing-based loss re
overy s
heme within

either an existing or a novel reliable multi
ast proto
ol. Finally, we 
laim that the adoption of

the virtual and the 
on
rete link tra
e representations yields lower and upper bounds, respe
tively,

on the performan
e of a 
a
hing-based loss re
overy s
heme that uses loss lo
ation estimates to

guide the loss re
overy. This 
laim ensues from the fa
t that the adoption of the virtual and

the 
on
rete link tra
e representations yields lower and upper loss lo
ation identi�
ation pre
ision

bounds, respe
tively.

In the rest of this se
tion, we pre
isely de�ne our proposed 
a
hing-based loss lo
ation estimation

s
heme and the metri
s we will subsequently use to evaluate its performan
e. We �rst des
ribe the

notation that we use to denote the times at whi
h re
eivers dete
t the losses they su�er and the

times at whi
h they identify the lo
ations of these losses. We then de�ne our 
a
hing-based loss

lo
ation estimation s
heme. Finally, we de�ne the metri
s that we will subsequently use to evaluate

both its a

ura
y and the potential bene�t of in
orporating a 
a
hing-based loss re
overy s
heme

within either an existing or a novel reliable multi
ast proto
ol.

5.4.1 Loss Dete
tion and Loss Lo
ation Identi�
ation

In this se
tion, we des
ribe the notation that we use to denote the points in time at whi
h ea
h

re
eiver dete
ts the losses it su�ers and identi�es their respe
tive lo
ations. In order to estimate

these loss dete
tion and loss lo
ation identi�
ation times, we need to know the pa
ket re
eption

times. Sin
e the IP multi
ast tra
es of Yajnik et al. [41℄ 
ontain no timing information, we presume

that all the pa
kets re
eived by ea
h re
eiver in
ur the same transmission laten
y. Thus, sin
e

pa
kets are transmitted periodi
ally, we presume that ea
h re
eiver is slated to re
eive pa
kets

periodi
ally. We refer to the times at whi
h ea
h re
eiver is slated to re
eive IP multi
ast pa
kets
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as time slots. We identify ea
h su
h time slot by the identi�er of the respe
tive pa
ket; that is, we

say that a re
eiver is slated to re
eive pa
ket i 2 I at time slot i.

We now introdu
e two mappings dtime : R ! (I ! I [ ?) and itime : R ! (I ! I [ ?). The

�rst mapping dtime satis�es the following 
onstraints:

1. For r 2 R and i 2 I, dtime(r)(i) =? if loss(r)(i) = 0 and dtime(r)(i) 2 I otherwise.

2. For r 2 R and i 2 I, dtime(r)(i) 6=? ) i � dtime(r)(i).

3. For r 2 R and i; i

0

2 I, su
h that dtime(r)(i) 6=?, dtime(r)(i

0

) 6=?, and i < i

0

, it is the 
ase

that dtime(r)(i) � dtime(r)(i

0

).

For r 2 R and i 2 I, dtime(r)(i) identi�es the time slot at whi
h re
eiver r dete
ts the loss of

pa
ket i. The �rst 
onstraint on dtime di
tates that re
eivers asso
iate loss dete
tion times only

with pa
kets that they have lost. The se
ond 
onstraint di
tates that re
eivers dete
t losses no

earlier than the expe
ted re
eption times of the respe
tive pa
kets. The third 
onstraint di
tates

that losses are dete
ted in the order in whi
h the respe
tive pa
kets were transmitted.

The mapping dtime depends on the loss dete
tion s
heme employed by the re
eivers. Sin
e ea
h

of the following se
tions will be 
onsidering di�erent loss lo
ation identi�
ation s
hemes, we defer

the de�nition of dtime to those se
tions.

The se
ond mapping itime satis�es the following 
onstraints:

1. For r 2 R and i 2 I, itime(r)(i) =? if loss(r)(i) = 0 and itime(r)(i) 2 I otherwise.

2. For r 2 R and i 2 I, itime(r)(i) 6=? ) dtime(r)(i) � itime(r)(i).

3. For r 2 R and i; i

0

2 I, su
h that itime(r)(i) 6=?, itime(r)(i

0

) 6=?, and i < i

0

, it is the 
ase

that itime(r)(i) � itime(r)(i

0

).

For r 2 R and i 2 I, itime(r)(i) identi�es the time slot at whi
h re
eiver r identi�es the loss lo
ation

of pa
ket i. The �rst 
onstraint on itime di
tates that re
eivers asso
iate loss lo
ation identi�
ation

times only with pa
kets that they have lost. The se
ond 
onstraint di
tates that re
eivers identify

loss lo
ations no earlier than the points in time at whi
h the respe
tive losses are dete
ted. The

third 
onstraint di
tates that the loss lo
ations are identi�ed in the order in whi
h the respe
tive

pa
kets were transmitted.

Again, the mapping itime depends on the loss lo
ation identi�
ation s
heme employed by the

re
eivers. Sin
e ea
h of the following se
tions will be 
onsidering di�erent loss lo
ation identi�
ation

s
hemes, we defer the de�nition of itime to those se
tions.

5.4.2 Loss Lo
ation Estimation

Sin
e our 
a
hing-based loss lo
ation estimation s
heme is independent of the adopted tra
e

representation (be that the virtual link, the 
on
rete link, or any other analogous representation),

we present our 
a
hing-based loss lo
ation estimation s
heme using a generi
 link set and a


orresponding generi
 link tra
e representation. We let Link be this generi
 set of links on whi
h

losses may o

ur and link : R ! (I ! Link [ ?) be the mapping that identi�es the links on

whi
h the losses su�ered by the respe
tive re
eivers o

ur. In the 
ase of the virtual link tra
e

representation, Link and link 
orrespond to V-Link and v-link , respe
tively. In the 
ase of the


on
rete link tra
e representation, Link and link 
orrespond to C-Link and 
-link , respe
tively.

At any time slot i 2 I, a re
eiver r 2 R has 
a
hed the lo
ations of its most re
ent losses

whose lo
ations it has identi�ed. Letting m 2 N

+

denote the size of the 
a
he of r, we de�ne

iset

m

(r)(i) � I to be the set of the m most re
ent losses su�ered by r whose lo
ations it has

identi�ed prior to time slot i; that is,

iset

m

(r)(i) = largest

m

�

fi

0

2 I j itime(r)(i

0

) 2 I ^ itime(r)(i

0

) < ig

�

(5.17)
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where, for S � N , largest

m

(S) denotes the set of the m largest elements of S, if jSj � m, and the

set S, otherwise.

Let Ca
he be the set of subsets of I � Link in whi
h there is at most one element 
orresponding

to ea
h index i 2 I; that is, in ea
h subset of I � Link in Ca
he there do not exist two elements

hi; li; hi

0

; l

0

i 2 I � Link su
h that i = i

0

and l 6= l

0

.

For r 2 R and i 2 I, we de�ne 
a
he(r)(i) 2 Ca
he to be the 
ontents of the 
a
he of r at time

slot i; that is,


a
he(r)(i) = f




i

0

; link (r)(i

0

)

�

2 I � Link j i

0

2 iset

m

(r)(i)g (5.18)

In parti
ular, at time slot dtime(r)(i), when re
eiver r dete
ts the loss of the pa
ket i, the 
ontents

of the 
a
he of r are 
a
he(r)(dtime(r)(i)).

For C

0

2 Ca
he and L

0

2 P(Link), we de�ne the fun
tion most-frequent : Ca
he� P(Link) !

P(Link) as follows:

most-frequent(C

0

; L

0

) = argmax

l

0

2L

0

�

�

fhi; li 2 C

0

j l = l

0

g

�

�

; (5.19)

where, for a non-empty �nite set Z and a fun
tion f : Z ! N , argmax

z2Z

f(z) = fz 2 Z j 8 z

0

2

Z : f(z

0

) � f(z)g. The set most-frequent(C

0

; L

0

) is 
omprised of the links in L

0

that appear most

frequently in the tuples stored in the 
a
he C

0

.

Moreover, we de�ne the fun
tion most-re
ent : Ca
he�P(Link)! P(Link) as follows:

most-re
ent (C

0

; L

0

) = argmax

l

0

2L

0

max

i

0

2fi2I j hi;l

0

i2C

0

g

i

0

: (5.20)

Out of all the pa
kets in C

0

dropped on links in L

0

, the link most-re
ent (C

0

; L

0

) is the link in L

0

on

whi
h the most re
ent pa
ket was dropped.

Finally, we de�ne the loss lo
ation estimate mapping est-link : R! (I ! Link [ ?) su
h that, for

r 2 R and i 2 I,

est-link(r)(i) =

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

l if loss(r)(i) = 1

^
a
he(r)(dtime(r)(i)) 6= ;

^flg = most-re
ent (
a
he(r)(dtime(r)(i));

most-frequent(
a
he(r)(dtime(r)(i));Link)),

and

? otherwise.

(5.21)

Thus, for r 2 R and i 2 I, if loss(r)(i) = 1 and 
a
he(r)(dtime(r)(i)) 6= ;, then the link estimated

by re
eiver r to be responsible for the loss of the pa
ket i is the link o

urring most frequently in its


a
he at the point in time when the loss of the pa
ket i is dete
ted, i.e., the point in time dtime(r)(i).

Ties among links that populate the 
a
he with equal 
ardinality are resolved by 
hoosing the link

on whi
h the most re
ent loss, among all the losses o

urring on 
ontending links, o

urs.

Loss Lo
ation Estimate Classi�
ation

For r 2 R and i 2 I, su
h that link(r)(i) 6=? and est-link(r)(i) 6=?, we 
lassify the loss lo
ation

estimate est-link(r)(i) as:

� high, if link(r)(i) � est-link(r)(i),
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� a

urate, if est-link(r)(i) = link(r)(i),

� low, if est-link(r)(i) � link(r)(i), and

� in
omparable, otherwise.

We 
olle
tively refer to high, low, and in
omparable link loss estimates as ina

urate.

Con
eptually, a loss lo
ation estimate is high when the estimated lo
ation is upstream of the a
tual

loss lo
ation. Sin
e a loss at a lo
ation upstream of the a
tual loss lo
ation a�e
ts a larger subtree

of the IP multi
ast tree, a high loss lo
ation estimate overestimates the extent of the loss. A loss

lo
ation estimate is low when the estimated lo
ation is downstream of the a
tual loss lo
ation.

Sin
e a loss at a lo
ation downstream of the a
tual loss lo
ation a�e
ts a smaller subtree of the

IP multi
ast tree, a low loss lo
ation estimate underestimates the extent of the loss. In
omparable

loss lo
ation estimates may only arise in the 
ase of the virtual link tra
e representation where loss

lo
ations are identi�ed by the sets of re
eivers a�e
ted by the respe
tive losses. When either the

estimated or the a
tual loss lo
ations are the result of simultaneous losses on multiple links of the

IP multi
ast tree, the estimated and a
tual loss lo
ations may be in
omparable; that is, they may

be neither equal, nor stri
t supersets or subsets of ea
h other. In the 
ase of the 
on
rete link tra
e

representation, ea
h loss su�ered by ea
h re
eiver is identi�ed by a single link of the IP multi
ast

tree on the path from the sour
e to the respe
tive re
eiver. Sin
e su
h links are always 
omparable,

estimated and a
tual loss lo
ations are never in
omparable.

In a 
a
hing-based loss re
overy s
heme that uses loss lo
ation estimates to guide the re
overy of

losses, a high loss lo
ation estimate may lead a re
eiver to request the pa
ket's retransmission from

a re
eiver that is unne
essarily far away. Although the re
eiver of this request will presumably be


apable of retransmitting the pa
ket, the resulting re
overy would in
ur unduly laten
y. Conversely,

a low loss lo
ation estimate may lead a re
eiver to request the pa
ket's retransmission from a re
eiver

that has shared the given loss. Sin
e the re
eiver of this request is in
apable of retransmitting the

pa
ket, the pa
ket's re
overy would fail. In the 
ase of an in
omparable loss lo
ation estimate, it is

un
lear whether the pa
ket's retransmission request will be addressed to a re
eiver that is 
apable

of retransmitting the pa
ket. It is thus questionable whether pa
ket loss re
overies instigated by

in
omparable loss lo
ation estimates lead to su

essful loss re
overies.

Per-Re
eiver Hits and Per-Re
eiver Hit Rate

We 
onsider a

urate (ina

urate) loss lo
ation estimates to be 
a
he hits (misses, respe
tively).

For r 2 R, we let losses(r) � I and hits(r) � I, denote the set of losses su�ered by r and the set

of losses su�ered by r whose lo
ations are a

urately estimated by r, respe
tively; that is,

losses(r) = fi 2 I j loss(r)(i) = 1g (5.22)

hits(r) = fi 2 losses(r) j est-link(r)(i) = link(r)(i)g (5.23)

For r 2 R, we de�ne the hit rate of re
eiver r, denoted hit-rate(r), to be the ratio of the number of

hits to that of losses for r; that is,

hit-rate(r) =

jhits(r)j

jlosses(r)j

: (5.24)

We 
laim that the per-re
eiver hit rate is an indi
ation of the degree to whi
h the losses su�ered

by individual re
eivers exhibit lo
ality.
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Consistent and In
onsistent Estimates

We de�ne the set of all the losses su�ered during the IP multi
ast transmission, denoted losses , as

follows:

losses = fhi; li 2 I � Link j 9 r 2 R; link(r)(i) = lg: (5.25)

A tuple hi; li 2 I � Link is in the set losses if the pa
ket i was dropped on link l while being

disseminated throughout the IP multi
ast tree. Sin
e a single pa
ket may be dropped on multiple

links, the set losses may in
lude several tuples pertaining to a single pa
ket.

We refer to the s
enarios in whi
h the loss lo
ation estimates of all the re
eivers that share a loss

are a

urate as 
onsistent a

urate estimates. We de�ne the set of 
onsistent a

urate estimates,

denoted 
ons-a

-ests , as follows:


ons-a

-ests = fhi; li 2 losses j

8 r 2 R : link(r)(i) = flg ) est-link(r)(i) = link(r)(i)g

(5.26)

In the 
ase of a 
onsistent a

urate estimate, the extent of the loss is a

urately estimated by

all re
eivers a�e
ted by the loss. In terms of a 
a
hing-based loss re
overy s
heme that uses loss

lo
ation estimates to guide the re
overy of losses, retransmission requests would presumably be

addressed to re
eivers that are 
apable of retransmitting the pa
ket and the re
overy of the pa
ket

is su

essful. Furthermore, by not overestimating the extent of the loss, retransmission requests

would presumably be addressed to the 
losest re
eivers 
apable of retransmitting the pa
ket. Thus,

the resulting re
overy would in
ur the minimum re
overy laten
y.

We refer to s
enarios that do not 
onstitute 
onsistent a

urate estimates and in whi
h the loss

lo
ation estimates of all the re
eivers a�e
ted by the loss are either high or a

urate as 
onsistent

high estimates. We de�ne the set of 
onsistent high estimates, denoted 
ons-high-ests , as follows:


ons-high-ests = fhi; li 2 lossesn
ons-a

-ests j

8 r 2 R : link(r)(i) = l) link(r)(i) � est-link(r)(i)g

(5.27)

In the 
ase of a 
onsistent high estimate, some (possibly, all) of the re
eivers sharing the loss

overestimate and no su
h re
eiver underestimates its extent. In terms of our supposed 
a
hing-

based loss re
overy s
heme, retransmission requests would presumably be addressed to re
eivers

that are part of a larger subtree of the IP multi
ast tree than required. Consequently, the re
overy

would be exposed to a larger region of the IP multi
ast tree than required and would in
ur unduly

laten
y.

We refer to s
enarios in whi
h the loss lo
ation estimates of all the re
eivers that share a loss are low

as 
onsistent low estimates. We de�ne the set of 
onsistent high estimates, denoted 
ons-low-ests ,

as follows:


ons-low-ests = fhi; li 2 losses j

8 r 2 R : link(r)(i) = l) est-link(r)(i) � link(r)(i)g

(5.28)

In su
h s
enarios, retransmission requests of our supposed 
a
hing-based loss re
overy s
heme would

be addressed to re
eivers that share the loss and would 
onsequently fail.

Finally, we refer to the remaining s
enarios as in
onsistent estimates. We de�ne the set of

in
onsistent estimates, denoted in
ons-ests , as follows:

in
ons-ests = lossesn(
ons-a

-ests [ 
ons-high-ests [ 
ons-low-ests) (5.29)
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In the 
ase of an in
onsistent estimate, the re
eivers a�e
ted by the loss estimate that the loss o

urs

on a 
ombination of upstream, a

urate, downstream, and, possibly, in
omparable lo
ations. The

out
ome of in
onsistent estimates in terms of the loss re
overy pro
ess depends on pre
isely how loss

lo
ation estimates are used by the re
overy s
heme at hand. In parti
ular, it depends on whi
h of

the re
eivers a�e
ted by the loss parti
ipate in the re
overy by transmitting retransmission requests

and whether su
h requests are based on either upstream, a

urate, downstream, or in
omparable

loss lo
ation estimates.

Shared Hit Rate and Estimated Re
overy Rate

We refer to 
onsistent a

urate estimates as shared hits and we de�ne the shared hit rate, denoted

shared-hit-rate , to be the ratio of the number of shared hits and the number of losses. More

pre
isely, we de�ne the shared hit rate, shared-hit-rate 2 [0; 1℄, as follows:

shared-hit-rate =

j
ons-a

-ests j

jlosses j

(5.30)

We now estimate the number of losses that would be su

essfully re
overed by a 
a
hing-based loss

re
overy s
heme that uses the loss lo
ation estimates to guide the re
overy of losses. As mentioned

above, re
overies that are based on either 
onsistent a

urate or 
onsistent high estimates are

presumably su

essful. Conversely, pa
ket loss re
overies based on 
onsistent low estimates are

presumably unsu

essful. The su

ess or failure of a re
overy based on in
onsistent estimates

depends on whi
h of the a�e
ted re
eivers parti
ipate in the re
overy pro
ess by transmitting a

retransmission request and whether their loss lo
ation estimates are either high or a

urate.

Sin
e both 
onsistent a

urate and 
onsistent high estimates result in su

essful re
overies, we de�ne

the 
onsistent estimate re
overy rate, denoted 
ons-est-re
-rate , to be the ratio of the number of


onsistent a

urate and high estimates to the total number of losses. More pre
isely, we de�ne the


onsistent estimate re
overy rate, 
ons-est-re
-rate 2 [0; 1℄, as follows:


ons-est-re
-rate =

j
ons-a

-ests [ 
ons-high-ests j

jlosses j

(5.31)

For ea
h loss resulting in an in
onsistent estimate, we 
al
ulate the ratio of the number of re
eivers

that share the loss and produ
e either a

urate or high estimates and the total number of re
eivers

that share the given loss. This ratio 
orresponds to the probability with whi
h the given pa
ket is

su

essfully re
overed. Thus, we de�ne the number of su

essful re
overies instigated by in
onsistent

estimates, denoted in
ons-est-re
-
ount , to be the sum of these ratios. More pre
isely, we de�ne

in
ons-est-re
-
ount 2 R

�0

as follows:

in
ons-est-re
-
ount =

X

hi;li2in
ons-ests

jfr 2 R j link(r)(i) = l ^ link(r)(i) � est-link(r)(i)gj

jfr 2 R j link(r)(i) = lgj

(5.32)

We de�ne the in
onsistent estimate re
overy rate, denoted in
ons-est-re
-rate , to be the ratio of the

number of su

essful re
overies instigated by in
onsistent estimates to the total number of losses.

More pre
isely, we de�ne the in
onsistent estimate re
overy rate, in
ons-est-re
-rate 2 [0; 1℄, as

follows:

in
ons-est-re
-rate =

in
ons-est-re
-
ount

jlosses j

(5.33)
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Figure 5.1 Example of a Lossy IP Multi
ast Transmission.
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Finally, we de�ne the overall re
overy rate, denoted re
-rate , to be the estimate of the ratio of losses

that would be su

essfully re
overed by our supposed 
a
hing-based loss re
overy s
heme. More

pre
isely, we de�ne the re
overy rate, re
-rate 2 [0; 1℄, as follows:

re
-rate = 
ons-re
-rate + in
ons-re
-rate (5.34)

5.4.3 Dis
ussion

In the 
ase of the virtual link tra
e representation, a loss lo
ation estimate is a hit only if the

re
eiver a

urately estimates the virtual link responsible for the loss, i.e., the exa
t set of re
eivers

that share the loss. In terms of the loss re
overy pro
ess, however, a re
eiver need not estimate

this exa
t set in order to bene�t from a 
a
hing-based loss re
overy s
heme.

Consider, for instan
e, the lossy IP multi
ast transmission s
enario shown in Figure 5.1. In this

s
enario, the sour
e, whi
h is the root of the IP multi
ast tree, transmits a pa
ket and this pa
ket

is dropped on two distin
t links of the IP multi
ast tree. Re
eivers 3 and 4 
an re
over the pa
ket

from re
eiver 1 and re
eivers 5 and 6 
an re
over the pa
ket from re
eiver 2. Were re
eivers 3 and

4 to estimate that the loss is shared by re
eivers 3 and 4 only, they would thus be able to re
over

the pa
ket from re
eiver 1. Analogously, were re
eivers 5 and 6 to estimate that the loss is shared

by re
eivers 5 and 6 only, they would be able to re
over the pa
ket from re
eiver 2. Sin
e the

loss pattern 
orresponding to the given s
enario involves the re
eivers 3, 4, 5, and 6, the s
enario

in whi
h re
eivers 3 and 4 estimate the loss lo
ation to be the virtual link f3; 4g and re
eivers 5

and 6 estimate the loss lo
ation to be the virtual link f5; 6g would be deemed as leading to an

unsu

essful re
overy | the loss lo
ation estimates of all re
eivers a�e
ted by the losses would be


onsidered low.

This example demonstrates that the performan
e of our loss lo
ation estimation s
heme in the 
ase

of the virtual link representation may underestimate the expe
ted e�e
tiveness of 
a
hing within a

multi
ast loss re
overy s
heme.

While adopting the virtual link tra
e representation may lead to us underestimating the bene�t

of in
orporating 
a
hing in a multi
ast loss re
overy s
heme, adopting the 
on
rete link tra
e
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Figure 5.2 Example of a Lossy IP Multi
ast Transmission.
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representation may lead to us overestimating it. This is due to several reasons. Firstly, by adopting

the 
on
rete link tra
e representation and presuming that loss lo
ations are a

urately identi�ed, we

essentially presume that ea
h re
eiver is 
apable of identifying the exa
t links of the IP multi
ast

tree responsible for the losses it su�ers. In pra
ti
e, however, su
h pre
ision in identifying loss

lo
ations may not be realisti
.

Se
ondly, even pre
ise loss lo
ation estimates may not always result in optimal loss re
overy.

Consider, for instan
e, the transmission s
enario depi
ted in Figure 5.2. In this s
enario, the pa
ket

being transmitted is dropped on two distin
t links leading to re
eivers 1 and 2. The re
eivers 3 and

4 are 
apable of retransmitting the pa
ket and are equidistant from the re
eivers 1 and 2. Even

when re
eivers 1 and 2 a

urately estimate the links on whi
h the pa
ket is dropped, re
eiver 1 may

request the pa
ket from 3 and 2 may request it from 4, leading to two retransmissions. Although

for the 
on
rete link tra
e representation su
h estimates are 
onsidered hits, they do not lead to

the desired re
overy behavior involving a single request and a single reply.

5.5 Evaluating the E�e
tiveness of Ca
hing

In this se
tion, we analyze the performan
e of our 
a
hing-based loss lo
ation estimation s
heme

introdu
ed in Se
tion 5.4. We present and 
ompare the performan
e of our loss lo
ation estimation

s
heme for several 
a
he sizes. A 
a
he of size 1 estimates that a loss o

urs on the lo
ation of the

most re
ent loss whose lo
ation has been identi�ed. A 
a
he of in�nite size re
ords the lo
ation

of all prior losses whose lo
ations have been identi�ed. Estimates made based on an in�nite 
a
he


orrespond to the most frequent loss lo
ation identi�ed by the re
eiver up to that point in the tra
e.

We analyze the performan
e of our loss lo
ation estimation s
heme using both the virtual and

the 
on
rete link tra
e representations. As noted above, the virtual link representation may

underestimate the expe
ted e�e
tiveness of 
a
hing in multi
ast loss re
overy, while the 
on
rete

link representation may overestimate it. Our analysis indi
ates that the IP multi
ast transmission

tra
es of Yajnik et al. [41℄ exhibit substantial lo
ality and that 
a
hing within multi
ast loss re
overy


an indeed be very e�e
tive.
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In Se
tion 5.5.1, we present the per-re
eiver hit rates a
hieved by our 
a
hing-based loss lo
ation

estimation s
heme under the assumption that the dete
tion of losses and the identi�
ation of

their lo
ations are both immediate. In Se
tion 5.5.2, we present the per-re
eiver hit rates under

the assumption that losses are dete
ted upon the re
eipt of later pa
kets and their lo
ations

are identi�ed immediately. In Se
tion 5.5.3, we evaluate the performan
e of our loss lo
ation

estimation s
heme as the delay in identifying loss lo
ations in
reases. In Se
tion 5.5.4, we observe

the distribution of loss lo
ation estimate s
enarios among 
onsistent high, a

urate, low, and

in
omparable estimates. While in Se
tions 5.5.1 through 5.5.3, we 
onsider 
a
hes of size 1, 10, and

in�nity, in Se
tion 5.5.5 we analyze the e�e
t of the 
a
he size on the shared hit rates.

5.5.1 Immediate Dete
tion/Immediate Identi�
ation

We present the per-re
eiver hit rates a
hieved by our 
a
hing-based loss lo
ation estimation s
heme,

under the assumption that the dete
tion of losses and the identi�
ation of their lo
ations are both

immediate; that is, we assume that the loss lo
ation estimation s
heme is aware of the lo
ation of

all losses that pre
ede the loss whose lo
ation is being estimated.

In parti
ular, we de�ne dtime(r)(i) 2 I and itime(r)(i) 2 I [ ?, for r 2 R and i 2 I [ ?, as

follows:

dtime(r)(i) =

(

? if loss(r)(i) = 0, and

i otherwise.

(5.35)

itime(r)(i) = dtime(r)(i) (5.36)

Figure 5.3 presents the per-re
eiver hit rates for the virtual link tra
e representation for 6 out of

the 14 tra
es. The per-re
eiver hit rates for the rest of the tra
es are similar. Ea
h of the graphs

in Figure 5.3 depi
t the per-re
eiver hit rates a
hieved using 
a
he sizes of 1, 10, and in�nity.

We observe that the 
a
he of size 10 outperforms the 
a
he of size 1 in most 
ases. As observed

by the multi
ast loss studies of [1, 15, 41, 42℄, IP multi
ast transmissions involve a few highly lossy

links that generate a large per
entage of the losses and a large number of slightly lossy links. The

larger the 
a
he size, the less sus
eptible it is to sporadi
 losses (due to slightly lossy links) that

may interrupt long sequen
es of losses on the same lo
ation (due to highly lossy links).

We also observe that 
a
hes of size 1 and 10 often outperform the in�nite 
a
he size. In fa
t, the

in�nite 
a
he size performs as well as the others only for re
eivers whose losses are predominantly

due to single lo
ations. Consider, for instan
e, the hit rates a
hieved by re
eivers 2 and 3 of

tra
e WRN951128. The 
a
hes of size 1 and 10 substantially outperform the in�nite 
a
he size for

re
eiver 2. In the 
ase of re
eiver 3, the hit rates a
hieved by 
a
hes of size 1 and 10 are 
omparable

to those a
hieved by the in�nite 
a
he size. Figure 5.4 depi
ts the loss distributions for re
eivers 2

and 3 of tra
e WRN951128; that is, the per
entage of losses su�ered by ea
h re
eiver that o

ur

on ea
h loss lo
ation. The loss per
entages are shown in log s
ale. Three loss lo
ations a

ount for

large per
entages of the losses su�ered by re
eiver 2. In this 
ase, smaller 
a
he sizes that 
an adapt

qui
ker to 
hanging loss 
onditions outperform the in�nite 
a
he. Conversely, the losses su�ered by

re
eiver 3 o

ur predominantly on a single lo
ation. In this 
ase, the in�nite 
a
he size estimates

that all losses o

ur at the highly lossy lo
ation and thus performs similarly to the smaller 
a
he

sizes.

Figure 5.5 presents the per-re
eiver hit rates for the 
on
rete link tra
e representation for the same

6 tra
es. Again, the per-re
eiver hit rates for the rest of the tra
es are similar. The per-re
eiver hit

rates for the 
on
rete link tra
e representation are substantially higher than those for the virtual

link tra
e representation. This is not surprising given the fa
t that in the 
ase of the 
on
rete
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Figure 5.3 Virtual Link Tra
e Representation | Immediate Dete
tion/Identi�
ation.
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Figure 5.4 Virtual Link Tra
e Representation | Per-re
eiver Loss Distributions, Re
eivers 2 &

3, Tra
e WRN951128.
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link representation ea
h re
eiver su�ers losses due to a small number of distin
t lo
ations | equal

to the path length from the sour
e to ea
h re
eiver. Moreover, in the 
ase of the 
on
rete link

tra
e representation, loss patterns resulting from simultaneous losses on highly lossy links are not

misinterpreted as losses o

urring at distin
t lo
ations; rather, ea
h re
eiver attributes ea
h loss to

one of the IP multi
ast tree links that are on the path from the sour
e to itself.

5.5.2 Delayed Dete
tion/Immediate Identi�
ation

The pa
ket loss lo
ality exhibited in the previous se
tion may not be exploitable, sin
e losses may

not be immediately dete
table by the a�e
ted re
eivers. In many reliable multi
ast proto
ols,
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Figure 5.5 Con
rete Link Tra
e Representation | Immediate Dete
tion/Identi�
ation.
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re
eivers dete
t losses upon the re
eipt of later pa
kets. Thus, when a re
eiver su�ers a loss burst,

it dete
ts all the losses that are part of the burst all at on
e upon the re
eipt of the �rst pa
ket

following the loss burst. In this se
tion, we observe the e�e
t of delayed loss dete
tion. In parti
ular,

we assume that: i) losses are dete
ted upon the re
eipt of a later pa
ket (delayed dete
tion), and

ii) the loss lo
ation estimation s
heme is aware of the lo
ation of all losses that are dete
ted earlier

than the dete
tion time of the loss whose lo
ation is being estimated (immediate identi�
ation).

In parti
ular, we de�ne dtime(r)(i) 2 I [ ? and itime(r)(i) 2 I [ ?, for r 2 R and i 2 I, as

follows:

dtime(r)(i) =

(

? if loss(r)(i) = 0, and

minfi

0

2 I j i < i

0

^ loss(r)(i

0

) = 0g otherwise.

(5.37)

itime(r)(i) = dtime(r)(i) (5.38)

Figure 5.6 presents the per-re
eiver hit rates of our loss lo
ation estimation s
heme for the virtual

link tra
e representation of 6 out of the 14 tra
es. By 
omparing the hit rates presented in

Figures 5.3 and 5.6, we observe that the delay in dete
ting losses heavily a�e
ts the per-re
eiver

hit rates of some tra
es; the tra
e RFV960508 is the most heavily a�e
ted tra
e and a
hieves the

lowest hit rates of all 14 tra
es. This e�e
t is due to loss bursts. With immediate dete
tion, the

estimate of the lo
ation of trailing losses within a burst is based on the lo
ation of the leading losses

of the burst. In 
ontrast, when losses are dete
ted upon the re
eipt of a later pa
ket, the losses

that are part of the burst are dete
ted simultaneously and their lo
ations are all estimated based

on the lo
ations of losses su�ered prior to the burst. Thus, the (in)
orre
t estimate of the losses

that are part of long loss bursts heavily a�e
ts the estimate hit rates.

Consider for instan
e the hit rates of re
eivers 3 and 4 of tra
e RFV960419. Figure 5.7 depi
ts the

distribution of losses a
ross loss bursts of in
reasing length for re
eivers 3 and 4 of tra
e RFV960419,

i.e., the per
entage of losses that are part of loss bursts of in
reasing lengths. The loss per
entages
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Figure 5.6 Virtual Link Tra
e Representation | Delayed Dete
tion/Immediate Identi�
ation.
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Figure 5.7 Loss Distribution wrt Burst Length, Re
eivers 3 & 4, Tra
e RFV960419.
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are shown in log s
ale. Re
eiver 3 su�ers predominantly isolated losses. Conversely, re
eiver 4

su�ers a 
ouple of long loss bursts. The adverse e�e
t of these loss bursts on the hit rate of

re
eiver 4 is evident when one 
ompares re
eiver 4's hit rates in Figures 5.3 and 5.6. The hit rates

of re
eiver 3 are barely a�e
ted by the delayed dete
tion, while those of re
eiver 4 are nearly 
ut

in half.

The adverse e�e
t of the delay in dete
ting losses suggests that it would be bene�
ial to design

s
hemes for dete
ting losses sooner. SRM's ex
hange of session messages is one su
h s
heme. Session

messages are used by re
eivers to periodi
ally advertise the per-sour
e transmission progress they

have observed. Thus, re
eivers may dis
over losses by dete
ting dis
repan
ies in the observed

transmission progress of the re
eivers. When pa
kets are transmitted at a �xed frequen
y, as is

done in audio and video transmissions, an alternative approa
h may be to tra
k the inter-pa
ket
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Figure 5.8 Con
rete Link Tra
e Representation | Delayed Dete
tion/Immediate Identi�
ation.
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delays and to de
lare a pa
ket missing when its arrival with respe
t to its prede
essor has ex
eeded

some jitter threshold. In order for su
h s
hemes to allow the early dete
tion and re
overy of pa
kets,

session and re
overy pa
kets must avoid the 
ongested links responsible for the loss burst by, for

example, using a sour
e-based IP multi
ast tree implementation [37℄.

Early dete
tion s
hemes may potentially allow the reliable multi
ast proto
ol to identify the lo
ation

of the leading losses of a burst sooner, thus bene�ting the lo
ation estimate of the trailing losses

of the burst. Alternatively, it may be bene�
ial to treat all the losses that are part of parti
ular

loss bursts 
olle
tively. For instan
e, upon dete
tion of a loss burst, a re
eiver 
ould re
over the

�rst loss of the burst and, subsequently, re
over the remaining losses of the burst in the manner in

whi
h the �rst loss of the burst was re
overed.

Figure 5.8 presents the hit rates of our loss lo
ation estimation s
heme for the 
on
rete link tra
e

representation for the same 6 tra
es. The e�e
ts of delayed loss dete
tion for the 
on
rete link

loss representation are similar to, yet less severe than, those observed for the virtual link loss

representation.

5.5.3 Delayed Dete
tion/Delayed Identi�
ation

In this se
tion, we observe the degree to whi
h the delay in identifying a loss's lo
ation a�e
ts

the per-re
eiver hit rates of our loss lo
ation estimation s
heme. We de�ne the loss lo
ation

identi�
ation delay to be the time that elapses from the time a loss is dete
ted to the time its

lo
ation is identi�ed. We only 
onsider delays that are multiples of the IP multi
ast transmission

period �T 2 R

�0

; that is, the identi�
ation delay is always presumed to be an integral number

�i 2 N of time slots.

In parti
ular, for r 2 R, i 2 I, and an identi�
ation delay of �i�T time units, we de�ne
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Figure 5.9 Virtual Link Tra
e Representation | Estimation hit rates wrt loss identi�
ation delay,


a
he of size 1 (Tra
e WRN951030).
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dtime(r)(i) 2 I [ ? and itime(r)(i) 2 I [ ? as follows:

dtime(r)(i) =

(

? if loss(r)(i) = 0, and

minfi

0

2 I j i < i

0

^ loss(r)(i

0

) = 0g otherwise.

(5.39)

itime(r)(i) =

(

? if loss(r)(i) = 0, and

dtime(r)(i) + �i otherwise.

(5.40)

We �rst 
onsider the virtual link tra
e representation. Figures 5.9 and 5.10 present the hit rates

of a 
ouple of re
eivers of tra
e WRN951030 with respe
t to the loss lo
ation identi�
ation delay

for 
a
hes of size 1 and 10, respe
tively. These plots depi
t the per-re
eiver hit rates that are least

and most a�e
ted by the loss lo
ation identi�
ation delay for the given tra
e. The plots for the

remaining re
eivers and tra
es are similar. The dashed lines 
orrespond to the hit rates a
hieved

with delayed dete
tion and immediate loss lo
ation identi�
ation (presented in Figure 5.6).

Figures 5.9 and 5.10 present the hit rates obtained for a delay of up to 4 se
onds. We presume

that a loss's lo
ation 
an be identi�ed within the amount of time required to re
over from a loss.

Several reliable multi
ast proto
ols, su
h as SRM [13℄ and LMS [34℄, re
over from the vast majority

of losses well within 3{4 round-trip-times (RTTs), on average. Thus, presuming a 1 se
ond RTT

upper bound, a 4 se
ond upper bound on the lo
ation identi�
ation delay is reasonable.

We observe that the hit rates of the loss lo
ation estimation s
heme only slightly de
rease as the

loss lo
ation identi�
ation delay in
reases and the available loss lo
ation information be
omes less

re
ent. This is be
ause 4 se
onds is a short enough time interval for lo
ality to still hold. The

hit rates a
hieved with a 
a
he of size 1 are more sensitive to the loss lo
ation identi�
ation delay.

This is be
ause the larger 
a
he sizes favor the estimation of more lossy lo
ations (links); that is,

lo
ations (links) that are probabilisti
ally better 
andidates for being liable for losses.

We now 
onsider the 
on
rete link tra
e representation. Figures 5.11 and 5.12 present the hit rates

of a 
ouple of re
eivers of tra
e WRN951030 as a fun
tion of the loss lo
ation identi�
ation delay

for 
a
hes of size 1 and 10, respe
tively. Again, these plots depi
t the per-re
eiver hit rates that

are least and most a�e
ted by the loss lo
ation identi�
ation delay for the given tra
e. The e�e
ts

of delayed loss lo
ation identi�
ation for the 
on
rete link tra
e representation are similar to those

observed for the virtual link tra
e representation.
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Figure 5.10 Virtual Link Tra
e Representation | Estimation hit rates wrt loss identi�
ation

delay, 
a
he of size 10 (Tra
e WRN951030).
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Figure 5.11 Con
rete Link Tra
e Representation | Estimation hit rates wrt loss identi�
ation

delay, 
a
he of size 1 (Tra
e WRN951030).
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5.5.4 Loss Lo
ation S
enario Distribution

In this se
tion, we observe the distribution of loss lo
ation estimates among 
onsistent high,

a

urate, low, and in
omparable estimates. Throughout this se
tion, we assume that losses are

dete
ted upon the re
eipt of later pa
kets and that loss lo
ation identi�
ation is immediate; that

is, in this se
tion, we let dtime(r)(i) 2 I [ ? and itime(r)(i) 2 I [ ?, for r 2 R and i 2 I, be

de�ned as in Se
tion 5.5.2.

We �rst 
onsider the virtual link tra
e representation. Figure 5.13 presents the distribution of

the estimates of our loss lo
ation estimation s
heme among 
onsistent high/a

urate/low and

in
onsistent estimate types. With a 
a
he of size 10, the shared hit rates always ex
eed 10%

and ex
eed 35% for half the tra
es.

We now present the average distribution of the in
onsistent estimates of Figure 5.13 among

high, a

urate, and low estimates. For ea
h in
onsistent estimate produ
ed by our loss lo
ation

estimation s
heme in ea
h tra
e, we 
ompute the per
entage of re
eivers that share the loss and
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Figure 5.12 Con
rete Link Tra
e Representation | Estimation hit rates wrt loss identi�
ation

delay, 
a
he of size 10 (Tra
e WRN951030).
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Figure 5.13 Virtual Link Tra
e Representation | Consistent High/A

urate/Low and In
onsis-

tent Estimate Per
entages.
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Figure 5.14 Virtual Link Tra
e Representation | Average Distribution of In
onsistent Estimates.
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estimate upstream, a

urate, or downstream lo
ations. The averages of these per
entages over all

in
onsistent estimates in ea
h tra
e are presented in Figure 5.14. The distributions in Figure 5.14

do not add up to 100% be
ause some of the loss lo
ation estimates are in
omparable to the a
tual

loss lo
ations. The re
eivers that produ
e upstream and a

urate estimates often a

ount for more

than half of the re
eivers sharing the loss. This indi
ates that more than half of the losses resulting

in in
onsistent estimates may be re
overed through a 
a
hing-based expedited re
overy s
heme.

We now 
onsider the 
on
rete link tra
e representation. Figure 5.15 presents the distribution of

the estimates among 
onsistent high, a

urate, low and in
onsistent types. The shared hit rate is

substantially higher in the 
ase of the 
on
rete rather than the virtual link tra
e representation.

The shared hit rates for all 
a
he sizes ex
eed 25% for all tra
es. For most of the tra
es, the 
a
he

of size 10 outperforms the 
a
he of size 1. Moreover, its shared hit rate ex
eeds 70% for half the

tra
es. The in�nite 
a
he performs similarly to the 
a
he of size 10. This indi
ates that, in the 
ase

of the 
on
rete link tra
e representation, a single loss lo
ation is responsible for a large per
entage

of the losses su�ered by most of the re
eivers.

We expe
t that as the size of the reliable multi
ast group in
reases and as the IP multi
ast

transmissions be
ome longer-lived, i) several links will be responsible for large per
entages of the

losses su�ered by individual re
eivers, and ii) the links responsible for a large per
entage of the

losses su�ered by individual re
eivers will 
hange over time. Smaller 
a
he sizes would in su
h


ases be preferable so as to adapt qui
ker to 
hanging loss 
hara
teristi
s and a

ommodate either

multiple or a highly varying number of lossy links.

Figure 5.16 presents the average distribution of the in
onsistent estimates of Figure 5.15 among

high, a

urate, and low estimates. Sin
e loss lo
ations in the 
on
rete link tra
e representations

are never in
omparable, the distributions in Figure 5.15 always add up to 100%. On
e again, the

re
eivers that produ
e upstream and a

urate estimates often a

ount for more than half of the

re
eivers sharing the loss.

A 
omparison of Figures 5.13 and 5.15 suggests that the pre
ise identi�
ation of the links on whi
h

losses o

ur may be highly bene�
ial to the e�e
tiveness of 
a
hing. Reliable multi
ast proto
ols

that feature lo
al re
overy s
hemes may be parti
ularly suitable both for pre
isely identifying the

links on whi
h losses o

ur and for e�e
tively exploiting this information by re
overing from losses

lo
ally.

Figure 5.17 presents the re
overy rate of a 
a
hing-based loss re
overy s
heme as estimated by

Equation (5.34) for ea
h of the tra
e representations and 
a
he sizes of 1, 10, and in�nity. For

both tra
e representations, the estimated per
entage of losses that are su

essfully re
overable by

a 
a
hing-based s
heme is substantial. In the 
ase of the virtual link tra
e representation, at least

65% of the losses in ea
h tra
e are re
overable through a 
a
hing-based s
heme. For more than half

of the tra
es, this per
entage is above 85%. In the 
ase of the 
on
rete link tra
e representation,
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Figure 5.15 Con
rete Link Tra
e Representation | Consistent High/A

urate/Low and In
on-

sistent Estimate Per
entages.
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Figure 5.16 Con
rete Link Tra
e Representation | Average Distribution of In
onsistent Esti-

mates.
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Figure 5.17 Virtual and Con
rete Link Tra
e Representations | Per
entage of Su

essful

Expedited Re
overies.
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at least 75% of the losses in ea
h tra
e are re
overable through a 
a
hing-based s
heme. For more

than half of the tra
es, this per
entage is above 95%.

5.5.5 Optimal Ca
he Size

Finally, we examine the e�e
t of the 
a
he size on the shared hit rate, again assuming that losses

are dete
ted upon the re
eipt of later pa
kets and that loss lo
ation identi�
ation is immediate;

that is, in this se
tion, we let dtime(r)(i) 2 I [ ? and itime(r)(i) 2 I [ ?, for r 2 R and i 2 I, be

de�ned as in Se
tion 5.5.2.

Figure 5.18 presents the shared hit rates of our 
a
hing-based loss lo
ation estimation s
heme for

the virtual link tra
e representation for di�erent 
a
he sizes. We present the plots for 6 out of

the 14 tra
es; the plots for the other tra
es are similar. Sin
e an in�nite 
a
he size results in a

estimation s
heme that adapts slowly to 
hanging loss 
onditions and performs poorly in the 
ase

of multiple highly lossy links, we restri
t ourselves to relatively small 
a
he sizes.

For many of the tra
es, the shared hit rate in
reases with the size of the 
a
he and the in�nite 
a
he

size outperforms the �nite-size 
a
hes. Sin
e larger 
a
he sizes favor lo
ations that are responsible

for frequent losses, it follows that, for these tra
es, a large per
entage of the losses o

ur on few

links. For others tra
es, e.g., UCB960424 andWRN951128, �nite 
a
he sizes outperform the in�nite


a
he. Overall, 
a
hes of modest size, e.g., 11, perform reasonably well for most of the tra
es.

Figure 5.19 presents the shared hit rate of the loss lo
ation estimation s
heme for the 
on
rete link

tra
e representation for di�erent 
a
he sizes. Again, we present the plots for 6 out of the 14 tra
es;

the plots for the other tra
es are similar.

Again, for many of the tra
es, the shared hit rate in
reases with the 
a
he size. However, for some

tra
es �nite 
a
hes outperform the 
a
he of in�nite size. Overall, 
a
hes of modest size, e.g., 11 or

15, perform reasonably well for most of the tra
es.

In summary, 
a
hes of modest size, e.g., 11 or 15, perform well for most of the tra
es and both

tra
e representations. This indi
ates that a 
a
hing-based loss re
overy s
heme would be e�e
tive

and implementable without prohibitive resour
e requirements.
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Figure 5.18 Virtual Link Tra
e Representation | Consistent a

urate hit rates wrt 
a
he size.
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Figure 5.19 Con
rete Link Tra
e Representation | Consistent a

urate hit rates wrt 
a
he size.
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5.6 Summary, Con
lusions, and Future Work

In this 
hapter, we proposed exploiting pa
ket loss lo
ality within existing or novel reliable multi
ast

proto
ols through 
a
hing. We presented a methodology for estimating the potential e�e
tiveness

of 
a
hing in multi
ast loss re
overy. Our methodology involved analyzing the performan
e of a


a
hing-based loss lo
ation estimation s
heme. We applied our methodology to the IP multi
ast

transmission tra
es of Yajnik et al. [41℄ and observed that pa
ket loss lo
ality is indeed substantial.

Presuming immediate loss dete
tion and loss lo
ation identi�
ation, per-re
eiver hit rates in most


ases ex
eeded 40% and often ex
eeded 80%. The delay in dete
ting losses did not substantially

a�e
t the per-re
eiver hit rates, ex
ept in the 
ases where the re
eivers su�er long loss bursts. The

delay in identifying the lo
ations of losses did not substantially a�e
t the hit rates of individual

re
eivers. In most 
ases, a 
a
he of size 10 outperformed a 
a
he of size 1. The in�nite 
a
he

performed similarly to the 
a
he of size 10 only when the losses su�ered by individual re
eivers

o

ur predominantly at single lo
ations.

We also observed substantial shared hit rates. In the 
ase of the virtual link tra
e representation,

shared hit rates ranged from 10% to 80%. The shared hit rate for a 
a
he size of 10 ex
eeded 35%

for half the tra
es. In the 
ase of the 
on
rete link tra
e representation, shared hit rates ranged

from 25% to 90%. The shared hit rate for a 
a
he size of 10 ex
eeded 70% for half the tra
es. In

our analysis of the e�e
t of 
a
he size on the shared hit rate, 
a
hes of modest sizes, e.g., 11 or 15,

a
hieved high shared hit rates for most of the tra
es and both tra
e representations.

Most importantly, our estimate of the per
entage of losses that would be re
overable through a


a
hing-based re
overy s
heme was estimated at 65% (75%) for the virtual (respe
tively, 
on
rete)

link tra
e representation. This suggests that a 
a
hing-based loss re
overy s
heme 
an be very

e�e
tive.

The work presented in this 
hapter may be extended in several dire
tions. First, our methodology


an be applied to IP multi
ast transmissions of larger group size and longer duration. Su
h work

will reveal whether the e�e
tiveness of 
a
hing s
ales. Se
ond, 
a
hing s
hemes that exploit lo
ality


an be designed and in
orporated in either existing or novel reliable multi
ast proto
ols. Finally, the

e�e
tiveness of su
h s
hemes 
an be evaluated through simulation or deployment and 
ompared

to the expe
ted e�e
tiveness indi
ated by our observations. The following 
hapter presents the


a
hing-enhan
ed SRM proto
ol (CESRM), whi
h exploits pa
ket loss lo
ality through a 
a
hing-

based expedited re
overy s
heme.
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Chapter 6

Ca
hing-Enhan
ed S
alable Reliable

Multi
ast

In this 
hapter, we present the Ca
hing-Enhan
ed S
alable Reliable Multi
ast (CESRM) proto
ol.

CESRM augments the fun
tionality of SRM with a 
a
hing-based expedited re
overy s
heme that

exploits pa
ket loss lo
ality in IP multi
ast transmission losses. CESRM's expedited re
overy

s
heme operates in parallel to SRM's re
overy s
heme. In this s
heme, ea
h re
eiver 
a
hes the

requestor/replier pairs that 
arry out the re
overy of its re
ent losses. The requestor and the

replier of the requestor/replier pair that appears most frequently in a re
eiver's 
a
he, hen
eforth

referred to as the expeditious requestor and expeditious replier, respe
tively, are responsible for

expeditiously re
overing ea
h new loss. Thus, upon dete
ting a loss, if a re
eiver 
onsiders itself

to be the expeditious requestor, then it initiates an expedited re
overy for the given pa
ket by

uni
asting an expedited request to the expeditious replier. The transmission of this expedited

request is not delayed. Upon re
eiving this request, the expeditious replier immediately multi
asts

the requested pa
ket. Sin
e neither expedited requests nor expedited replies are delayed, pa
kets

that are su

essfully re
overed by CESRM's expedited re
overy s
heme in
ur minimal re
overy

laten
y. When a pa
ket's expedited re
overy fails, CESRM falls ba
k onto SRM's re
overy s
heme.

By using SRM's re
overy s
heme as a fall-ba
k re
overy s
heme, CESRM re
overs from losses no

later than SRM; that is, CESRM's re
overy laten
y is bounded from above by SRM's re
overy

laten
y.

In CESRM, hosts opportunisti
ally attempt to re
over new losses in the manner in whi
h re
ent

losses were re
overed. Thus, CESRM's expedited re
overy s
heme e�e
tively operates in the spirit

of the 
a
hing-based loss lo
ation estimation s
heme introdu
ed in Chapter 5. In the 
ase of

CESRM, however, the lo
ation of a parti
ular loss is identi�ed by the requestor/replier pair that


arries out its re
overy.

This 
hapter is organized as follows. To begin, after informally des
ribing its fun
tionality, we

present a formal model of the CESRM proto
ol. We then 
arry out 
orre
tness and timeliness

analyses of CESRM. These are analogous to the ones 
arried out for the SRM proto
ol in

Chapter 3. The 
orre
tness analysis states that CESRM delivers appropriate pa
kets to appropriate

members of the reliable multi
ast group. The timeliness analysis states that, under 
ertain

timeliness and faultiness assumptions, CESRM guarantees the delivery of the appropriate pa
kets

to the appropriate members of the reliable multi
ast group within a �nite amount of time. We

also state the worst-
ase re
overy laten
y in
urred by either su

essful expedited re
overies or

su

essful non-expedited �rst-round re
overies of CESRM. The substantial di�eren
e in the re
overy

laten
y a�orded by su
h re
overies demonstrates the performan
e advantage of CESRM's expedited

re
overy s
heme. Finally, we use tra
e-driven simulations to evaluate CESRM's performan
e and
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ompare it to that of SRM.

6.1 Overview of Fun
tionality of CESRM

CESRM extends SRM's loss re
overy s
heme by 
a
hing the optimal requestor/replier pair 
apable

of repairing ea
h prior loss and using this information to expedite the requests and replies of future

losses. CESRM enhan
es the SRM's fun
tionality in two ways: i) ea
h member of the reliable

multi
ast group maintains an optimal requestor/replier 
a
he whi
h is 
omprised of the optimal

requestor/replier pair used to re
over ea
h re
ent loss, and ii) members that are deemed optimal

requestors initiate the expedited re
overy of future losses by uni
asting requests to the optimal

repliers upon the dete
tion of a loss; subsequently, su
h requests indu
e the immediate multi
ast

retransmission of the requested pa
kets. We pro
eed by brie
y des
ribing CESRM's fun
tionality

beyond that of SRM's.

The determination of the optimal requestor/replier pairs is 
arried out as re
eivers overhear the

request and replies multi
ast during the re
overy of ea
h loss. Requests are annotated with the

requestor's distan
e estimate to the sour
e of the pa
ket. Replies are annotated with the requestor

that indu
ed the given reply, this requestor's distan
e estimate to the sour
e of the pa
ket, and

the replier's distan
e estimate to the requestor that indu
ed the given reply. The optimality of

a given requestor/replier pair is based on the estimated re
overy delay a�orded by the given

requestor/replier pair. We 
hoose to represent the re
overy delay as the sum of the distan
e

estimate from the requestor to the sour
e and twi
e the distan
e estimate from the requestor to

the replier (inter-host distan
es are presumed to be symmetri
). This measurement estimates the

time that elapses from the transmission of the pa
ket that results in the requestor dete
ting the

given loss to the time the loss is re
overed through a retransmission of the pa
ket.

6.1.1 Expedited Re
overy

Upon dete
ting that a pa
ket p is missing, a host h s
hedules a request for p to be multi
ast as

is done in the SRM proto
ol. In addition to s
heduling this request for p, the host 
onsults the

optimal requestor/replier pair 
a
he so as to determine whether it should also s
hedule an expedited

request for the missing pa
ket. If h is 
onsidered to be the optimal requestor for pa
kets from the

sour
e of p, then it s
hedules the transmission of an expedited request for p for a point in time

RQST-DELAY time units in the future. The transmission of an expedited request is delayed so as to

avoid the transmission of extraneous requests when pa
kets are temporarily presumed missing due

to pa
ket reordering.

Upon re
eiving an expedited request for a pa
ket p, a host h immediately transmits an expedited

reply for p provided it has previously either sent or re
eived p, and a reply for p is neither s
heduled,

nor pending.

6.1.2 Maintaining the Optimal Requestor/Replier Sele
tion

CESRM maintains per-sour
e optimal requestor/replier pair 
a
hes whi
h are 
omprised of the

optimal requestor/replier pairs used to re
over pa
ket losses from the respe
tive sour
e. For

simpli
ity, we presume that hosts ar
hive the optimal requestor/replier pairs for all pa
kets

re
overed. An implementation of CESRM would limit the size of ea
h 
a
he. The 
a
he size would

then 
onstitute a parameter of the CESRM proto
ol. In addition to the optimal requestor/replier

pair, ea
h 
a
he entry also re
ords the distan
e of the optimal requestor to the pa
ket's sour
e and

the distan
e of the optimal replier to the optimal requestor.
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The optimal requestor/replier pair of a parti
ular pa
ket from a parti
ular sour
e is initially set

upon the re
eption of a reply for the given pa
ket. All replies are annotated with the requestor that

indu
ed them, this requestor's distan
e estimate to the pa
ket's sour
e, and the replier's distan
e

estimate to the parti
ular requestor. Upon re
eiving a reply for a parti
ular pa
ket, if an optimal

requestor/replier pair for the given pa
ket is not yet 
a
hed, then the requestor/replier pair of the

reply is 
onsidered to be optimal and is 
a
hed. If an optimal requestor/replier pair is already


a
hed, then the requestor/replier pair of the reply is 
onsidered optimal and repla
es the 
a
hed

pair only if the re
overy delay it a�ords is smaller than that a�orded by the 
a
hed requestor/replier

pair. The re
overy delay a�orded by a requestor/replier pair is estimated as the sum of the distan
e

estimate from the requestor to the sour
e and the round-trip distan
e from the requestor to the

replier.

CESRM uses two additional message types to maintain its optimal requestor/replier 
a
hes:

requestor and replier updates. Suppose that a host h re
eives an expedited reply from the host r

for a pa
ket p. Moreover, suppose that the requestor indu
ting this reply is host q. After updating

the 
a
he based on the re
overy delay a�orded by the requestor/replier pair hq; ri, h determines

whether it is a preferable requestor for p than q by 
omparing the re
overy delay a�orded by the

requestor/replier pair hh; ri to that a�orded by hq; ri. If the re
overy delay a�orded by hh; ri is

smaller than that a�orded by hq; ri, then h s
hedules the transmission of a requestor update | a

message whose purpose is to inform the multi
ast group members that h is a preferable requestor

for p than q. Requestor updates are s
heduled in the fashion in whi
h SRM s
hedules requests. In

our example, the requestor update is annotated with h, h's distan
e estimate to the sour
e s

p

of p,

r, and r's distan
e estimate to h; that is, presuming symmetri
 inter-host distan
es, the requestor

update is annotated with the tuple hh;

^

d

hs

p

; r;

^

d

hr

i, where

^

d

hs

p

is h's distan
e estimate to s

p

and

^

d

hr

is h's distan
e estimate to r.

If another requestor update is re
eived prior to the s
heduled transmission of the requestor update,

then the s
heduled requestor update is 
an
eled. If no su
h update is re
eived prior to the s
heduled

transmission time of the requestor update, then this update is multi
ast and hh; ri is re
orded in

h's 
a
he as the optimal requestor/replier pair for p.

A host h

0

handles the re
eption of a requestor update for a pa
ket p as follows. If h

0

su�ered the

loss of the original transmission of p, has sin
e re
overed p, and the requestor/replier pair of p is

preferable to the requestor/replier pair already 
a
hed for p, then h

0

repla
es its 
a
hed pair for p

with the requestor/replier pair of p. Otherwise, h

0

dis
ards the requestor update for p.

Now we des
ribe the use of replier updates. Suppose that a host h re
eives an expedited reply from

the host r for a pa
ket p. Moreover, suppose that h re
eived the original transmission of p; that

is, h is 
apable of retransmitting p. Moreover, suppose that the requestor that indu
ed this reply

is host q. Upon re
eiving this expedited reply, h determines whether it is a preferable replier than

r by 
omparing the re
overy delay a�orded by the requestor/replier pair hq; hi to that a�orded

by hq; ri. If the re
overy delay a�orded by hq; hi is smaller than that a�orded by hq; ri, then h

s
hedules the transmission of replier update | a message whose purpose is to inform the multi
ast

group members of a preferable replier for p. Replier updates are s
heduled in the fashion in whi
h

SRM s
hedules replies. In our example, the replier update is annotated with q, q's distan
e to

the sour
e of p, h, and h's distan
e to q; that is, the replier update is annotated with the tuple

hq;

^

d

qs

p

; h;

^

d

hq

i, where

^

d

qs

p

is q's distan
e estimate to s

p

and

^

d

hq

is h's distan
e estimate to q.

If h re
eives another replier update for p prior to the transmission of the replier update it has

s
heduled for p, then it 
an
els its own replier update. If no su
h update is re
eived prior to the

s
heduled transmission time of the replier update s
heduled by h, then this update is multi
ast and

hq; hi is re
orded in h's 
a
he as the optimal requestor/replier pair for p.

A host h

0

handles the re
eption of a replier update for a pa
ket p as follows. If h

0

su�ered the
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loss of the original transmission of p, has sin
e re
overed p, and the requestor/replier pair of p is

preferable to the one already 
a
hed by h

0

for p, then h

0

repla
es its 
a
hed pair for p with the

requestor/replier pair of p. Otherwise, h

0

dis
ards the requestor update for p.

6.1.3 Dedu
ing the Optimal Requestor/Replier Pairs

Several strategies may be used to as
ertain the optimal requestor/replier pair for a parti
ular pa
ket

loss based on the ar
hived requestor/replier pairs of re
ent losses. We begin by des
ribing perhaps

the simplest su
h strategy, whi
h we refer to as the most re
ent loss strategy. In this strategy, the

optimal requestor/replier pair for the given loss is 
hosen to be the pair for the most re
ent pa
ket

that was lost and, subsequently, re
overed. In e�e
t, this s
heme presumes that the loss o

urred

at the same lo
ation as the loss that was most re
ently su�ered and, subsequently, re
overed. The

rationale behind this s
heme is that if indeed a loss o

urs at the same lo
ation as the loss that was

most re
ently su�ered and, subsequently, re
overed, then it may be re
overed in the same manner.

More sophisti
ated strategies may take into a

ount the 
a
hed requestor/replier pairs of a �xed

number of most re
ent pa
kets that have been lost and, subsequently, re
overed. In e�e
t, su
h

a s
heme 
a
hes the requestor/replier pairs of a �xed number of losses and uses this information

to dedu
e the optimal requestor/replier pair for a new loss. One possible strategy in dedu
ing the

optimal requestor/replier pair for a new loss, whi
h we refer to as the most frequent loss strategy,

is to 
hoose the pair that appears most frequently in the replier/requestor pair 
a
he.

It is plausible that more sophisti
ated strategies may be able to better as
ertain the optimal

requestor/replier pair for a parti
ular loss. For purposes of simpli
ity, in this 
hapter we model and

analyze the most re
ent loss strategy. Our work fo
uses on the demonstration of our modeling and

analysis te
hniques rather than the design of the best performing optimal requestor/replier pair

sele
tion strategy.

6.2 Formal Model of the CESRM Proto
ol

In this se
tion, we present a formal model for the CESRM proto
ol. Sin
e CESRM is a 
a
hing-

enhan
ed version of SRM, it shares many of SRM's 
omponents. Figure 6.1 depi
ts the intera
tion

of the 
omponents of CESRM and the environment. The 
lient at ea
h host is modeled by the

RM-Client

h

timed I/O automaton of Chapter 3. The reporting and membership 
omponents

of Chapter 4 
arry over un
hanged to the spe
i�
ation of the CESRM proto
ol. The remaining


omponents of SRM presented in Chapter 4 are enhan
ed so as to 
apture the enhan
ed fun
tionality

of CESRM. We pro
eed to spe
ify the enhan
ements pertaining to the IP bu�er 
omponent of

SRM, the re
overy 
omponent of SRM, and to the IP automaton. In the up
oming de�nitions and

TIOA models of CESRM's 
omponents, the parts pertaining to SRM are typeset in gray and those

pertaining to CESRM are typeset in bla
k.

6.2.1 Preliminary De�nitions

Figure 6.2 presents a list of set de�nitions that are used in the spe
i�
ation of the CESRM proto
ol.

The sets Pending-Rqsts , S
heduled-Rqsts , Pending-Repls , and S
heduled-Repls are 
omprised of

tuples 
orresponding to all possible pending requests, s
heduled requests, pending replies, and

s
heduled replies, respe
tively. The tuples 
omprising the set S
heduled-Repls di�er from those


omprising the S
heduled-Repls set in Chapter 4. In the 
ase of our spe
i�
ation of the CESRM

proto
ol, su
h tuples in
lude an additional 
omponent that 
orresponds to the distan
e estimate

from the requestor of the pa
ket to the pa
ket's sour
e.
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Figure 6.1 Interfa
e of all 
omponents involved in the reliable multi
ast servi
e.
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Figure 6.2 CESRM Preliminary De�nitions

Pending-Rqsts = fhs; i; ti j s 2 H; i 2 N; t 2 R

�0

g

S
heduled-Rqsts = fhs; i; t; ki j s 2 H; i 2 N; t 2 R

�0

; k 2 Ng

Pending-Repls = fhs; i; ti j s 2 H; i 2 N; t 2 R

�0

g

S
heduled-Repls = fhs; i; t; q; d

qs

i j s; q 2 H; i 2 N; t; d

qs

2 R

�0

g

Re
overy-Tuples = H � R

�0

�H � R

�0

Expedited-Rqsts = fhs; i; t; re
-tpli j s 2 H; i 2 N; t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

Rqst-Updates = fhs; i; t; re
-tpli j s 2 H; i 2 N; t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

Repl-Updates = fhs; i; t; re
-tpli j s 2 H; i 2 N; t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

The set Re
overy-Tuples is 
omprised of the set of all possible optimal re
overy tuples. Su
h tuples


onsist of the optimal requestor, an estimate of this requestor's distan
e to the sour
e of the pa
ket

in question, the optimal replier, and an estimate of this replier's distan
e to the optimal requestor.

The sets Expedited-Rqsts , Rqst-Updates , and Repl-Updates are 
omprised of all tuples of the form

hs; i; t; re
-tpl i, where s 2 H, i 2 N , t 2 R

�0

, and re
-tpl 2 Re
overy-Tuples . Su
h tuples spe
ify

the time t at whi
h either an EXP-RQST, RQST-UPDATE, or REPL-UPDATE 
ontrol pa
ket pertaining

to the re
overy of the pa
ket hs; ii is s
heduled for transmission and the optimal requestor/replier

pair re
-tpl pertaining to this re
overy.

Figure 6.3 presents a list of set de�nitions that spe
ify the format of the various types of pa
kets

used in our spe
i�
ation of the CESRM proto
ol. The set P

RM-Client

represents the set of pa
kets
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that may be transmitted by the 
lient pro
esses using the reliable multi
ast servi
e. This set of

pa
kets is identi
al to that de�ned in Chapter 4. The set P

CESRM

is 
omprised of all pa
kets whose

format is that used by the reliable multi
ast pro
ess. The format of ea
h pa
ket p 2 P

CESRM

depends on its type type(p).

DATA and SESS pa
kets are un
hanged from those de�ned in Chapter 4. RQST pa
kets for the

CESRM proto
ol are augmented with the additional operation dist2sr
(p). This operation extra
ts

the distan
e of the sender of the request (the requestor) to the sour
e of the pa
ket being requested.

REPL pa
kets for the CESRM proto
ol are augmented with the additional operation re
-tpl (p). This

operation extra
ts the re
overy tuple pertaining to the parti
ular reply.

In addition to the pa
ket types of Chapter 4, we introdu
e the following additional pa
ket types:

EXP-RQST, EXP-REPL, RQST-UPDATE, and REPL-UPDATE.

When the pa
ket p is an expedited request, that is, when type(p) = EXP-RQST, p supports the

operations sender (p), sour
e(p), seqno(p), id(p), and re
-tpl (p). These operations extra
t the

sender, sour
e, sequen
e number, identi�er, and optimal re
overy tuple of p, respe
tively. The

optimal re
overy tuple of p 
orresponds to the optimal re
overy tuple known to the sender of p at

the point in time when the transmission of p was s
heduled.

When the pa
ket p is an expedited request, that is, when type(p) = EXP-REPL, p supports the

operations sender(p), requestor (p), sour
e(p), seqno(p), id(p), data(p), strip(p), and re
-tpl(p).

These operations extra
t the sender, requestor, sour
e, sequen
e number, identi�er, data segment,

ADU pa
ket, and optimal re
overy tuple of p, respe
tively.

When the pa
ket p is either a request or a reply update, that is, when

type(p) 2 fRQST-UPDATE; REPL-UPDATEg, p supports the operations sender (p), sour
e(p),

seqno(p), id(p), and re
-tpl(p). These operations extra
t the sender, sour
e, sequen
e number,

identi�er, and optimal re
overy tuple of p, respe
tively.

6.2.2 The IP Bu�er Component | CESRM-IPbuff

h

The CESRM-IPbuff

h

timed I/O automaton spe
i�es the IP bu�er 
omponent of the reliable

multi
ast pro
ess. Figures 6.4 and 6.5 present the signature, the variables, and the dis
rete

transitions of CESRM-IPbuff

h

. The CESRM-IPbuff

h

automaton augments the fun
tionality

of the SRM-IPbuff

h

automaton of Se
tion 4.3.3. In this se
tion, we only des
ribe the aspe
ts

of CESRM-IPbuff

h

that pertain to its uni
ast fun
tionality; that is, the intera
tion with

CESRM-re


h

and IP pertaining to the transmission of uni
ast pa
kets.

Variables The set usend-bu� is used to bu�er all pa
kets to be uni
ast using the underlying IP

servi
e.

Input A
tions The input a
tion ure
v

h

(p) models the re
eption of the uni
ast pa
ket p from the

underlying IP servi
e. If the host h is a member of the reliable multi
ast group, then the ure
v

h

(p)

a
tion de
apsulates the pa
ket p and adds the result to the re
v-bu� bu�er. Thus, the 
ontents

of the pa
ket p may subsequently be pro
essed by the other 
omponents of the reliable multi
ast

pro
ess.

Ea
h input a
tion re
-usend

h

(h

0

; p) is performed by the re
overy 
omponent at h so as to uni
ast

the pa
ket p using the underlying IP servi
e to the host h

0

. If the host h is a member of the

reliable multi
ast group, then CESRM-IPbuff

h

en
apsulates h, seqno, h

0

, and p into a uni
ast

pa
ket, bu�ers this pa
ket in usend-bu� for uni
ast transmission using the underlying IP servi
e,

and in
rements seqno. In e�e
t, the en
apsulation of p annotates it with the host h, the value
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Figure 6.3 CESRM Pa
ket De�nitions

P

RM-Client

= Set of pa
kets su
h that 8 p 2 P

RM-Client

:

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

suÆx (p) = fhs; ii 2 H � N j sour
e(p) = s ^ seqno(p) � ig

P

RM-Client

[h℄ = fp 2 P

RM-Client

j sour
e(p) = hg

P

CESRM

= Set of pa
kets su
h that 8 p 2 P

CESRM

:

type(p) 2 fDATA; RQST; REPL; SESS; EXP-RQST; EXP-REPL; RQST-UPDATE; REPL-UPDATEg

DATA :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

strip(p) 2 P

RM-Client

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

RQST :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

dist2sr
(p) 2 R

�0

REPL :

sender(p) 2 H

requestor(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

strip(p) 2 P

RM-Client

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

re
-tpl(p) 2 Re
overy-Tuples

SESS :

sender(p) 2 H

time-sent(p) 2 R

�0

dist-rprt? (p) � H

dist-rprt(p; h) 2 fht; t

0

i j t; t

0

2 R

�0

g, for all h 2 H

seqno-rprts(p) � fhs; ii j s 2 H; i 2 Ng

EXP-RQST :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

re
-tpl(p) 2 Re
overy-Tuples

EXP-REPL :

sender(p) 2 H

requestor(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

strip(p) 2 P

RM-Client

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

re
-tpl(p) 2 Re
overy-Tuples

RQST-UPDATE :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

re
-tpl(p) 2 Re
overy-Tuples

REPL-UPDATE :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

re
-tpl(p) 2 Re
overy-Tuples

P

IPu
ast-Client

= Set of pa
kets su
h that 8 p 2 P

IPu
ast-Client

:

sour
e(p) 2 H

seqno(p) 2 N

dest(p) 2 H

strip(p) 2 f0; 1g

�

P

IPm
ast-Client

= Set of pa
kets su
h that 8 p 2 P

IPm
ast-Client

:

sour
e(p) 2 H

seqno(p) 2 N

strip(p) 2 f0; 1g

�

P

IPm
ast

= Set of pa
kets su
h that 8 pkt 2 P

IPm
ast

:

strip(pkt) 2 P

IPm
ast-Client

intended(pkt) � H


ompleted (pkt) � H

dropped (pkt) � H
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Figure 6.4 The CESRM-IPbuff

h

Automaton | Signature

Parameters:

h 2 H

A
tions:

input


rash

h

rm-join-a
k

h

rm-leave

h

mre
v

h

(p), for p 2 P

IPm
ast-Client

ure
v

h

(p), for p 2 P

IPu
ast-Client

re
-msend

h

(p), for p 2 P

CESRM

re
-usend

h

(h

0

; p), for h

0

2 H;h

0

6= h; p 2 P

CESRM

output

pro
ess-pkt

h

(p), for p 2 P

CESRM

msend

h

(p), for p 2 P

IPm
ast-Client

usend

h

(p), for p 2 P

IPu
ast-Client

time-passage

�(t), for t 2 R

�0

Figure 6.5 The CESRM-IPbuff

h

Automaton | Variables and Dis
rete Transitions

Variables:

now 2 R

�0

, initially now = 0

status 2 CESRM-Status , initially status = idle

seqno 2 N, initially seqno = 0

re
v-bu� � P

CESRM

, initially re
v-bu� = ;

msend-bu� � P

IPm
ast-Client

, initially msend-bu� = ;

usend-bu� � P

IPu
ast-Client

, initially usend-bu� = ;

Dis
rete Transitions:

input 
rash

h

e� status := 
rashed

input rm-join-a
k

h

e� if status 6= 
rashed then status := member

input rm-leave

h

e� if status 6= 
rashed then

Reinitialize all variables ex
ept now and seqno.

input mre
v

h

(p)

e� if status = member then re
v-bu� [= fstrip(p)g

input ure
v

h

(p)

e� if status = member then re
v-bu� [= fstrip(p)g

input re
-msend

h

(p)

e� if status = member then

msend-bu� [= f
omp-IPm
ast-pkt(h; seqno; p)g

seqno := seqno + 1

input re
-usend

h

(h

0

; p)

e� if status = member then

usend-bu� [= f
omp-IPu
ast-pkt (h; seqno; h

0

; p)g

seqno := seqno + 1

output pro
ess-pkt

h

(p)

pre status = member ^ p 2 re
v-bu�

e� re
v-bu� n= fpg

output msend

h

(p)

pre status = member ^ p 2 msend-bu�

e� msend-bu� n= fpg

output usend

h

(p)

pre status = member ^ p 2 usend-bu�

e� usend-bu� n= fpg

time-passage �(t)

pre status = 
rashed

_(re
v-bu� = ; ^ usend-bu� = ; ^msend-bu� = ;)

e� now := now + t

of seqno, and the destination host h

0

. Sin
e the variable seqno is persistent a
ross host joins and

leaves, pa
kets transmitted by the CESRM-IPbuff

h

automata, for h 2 H, are unique.

Output A
tions The output a
tion usend

h

(p) models the transmission of the pa
ket p using

the underlying IP uni
ast servi
e. It is enabled when the host h is a member of the group and

the pa
ket p is in the usend-bu� bu�er. Its e�e
ts are to remove the pa
ket p from the usend-bu�

bu�er.

6.2.3 The Re
overy Component | CESRM-re


h

The CESRM-re


h

timed I/O automaton spe
i�es the re
overy 
omponent of the reliable multi
ast

servi
e. Figure 6.6 presents the signature of CESRM-re


h

, that is, its parameters, and a
tions.

Figure 6.7 presents the variables of CESRM-re


h

. Figures 6.8, 6.10, 6.11, 6.12, and 6.13 present

the dis
rete transitions of CESRM-re


h

. Sin
e the CESRM-re


h

automaton is an enhan
ement
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Figure 6.6 The CESRM-re


h

Automaton | Signature

Parameters:

h 2 H;C

1

; C

2

; C

3

; D

1

; D

2

;D

3

2 R

�0

; DFLT-DIST; RQST-DELAY 2 R

�0

; SESS-PERIOD 2 R

+

A
tions:

input


rash

h

rm-join-a
k

h

rm-leave

h

rm-send

h

(p), for p 2 P

RM-Client

pro
ess-pkt

h

(p), for p 2 P

CESRM

internal

s
hdl-rqst

h

(s; i), for s 2 H; i 2 N

send-sess

h

send-rqst

h

(s; i), for s 2 H; i 2 N

send-repl

h

(s; i), for s 2 H; i 2 N

send-exp-rqst

h

(s; i), for s 2 H; i 2 N

send-rqst-update

h

(s; i), for s 2 H; i 2 N

send-repl-update

h

(s; i), for s 2 H; i 2 N

output

rm-re
v

h

(p), for p 2 P

RM-Client

re
-msend

h

(p), for p 2 P

CESRM

re
-usend

h

(h

0

; p), for h

0

2 H;h

0

6= h; p 2 P

CESRM

time-passage

�(t), for t 2 R

�0

of the SRM-re


h

automaton of Se
tion 4.3.4, we only des
ribe the fun
tionality of CESRM-re


h

beyond that of SRM-re


h

. On
e again, in order to provide the appropriate 
ontext, the des
ription

of ea
h of the parameters of CESRM-re


h

is deferred to appropriate pla
es within the des
ription

of its variables and a
tions.

Variables

Ea
h set usend-bu� (h

0

) � P

CESRM

, for h

0

2 H;h

0

6= h, is used to bu�er the pa
kets that are to be

subsequently uni
ast to h

0

using the underlying IP servi
e. More pre
isely, the set usend-bu� (h

0

)

is 
omprised of the expedited requests to be uni
ast by the reliable multi
ast pro
ess at h to the

host h

0

.

The variable re
overed-pkts? � H � N identi�es the pa
kets that have been re
eived as either REPL

or EXP-REPL pa
kets; that is, pa
kets whose original transmissions have been lost but have sin
e

been re
overed.

The sets expedited-rqsts � Expedited-Rqsts , rqst-updates � Rqst-Updates , and Repl-Updates �

Repl-Updates are 
omprised of tuples that identify the pa
kets for whi
h either expedited requests,

request updates, or reply updates, respe
tively, have been s
heduled for transmission. Tuples


omprising these sets identify ea
h pa
ket, its s
heduled transmission time, and the optimal

requestor/replier pair pertaining to the re
overy of the given pa
ket.

Ea
h of the variables re
-tpl(h

0

; i

0

) 2 Re
overy-Tuples [ ?, for h

0

2 H;h

0

6= h and i

0

2 N , identi�es

the optimal requestor/replier pair for the pa
ket hh

0

; i

0

i. The variable re
-tpl(h

0

; i

0

) is de�ned,

i.e., not equal to ?, only if the pa
ket hh

0

; i

0

i is a proper pa
ket that has been re
overed and,


onsequently, whose optimal requestor/replier pair has been determined.

Input A
tions

As in the 
ase of the SRM-re


h

automaton, the input a
tion pro
ess-pkt

h

(p) models the

pro
essing of the pa
ket p by CESRM-re


h

. The pa
ket p is pro
essed only when the host h is a

member of the reliable multi
ast group. We pro
eed by des
ribing the e�e
ts of pro
ess-pkt

h

(p)

depending on the type of the pa
ket p. In our des
ription of the e�e
ts of pro
ess-pkt

h

(p), we only

des
ribe the additional e�e
ts to those of the pro
ess-pkt

h

(p) a
tion of SRM-re


h

. Throughout
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Figure 6.7 The CESRM-re


h

Automaton | Variables

Variables:

now 2 R

�0

, initially now = 0

status 2 CESRM-Status , initially status = idle

rep-deadline 2 R

�0

[ ?, initially rep-deadline =?

dist-rprt(h

0

) 2 R

�0

� R

�0

[ ?, for all h

0

2 H;h

0

6= h, initially dist-rprt(h

0

) =?

dist(h

0

) 2 R

�0

� R

�0

, for all h

0

2 H;h

0

6= h, initially dist(h

0

) = h0; DFLT-DISTi

min-seqno(h

0

) 2 N [ ?, for all h

0

2 H, initially min-seqno(h

0

) =?, for all h

0

2 H

max-seqno(h

0

) 2 N [ ?, for all h

0

2 H, initially max-seqno(h

0

) =?, for all h

0

2 H

ar
hived-pkts � P

RM-Client

� R

�0

, initially ar
hived-pkts = ;

to-be-requested? � H � N, initially to-be-requested? = ;

pending-rqsts � Pending-Rqsts, initially pending-rqsts = ;

s
heduled-rqsts � S
heduled-Rqsts , initially s
heduled-rqsts = ;

pending-repls � Pending-Repls, initially pending-repls = ;

s
heduled-repls � S
heduled-Repls , initially s
heduled-repls = ;

to-be-delivered � P

RM-Client

, initially to-be-delivered = ;

msend-bu� � P

CESRM

, initially msend-bu� = ;

usend-bu� (h

0

) � P

CESRM

, for all h

0

2 H;h

0

6= h, initially usend-bu� = ;, for all h

0

2 H;h

0

6= h

re
overed-pkts? � H � N, initially re
overed-pkts? = ;

expedited-rqsts � Expedited-Rqsts, initially expedited-rqsts = ;

rqst-updates � Rqst-Updates , initially rqst-updates = ;

repl-updates � Repl-Updates , initially repl-updates = ;

re
-tpl(h

0

; i

0

) 2 Re
overy-Tuples [ ?, for h

0

2 H;h

0

6= h and i

0

2 N, initially re
-tpl =?, for h

0

2 H;h

0

6= h and i

0

2 N

Derived Variables:

dist? (h

0

) = d, for d 2 R

�0

, su
h that dist(h

0

) = ht; di, for some t 2 R

�0

, for all h

0

2 H

dist-rprt = [

h

0

2H;h

0

6=h;dist-rprt(h

0

) 6=?

fhh

0

; t

sent

; t

r
vd

i j dist-rprt(h

0

) = ht

sent

; t

r
vd

ig

max-seqno = [

h

0

2H;h

0

6=h;max-seqno(h

0

) 6=?

fhh

0

;max-seqno(h

0

)ig

for all h

0

2 H, proper? (h

0

) =

(

; if min-seqno(h

0

) =?

fhs; ii 2 H � N j s = h

0

;min-seqno(h

0

) � ig otherwise

for all h

0

2 H, window? (h

0

) =

(

; if min-seqno(h

0

) =?

fhs; ii 2 H � N j s = h

0

;min-seqno(h

0

) � i � max-seqno(h

0

)g otherwise

ar
hived-pkts? = fhs; ii 2 H � N j 9 p 2 P

RM-Client

; t 2 R

�0

: hp; ti 2 ar
hived-pkts ^ id(p) = hs; iig

ar
hived-pkts? (h

0

) = fhs; ii 2 ar
hived-pkts? j s = h

0

g, for all h

0

2 H

to-be-requested? (h

0

) = fhs; ii 2 to-be-requested? j s = h

0

g, for all h

0

2 H

to-be-delivered? = fhs; ii 2 H � N j 9 p 2 to-be-delivered : hs; ii = id(p)g

to-be-delivered? (h

0

) = fhs; ii 2 to-be-delivered? j s = h

0

g, for all h

0

2 H

s
heduled-rqsts? = fhs; ii 2 H � N j 9 t 2 R

�0

; k 2 N : hs; i; t; ki 2 s
heduled-rqstsg

s
heduled-rqsts? (h

0

) = fhs; ii 2 s
heduled-rqsts? j s = h

0

g, for all h

0

2 H

s
heduled-repls? = fhs; ii 2 H � N j 9 t; d

qs

2 R

�0

; q 2 H : hs; i; t; q; d

qs

i 2 s
heduled-replsg

s
heduled-repls? (h

0

) = fhs; ii 2 s
heduled-repls? j s = h

0

g, for all h

0

2 H

pending-rqsts? = fhs; ii 2 H � N j 9 t 2 R

�0

: now � t ^ hs; i; ti 2 pending-rqstsg

pending-repls? = fhs; ii 2 H � N j 9 t 2 R

�0

: now � t ^ hs; i; ti 2 pending-replsg

re
overed-pkts? (h

0

) = fhs; ii 2 re
overed-pkts? j s = h

0

g, for all h

0

2 H

expedited-rqsts? = fhs; ii 2 H � N j 9 t 2 R

�0

; re
-tpl 2 Re
overy-Tuples : hs; i; t; re
-tpli 2 expedited-rqstsg

rqst-updates? (h

0

) = fhs; ii 2 H � N j 9 t 2 R

�0

; re
-tpl 2 Re
overy-Tuples : hs; i; t; re
-tpli 2 rqst-updatesg, for all h

0

2 H

repl-updates? (h

0

) = fhs; ii 2 H � N j 9 t 2 R

�0

; re
-tpl 2 Re
overy-Tuples : hs; i; t; re
-tpli 2 repl-updatesg, for all h

0

2 H

our presentation of the e�e
ts of pro
ess-pkt

h

(p), we let s

p

2 H and i

p

2 N denote the sour
e

and the sequen
e number pertaining to the pa
ket p.

First, 
onsider the 
ase where p is a DATA pa
ket. In addition to the e�e
ts of the pro
ess-pkt

h

(p)

a
tion of SRM-re


h

, the pro
ess-pkt

h

(p) of CESRM-re


h


an
els any expedited requests for

the pa
ket p that are s
heduled for transmission.

Se
ond, 
onsider the 
ase where p is a RQST pa
ket. In this 
ase, the e�e
ts of the pro
ess-pkt

h

(p)

a
tion mimi
s the e�e
ts of the pro
ess-pkt

h

(p) a
tion of SRM-re


h

with the ex
eption that

when the request alerts the loss of the pa
ket hs

p

; i

p

i and h 
onsiders itself to be the optimal

requestor for hs

p

; i

p

i, the pro
ess-pkt

h

(p) a
tion also s
hedules the transmission of an expedited

request for hs

p

; i

p

i. The s
heduling of an expedited request in this 
ase is not ne
essary. The sender

of the pa
ket p has already dete
ted the loss of hs

p

; i

p

i and is possibly a preferable requestor for

hs

p

; i

p

i. The alternative de
ision of opting out of re
overing the pa
ket hs

p

; i

p

i expeditiously is also
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plausible strategy for the CESRM proto
ol.

Third, 
onsider the 
ase where p is a REPL pa
ket. In addition to the e�e
ts of the pro
ess-pkt

h

(p)

a
tion of SRM-re


h

, the pro
ess-pkt

h

(p) of CESRM-re


h


an
els any expedited requests for

the pa
ket p that are s
heduled for transmission and updates the optimal requestor/replier pair

for the pa
ket hs

p

; i

p

i. If p is a pa
ket that has been re
overed by h and the optimal re
overy

tuple 
a
hed at h for p is either unde�ned or a�ords a worse re
overy laten
y than the re
overy

tuple annotating p, then pro
ess-pkt

h

(p) sets the optimal re
overy tuple for hs

p

; i

p

i to the one

annotating p and 
an
els any s
heduled requestor and replier updates for hs

p

; i

p

i. These updates

pertain to the requestor/replier tuple that has just been repla
ed and is, thus, 
onsidered to be

stale.

Fourth, 
onsider the 
ase where p is a EXP-RQST pa
ket. The pa
ket p is pro
essed only when

the host h is a member of the reliable multi
ast group and the pa
ket p is a proper pa
ket; that

is, when status = member and min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

, where hs

p

; i

p

i = id(p).

If h 
onsiders itself to be the optimal replier for hs

p

; i

p

i, the pa
ket hs

p

; i

p

i is ar
hived at h,

and there are no pending replies for hs

p

; i

p

i, then h 
an
els any s
heduled replies for hs

p

; i

p

i

and s
hedules the immediate transmission of an expedited reply for hs

p

; i

p

i. In parti
ular, the

pro
ess-upkt

h

(p) a
tion 
omposes an expedited reply pa
ket for hs

p

; i

p

i and adds it to the bu�er

msend-bu� . The operation 
omp-exp-repl-pkt (s

p

; i

p

; re
-tpl ) 
omposes an EXP-REPL pa
ket from h

for hs

p

; i

p

i. Moreover, the pro
ess-upkt

h

(p) a
tion adds a tuple 
orresponding to hs

p

; i

p

i to the set

pending-repls . The reply abstinen
e timeout of this pending reply is set to now +D

3

d

rq

, where d

rq

is the distan
e estimate from the optimal replier r to the optimal requestor q of the given expedited

re
overy; namely, d

rq

is the distan
e estimate from r to the host q whose expedited request indu
ed

the parti
ular expedited reply for hs

p

; i

p

i.

Fifth, 
onsider the 
ase where p is a EXP-REPL pa
ket. In addition to the e�e
ts pertaining to

a REPL pa
ket of the pro
ess-pkt

h

(p) a
tion of SRM-re


h

, the pro
ess-pkt

h

(p) 
an
els any

expedited requests for p that are s
heduled for transmission, updates the optimal re
overy tuple for

hs

p

; i

p

i, and, when appropriate, s
hedules the transmission of either a requestor or a replier update

pa
kets. If the pa
ket hs

p

; i

p

i has been re
overed at h and either the 
a
hed optimal re
overy tuple

for hs

p

; i

p

i is unde�ned or it a�ords a worse re
overy laten
y than the re
overy tuple annotating

p, then pro
ess-pkt

h

(p) sets the optimal re
overy tuple for hs

p

; i

p

i to the one annotating p and


an
els any s
heduled requestor and replier updates for hs

p

; i

p

i. These updates pertain to the

requestor/replier tuple that has just been repla
ed and is, thus, 
onsidered to be stale. Moreover, if

no requestor updates are s
heduled for transmission, h is di�erent from the requestor q of the 
a
hed

optimal re
overy tuple for hs

p

; i

p

i, and h is preferable to q in terms of the a�orded re
overy laten
y,

then pro
ess-pkt

h

(p) s
hedules the transmission of a requestor update pa
ket. This 
ontrol pa
ket

is used to inform the members of the reliable multi
ast group that shared the loss of hs

p

; i

p

i of a

preferable requestor/replier pair.

If h has re
eived the original transmission of the pa
ket hs

p

; i

p

i, that is, the pa
ket hs

p

; i

p

i has been

ar
hived but is not re
orded as having been re
overed by h, no replier updates are s
heduled for

transmission, h is di�erent from the replier r of the 
a
hed optimal re
overy tuple for hs

p

; i

p

i, and h

is a preferable replier to r in terms of the a�orded re
overy laten
y, then pro
ess-pkt

h

(p) s
hedules

the transmission of a replier update pa
ket. This 
ontrol pa
ket is used to inform the members of

the reliable multi
ast group that shared the loss of hs

p

; i

p

i of a preferable requestor/replier pair.

Sixth, 
onsider the 
ase where p is a RQST-UPDATE pa
ket. The pa
ket p is only pro
essed when the

host h is a member of the reliable multi
ast group and the pa
ket hs

p

; i

p

i is proper. If p is a pa
ket

that has been re
overed at the host h and either the optimal re
overy tuple for p is unde�ned or it

a�ords a worse re
overy laten
y than the re
overy tuple annotating p, then pro
ess-pkt

h

(p) sets

the optimal re
overy tuple for hs

p

; i

p

i to the one annotating p. Moreover, if there is a s
heduled
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Figure 6.8 The CESRM-re


h

Automaton | Dis
rete Transitions

input 
rash

h

e� status := 
rashed

input rm-join-a
k

h

e� if status 6= 
rashed then

status := member

rep-deadline :2 now + (0; SESS-PERIOD℄

input rm-leave

h

e� if status 6= 
rashed then

Reinitialize all variables ex
ept now .

input rm-send

h

(p)

e� if status = member ^ h = sour
e(p) then

hs

p

; i

p

i = id(p)

nn Re
ord foremost DATA pa
ket

if min-seqno(s

p

) =? then min-seqno(s

p

) := i

p

nn Only 
onsider next pa
ket

if max-seqno(s

p

) =?

_i

p

= max-seqno(s

p

) + 1

then

max-seqno(s

p

) := i

p

nn Ar
hive pa
ket

ar
hived-pkts [= fhp;nowig

nn Compose data pa
ket

msend-bu� [= f
omp-data-pkt(p)g

output rm-re
v

h

(p)

pre status = member ^ p 2 to-be-delivered

^(� p

0

2 to-be-delivered :

sour
e(p

0

) = sour
e(p) ^ seqno(p

0

) < seqno(p))

e� to-be-delivered n= fpg

output re
-msend

h

(p)

pre status = member ^ p 2 msend-bu�

e� msend-bu� n= fpg

output re
-usend

h

(h

0

; p)

pre status = member ^ p 2 usend-bu� (h

0

)

e� usend-bu� (h

0

) n= fpg

replier update that a�ords worse re
overy laten
y, then pro
ess-pkt

h

(p) 
an
els this update. The

a
tion pro
ess-pkt

h

(p) also 
an
els any s
heduled requestor updates; su
h updates are suppressed

by the requestor update being pro
essed in the spirit of SRM. Finally, pro
ess-pkt

h

(p) adds

any trailing missing pa
kets to the set to-be-requested? , so that a request for ea
h of them may

subsequently be s
heduled.

Finally, the e�e
ts of the a
tion pro
ess-pkt

h

(p) when p is a REPL-UPDATE pa
ket are analogous

to those of a RQST-UPDATE pa
ket.

Output A
tions

Ea
h output a
tion re
-usend

h

(h

0

; p), for h

0

2 H;h

0

6= h; p 2 P

CESRM

, hands o� the pa
ket p

from CESRM-re


h

to CESRM-IPbuff

h

so that it may subsequently be uni
ast to h

0

using the

underlying IP servi
e. The pre
ondition of the re
-usend

h

(h

0

; p) a
tion is that the host h is a

member of the reliable multi
ast group and p is in the usend-bu� (h

0

) bu�er. Its e�e
ts are to

remove p from the usend-bu� (h

0

) bu�er.

Internal A
tions

The e�e
ts of the a
tion s
hdl-rqst

h

(s; i), for s 2 H; s 6= h; i 2 N , are augmented so as to

s
hedule an expedited request for the pa
ket hs; ii. Su
h a request is s
heduled in addition to one

s
heduled as part of the original SRM proto
ol. The operation opt-re
-tpl (s) determines the optimal

requestor/replier pair for the sour
e s given the ar
hive of optimal requestor/replier pairs for ea
h

of the pa
kets that have been re
overed so far; the optimal requestor/replier pairs are re
orded by

the variables re
-tpl(s; i

0

), for i

0

2 N . In this 
hapter, we designate the re
overy tuple of the most

re
ent pa
ket that has been re
overed by h to be the optimal re
overy tuple; that is, we assume a


a
he of size 1. In parti
ular, throughout this 
hapter, we let opt-re
-tpl (s) = re
-tpl(s; i

�

), where

i

�

= maxfi

0

2 N j re
-tpl(s; i

0

) 6=?g.

On
e the optimal requestor/replier pair for the pa
ket hs; ii has been determined, if the host h
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Figure 6.9 The CESRM-re


h

Automaton | Dis
rete Transitions (Cont'd)

input pro
ess-pkt

h

(p)

where type(p) = DATA

e� if status = member then

hs

p

; i

p

i = id(p)

nn Re
ord foremost DATA pa
ket

if h 6= s

p

^min-seqno(s

p

) =? then

min-seqno(s

p

) := i

p

; max-seqno(s

p

) := i

p

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn Ar
hive and deliver pa
ket

if h 6= s

p

^ hs

p

; i

p

i 62 ar
hived-pkts? then

ar
hived-pkts [= fhstrip(p);nowig

if h 6= s

p

then to-be-delivered [= fstrip(p)g

nn Pkt need not be requested

to-be-requested? n= fhs

p

; i

p

ig

nn Can
el any s
heduled requests and replies

s
heduled-rqsts n= fhs

p

; i

p

; t; ki j t 2 R

�0

; k 2 Ng

s
heduled-repls n=

f




s

p

; i

p

; t; q; d

qs

p

�

j t; d

qs

p

2 R

�0

; q 2 Hg

nn Can
el any pending requests

pending-rqsts n= fhs

p

; i

p

; ti j t 2 R

�0

g

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

nn Can
el any s
heduled expedited requests

expedited-rqsts n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

input pro
ess-pkt

h

(p)

where type(p) = SESS

e� if status = member then

s

p

:= sender(p)

if dist-rprt(s

p

) =? then

dist-rprt(s

p

) := htime-sent(p);nowi

else

ht

sent

; t

r
vd

i := dist-rprt(s

p

)

if t

sent

� time-sent(p) then

dist-rprt(s

p

) := htime-sent(p);nowi

if h 2 dist-rprt?(p) then




t

sent

; t

delayed

�

:= dist-rprt(p; h)

ht

rprt

; t

dist

i := dist(s

p

)

if t

rprt

� t

sent

then

t

0

dist

:= (now � t

delayed

� t

sent

)=2

dist(s

p

) :=




t

sent

; t

0

dist

�

forea
h hh

00

; i

00

i 2 seqno-rprts(p) do:

if min-seqno(h

00

) 6=? then

nn Dis
over any trailing missing pa
kets

if h 6= h

00

^max-seqno(h

00

) < i

00

then

to-be-requested? [=

fhh

00

; ii j i 2 N;max-seqno(h

00

) < i < i

00

g

max-seqno(h

00

) := i

00

is the optimal requestor, then it s
hedules the transmission of an expedited request for hs; ii for

a point in time that is RQST-DELAY time units in the future. Expedited requests are delayed in

this fashion so as to prevent the premature transmission of expedited requests when pa
kets are

temporarily 
onsidered missing due to the reordering of pa
kets within the transmission stream

from the sour
e.

Ea
h internal a
tion send-exp-rqst

h

(s; i), for s 2 H; i 2 N , models the expiration of the

transmission timeout of a s
heduled expedited request for the pa
ket hs; ii. The pre
ondition

of send-exp-rqst

h

(s; i) is that the host h is a member of the reliable multi
ast group and a

previously s
heduled expedited request for the pa
ket hs; ii has just expired; that is, there is

a tuple hs; i; t; re
-tpl i in expedited-rqsts su
h that t = now . Let the tuple hs; i; t; re
-tpl i be

the element of expedited-rqsts 
orresponding to the pa
ket hs; ii. send-exp-rqst

h

(s; i) 
omposes

an expedited request pa
ket and adds this pa
ket to the bu�er usend-bu� . The operation


omp-exp-rqst-pkt(s; i; re
-tpl ) 
omposes an EXP-RQST pa
ket for the pa
ket hs; ii. Finally, the

a
tion send-exp-rqst

h

(s; i) removes the tuple 
orresponding to hs; ii from the set expedited-rqsts .

Ea
h internal a
tion send-rqst-update

h

(s; i), for s 2 H; i 2 N , models the expiration of

the transmission timeout of a s
heduled request update for the pa
ket hs; ii. The pre
ondi-

tion of send-rqst-update

h

(s; i) is that the host h is a member of the reliable multi
ast group

and a previously s
heduled request update for the pa
ket hs; ii has just expired; that is, there

is a tuple hs; i; t; re
-tpl i in rqst-updates su
h that t = now . send-rqst-update

h

(s; i) sets

the re
-tpl (s; i) variable to the re
overy tuple re
-tpl pertaining to the parti
ular request up-

date, 
omposes a request update pa
ket, and adds it to the bu�er msend-bu� . The oper-

ation 
omp-rqst-update-pkt (s; i; re
-tpl ) 
omposes a RQST-UPDATE pa
ket from h for the pa
ket

hs; ii. Finally, the a
tion send-rqst-update

h

(s; i) removes the tuple hs; i; t; re
-tpl i from the set

rqst-updates .

Ea
h internal a
tion send-repl-update

h

(s; i), for s 2 H; i 2 N , models the expiration of the
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Figure 6.10 The CESRM-re


h

Automaton | Dis
rete Transitions (Cont'd)

input pro
ess-pkt

h

(p)

where type(p) = RQST

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

if hs

p

; i

p

i 2 ar
hived-pkts? then

if hs

p

; i

p

i 62 s
heduled-repls?

^hs

p

; i

p

i 62 pending-repls?

then

nn S
hedule a new reply

q := sender(p); d

qs

p

:= dist2sr
(p)

d

repl

:= dist? (q)

t

repl

:2 now + [D

1

d

repl

; (D

1

+D

2

)d

repl

℄

s
heduled-repls [= f




s

p

; i

p

; t

repl

; q; d

qs

p

�

g

else

if h 6= s

p

then

if hs

p

; i

p

i 62 s
heduled-rqsts? then

nn S
hedule a ba
ked-off request

k

r

:= 2; d

r

:= dist?(s

p

)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+C

2

)d

r

℄

s
heduled-rqsts [= fhs

p

; i

p

; t

r

; k

r

ig

nn Pkt request has been s
heduled

to-be-requested? n= fhs

p

; i

p

ig

nn A request be
omes pending

pending-rqsts n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

r

:= now + 2

k

r

�1

C

3

d

r

pending-rqsts [= fhs

p

; i

p

; t

r

ig

nn S
hedule an expedited request

if opt-re
-tpl(s

p

) 6=? then

hq; d

qs

; r; d

rq

i := opt-re
-tpl(s

p

)

if h = q then

t := now + RQST-DELAY

expedited-rqsts [=

fhs

p

; i

p

; t; hq; d

qs

; r; d

rq

iig

else

if hs

p

; i

p

i 62 pending-rqsts? then

nn Ba
koff s
heduled request


hoose t 2 R

�0

; k 2 N

where hs

p

; i

p

; t; ki 2 s
heduled-rqsts

s
heduled-rqsts n= fhs

p

; i

p

; t; kig

k

r

:= k + 1; d

r

:= dist?(s

p

)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+ C

2

)d

r

℄

s
heduled-rqsts [= fhs

p

; i

p

; t

r

; k

r

ig

nn A request be
omes pending

pending-rqsts n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

r

:= now + 2

k

r

�1

C

3

d

r

pending-rqsts [= fhs

p

; i

p

; t

r

ig

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = REPL

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn A reply be
omes pending

pending-repls n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

repl

:= now +D

3

dist?(requestor (p))

pending-repls [= f




s

p

; i

p

; t

repl

�

g

nn Ar
hive and deliver pa
ket

if h 6= s

p

^ hs

p

; i

p

i 62 ar
hived-pkts? then

re
overed-pkts? [= fhs

p

; i

p

ig

ar
hived-pkts [= fhstrip(p);nowig

if h 6= s

p

then to-be-delivered [= fstrip(p)g

nn Pkt need not be requested

to-be-requested? n= fhs

p

; i

p

ig

nn Can
el any s
heduled requests and replies

s
heduled-rqsts n= fhs

p

; i

p

; t; ki j t 2 R

�0

; k 2 Ng

s
heduled-repls n=

f




s

p

; i

p

; t; q; d

qs

p

�

j t; d

qs

p

2 R

�0

; q 2 Hg

nn Can
el any pending requests

pending-rqsts n= fhs

p

; i

p

; ti j t 2 R

�0

g

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

nn Can
el any s
heduled expedited requests

expedited-rqsts n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

nn Update requestor/replier state

if hs

p

; i

p

i 2 re
overed-pkts? then

if re
-tpl(s

p

; i

p

) =?

_re
-time(re
-tpl(p)) < re
-time(re
-tpl(s

p

; i

p

))

then

re
-tpl(s

p

; i

p

) := re
-tpl(p)

nn Can
el any requestor updates

rqst-updates n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

nn Can
el any replier updates

repl-updates n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

transmission timeout of a s
heduled request update for the pa
ket hs; ii. The pre
ondition and the

e�e
ts of a send-repl-update

h

(s; i) a
tion are analogous to those of the send-rqst-update

h

(s; i)

a
tion des
ribed above.

Time Passage

The a
tion �(t) models the passage of t time units. If the host h has 
rashed, then time is allowed to

elapse. Otherwise, time is prevented from elapsing while either there are pa
kets in the delivery, IP

uni
ast, and IP multi
ast transmission bu�ers or there are pa
kets whi
h have been de
lared missing
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Figure 6.11 The CESRM-re


h

Automaton | Dis
rete Transitions (Cont'd)

input pro
ess-pkt

h

(p)

where type(p) = EXP-RQST

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then




q; d

qs

p

; r; d

rq

�

:= re
-tpl(p)

nn Expedite a reply

if h = r ^ hs

p

; i

p

i 2 ar
hived-pkts?

^hs

p

; i

p

i 62 pending-repls?

then

nn A reply be
omes pending

pending-repls n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

repl

:= now +D

3

d

rq

pending-repls [= f




s

p

; i

p

; t

repl

�

g

nn Can
el any s
heduled replies

s
heduled-repls n=

f




s

p

; i

p

; t; q; d

qs

p

�

j t; d

qs

p

2 R

�0

; q 2 Hg

nn Compose EXP-REPL pa
ket

msend-bu� [=

f
omp-exp-repl-pkt(s

p

; i

p

; re
-tpl(p)g

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = EXP-REPL

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn A reply be
omes pending

pending-repls n= fhs

p

; i

p

; t

�

i j t

�

2 R

�0

g

t

repl

:= now +D

3

dist?(requestor (p))

pending-repls [= f




s

p

; i

p

; t

repl

�

g

nn Ar
hive and deliver pa
ket

if h 6= s

p

^ hs

p

; i

p

i 62 ar
hived-pkts? then

re
overed-pkts? [= fhs

p

; i

p

ig

ar
hived-pkts [= fhstrip(p);nowig

if h 6= s

p

then to-be-delivered [= fpg

nn Pkt need not be requested

to-be-requested? n= fhs

p

; i

p

ig

nn Can
el any requests/replies

s
heduled-rqsts n= fhs

p

; i

p

; t; ki j t 2 R

�0

; k 2 Ng

s
heduled-repls n=

f




s

p

; i

p

; t; q; d

qs

p

�

j t; d

qs

p

2 R

�0

; q 2 Hg

nn Can
el any pending requests

pending-rqsts n= fhs

p

; i

p

; ti j t 2 R

�0

g

nn Dis
over any trailing missing pa
kets

if max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i < i

p

g

max-seqno(s

p

) := i

p

nn Can
el any s
heduled expedited requests

expedited-rqsts n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

if hs

p

; i

p

i 2 re
overed-pkts? then

if re
-tpl(s

p

; i

p

) =?

_re
-time(re
-tpl(p)) < re
-time(re
-tpl(s

p

; i

p

))

then

re
-tpl(s

p

; i

p

) := re
-tpl(p)

nn Can
el any requestor updates

rqst-updates n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

nn Can
el any replier updates

repl-updates n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg




q; d

qs

p

; r; d

rq

�

:= re
-tpl(s

p

; i

p

)

if hs

p

; i

p

i 62 rqst-updates? ^ h 6= q then

nn S
hedule a requestor update


and-re
-tpl := hh; dist?(s

p

); r; dist?(r)i


and-re
-time := re
-time(
and-re
-tpl)


urr-re
-tpl := re
-tpl(s

p

; i

p

)


urr-re
-time := re
-time(
urr-re
-tpl)

if 
and-re
-time < 
urr-re
-time then

d

rqst

:= dist?(s

p

)

t

rqst

:2 now + [C

1

d

rqst

; (C

1

+C

2

)d

rqst

℄

rqst-updates [= fhs

p

; i

p

; t

rqst

; 
and-re
-tplig




q; d

qs

p

; r; d

rq

�

:= re
-tpl(p)

if hs

p

; i

p

i 2 ar
hived-pkts? n re
overed-pkts? then

if hs

p

; i

p

i 62 repl-updates? ^ h 6= r then

nn S
hedule a replier update


and-re
-tpl := hq; d

qs

; h; dist? (q)i


and-re
-time := re
-time(
and-re
-tpl)

if 
and-re
-time < re
-time(re
-tpl(p)) then

d

repl

:= dist? (q)

t

repl

:2 now + [D

1

d

repl

; (D

1

+D

2

)d

repl

℄

repl-updates [= f




s

p

; i

p

; t

repl

; 
and-re
-tpl

�

g
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Figure 6.12 The CESRM-re


h

Automaton | Dis
rete Transitions (Cont'd)

input pro
ess-pkt

h

(p)

where type(p) = RQST-UPDATE

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

if hs

p

; i

p

i 2 re
overed-pkts? then

nn Update requestor state

if re
-tpl(s

p

; i

p

) =?

_re
-time(re
-tpl(p)) < re
-time(re
-tpl(s

p

; i

p

))

then

re
-tpl(s

p

; i

p

) := re
-tpl(p)

nn Remove worse replier update

if hs

p

; i

p

i 2 repl-updates? then


hoose t 2 R

�0

; re
-tpl 2 Re
overy-Tuples

where hs

p

; i

p

; t; re
-tpli 2 repl-updates

re
-time = re
-time(re
-tpl)

if re
-time(re
-tpl(p)) < re
-time then

repl-updates n= fhs

p

; i

p

; t; re
-tplig

nn Can
el any requestor updates

rqst-updates n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

nn Dis
over any trailing missing pa
kets

if max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i � i

p

g

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = REPL-UPDATE

e� if status = member then

hs

p

; i

p

i = id(p)

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

if hs

p

; i

p

i 2 re
overed-pkts? then

nn Update replier state

if re
-tpl(s

p

; i

p

) =?

_re
-time(re
-tpl(p)) < re
-time(re
-tpl(s

p

; i

p

))

then

re
-tpl(s

p

; i

p

) := re
-tpl(p)

nn Remove worse requestor update

if hs

p

; i

p

i 2 rqst-updates? then


hoose t 2 R

�0

; re
-tpl 2 Re
overy-Tuples

where hs

p

; i

p

; t; re
-tpli 2 rqst-updates

re
-time = re
-time(re
-tpl)

if re
-time(re
-tpl(p)) < re
-time then

rqst-updates n= fhs

p

; i

p

; t; re
-tplig

nn Can
el any replier updates

repl-updates n= fhs

p

; i

p

; t; re
-tpli j

t 2 R

�0

; re
-tpl 2 Re
overy-Tuplesg

nn Dis
over any trailing missing pa
kets

if max-seqno(s

p

) < i

p

then

to-be-requested? [=

fhs

p

; ii j i 2 N;max-seqno(s

p

) < i � i

p

g

max-seqno(s

p

) := i

p

but for whi
h a request has yet to be s
heduled; that is, while either the bu�er to-be-delivered , the

bu�er msend-bu� , the bu�er msend-bu� , or the set to-be-requested? is non-empty. Furthermore,

time is prevented from elapsing past the s
heduled transmission time of any requests, replies,

expedited requests, request updates, and reply updates.

6.2.4 The IP Component | IP

In this se
tion, we augment our abstra
t spe
i�
ation of the underlying IP multi
ast servi
e

IPm
ast of Chapter 4 to provide the IP uni
ast servi
e, i.e., the best-e�ort point-to-point


ommuni
ation servi
e. Figures 6.14 and 6.15 present the signature, the variables, and the a
tions

of the TIOA model IP of the IP servi
e 
omponent that provides both multi
ast and uni
ast


ommuni
ation. We pro
eed by only des
ribing the additions to the spe
i�
ation of the IPm
ast

automaton of Chapter 4.

The set upkts � P

IPu
ast-Client

is 
omprised of the pa
kets that have been uni
ast and are pending

delivery to their respe
tive re
ipients. The a
tion usend

h

(p), for p 2 P

IPu
ast-Client

, models the

uni
ast transmission of the pa
ket p by the host h. When the host h is operational, the usend

h

(p)

a
tion adds the pa
ket p to the set of pending uni
ast pa
kets upkts . The a
tion udrop(p), for

p 2 P

IPu
ast-Client

, models the loss of the pa
ket p. Its e�e
ts are to remove p from the set of

pending uni
ast pa
kets upkts . The a
tion ure
v

h

(p), for p 2 P

IPu
ast-Client

, models the re
eption

of the uni
ast pa
ket p. The pre
ondition of ure
v

h

(p) is that h is operational, h is the intended

re
ipient of p, and that p is a pending uni
ast pa
ket. Its e�e
ts are to remove p from the set of

pending uni
ast pa
kets upkts .
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Figure 6.13 The CESRM-re


h

Automaton | Dis
rete Transitions (Cont'd)

internal s
hdl-rqst

h

(s; i)

pre status = member ^ hs; ii 2 to-be-requested?

e� nn S
hedule new request

k

r

:= 1; d

r

:= dist? (s)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+ C

2

)d

r

℄

s
heduled-rqsts [= fhs; i; t

r

; k

r

ig

nn Pkt request has been s
heduled

to-be-requested? n= fhs; iig

nn S
hedule an expedited request

if opt-re
-tpl(s) 6=? then

hq; d

qs

; r; d

rq

i := opt-re
-tpl(s)

if h = q then

t := now + RQST-DELAY

expedited-rqsts [= fhs; i; t; hq; d

qs

; r; d

rq

iig

internal send-sess

h

pre status = member ^ now = rep-deadline

e� nn Compose session pa
ket

msend-bu� [=

f
omp-sess-pkt(h; now ; dist-rprt ;max-seqno)g

nn Reset session pa
ket deadline

rep-deadline := now + SESS-PERIOD

internal send-rqst

h

(s; i)


hoose t 2 R

�0

; k 2 N

pre status = member

^t = now ^ hs; i; t; ki 2 s
heduled-rqsts

e� nn Compose request pa
ket

msend-bu� [= f
omp-rqst-pkt(s; i; h; dist? (s))g

nn Ba
k-off s
heduled request

s
heduled-rqsts n= fhs; i; t; kig

k

r

:= k + 1; d

r

:= dist?(s)

t

r

:2 now + 2

k

r

�1

[C

1

d

r

; (C

1

+ C

2

)d

r

℄

s
heduled-rqsts [= fhs; i; t

r

; k

r

ig

nn A request be
omes pending

pending-rqsts n= fhs; i; t

�

i j t

�

2 R

�0

g

t

r

:= now + 2

k

r

�1

C

3

d

r

pending-rqsts [= fhs; i; t

r

ig

internal send-repl

h

(s; i)


hoose t 2 R

�0

; q 2 H; d

qs

2 R

�0

pre status = member

^t = now ^ hs; i; t; q; d

qs

i 2 s
heduled-repls

e� nn Compose reply pa
ket


hoose p 2 P

RM-Client

; t 2 R

�0

where hp; ti 2 ar
hived-pkts ^ id(p) = hs; ii

msend-bu� [= f
omp-repl-pkt(p; q; d

qs

; h; dist?(q))g

nn A reply be
omes pending

pending-repls n= fhs; i; t

�

i j t

�

2 R

�0

g

t

repl

:= now +D

3

dist? (r)

pending-repls [= f




s; i; t

repl

�

g

nn Can
el s
heduled reply

s
heduled-repls n= fhs; i; t; q; d

qs

ig

internal send-exp-rqst

h

(s; i)


hoose t 2 R

�0

; re
-tpl 2 Re
overy-Tuples

pre status = member

^t = now ^ hs; i; t; re
-tpli 2 expedited-rqsts

e� hq; d

qs

; r; d

rq

i = re
-tpl

nn Compose EXP-RQST pa
ket

usend-bu� (r)[= f
omp-exp-rqst-pkt(s; i; re
-tpl)g

nn Expedited request 
ompleted

expedited-rqsts n= fhs; i; t; re
-tplig

internal send-rqst-update

h

(s; i)


hoose t 2 R

�0

; re
-tpl 2 Re
overy-Tuples

pre status = member

^t = now ^ hs; i; t; re
-tpli 2 rqst-updates

e� nn Update optimal requestor/replier pair

re
-tpl(s; i) := re
-tpl

nn Compose RQST-UPDATE pa
ket

msend-bu� [= f
omp-rqst-update-pkt(s; i; re
-tpl)g

nn Request update 
ompleted

rqst-updates n= fhs; i; t; ; re
-tplig

internal send-repl-update

h

(s; i)


hoose t 2 R

�0

; re
-tpl 2 Re
overy-Tuples

pre status = member

^t = now ^ hs; i; t; re
-tpli 2 repl-updates

e� nn Update optimal requestor/replier pair

re
-tpl(s; i) := re
-tpl

nn Compose REPL-UPDATE pa
ket

msend-bu� [= f
omp-repl-update-pkt (s; i; re
-tpl)g

nn Reply update 
ompleted

repl-updates n= fhs; i; t; ; re
-tplig

time-passage �(t)

pre status = 
rashed

_(to-be-requested? = ; ^ to-be-delivered = ;

^msend-bu� = ; ^ (^

h

0

2H;h

0

6=h

usend-bu� (h

0

) = ;)

^(rep-deadline =? _now + t � rep-deadline)

^ no requests s
heduled earlier than now + t

^ no replies s
heduled earlier than now + t

^ no exp-rqsts s
heduled earlier than now + t

^ no rqst-updates s
heduled earlier than now + t

^ no repl-updates s
heduled earlier than now + t)

e� now := now + t

Figure 6.14 The IP Automaton | Signature

A
tions:

input


rash

h

, for h 2 H

mjoin

h

, for h 2 H

mleave

h

, for h 2 H

usend

h

(p), for h 2 H;p 2 P

IPu
ast-Client

msend

h

(p), for h 2 H; p 2 P

IPm
ast-Client

internal

mgrbg-
oll(pkt), for pkt 2 P

IPm
ast

output

mjoin-a
k

h

, for h 2 H

mleave-a
k

h

, for h 2 H

ure
v

h

(p), for h 2 H; p 2 P

IPm
ast-Client

mre
v

h

(p), for h 2 H;p 2 P

IPm
ast-Client

udrop(p), for p 2 P

IPm
ast-Client

mdrop(p;H

d

), for p 2 P

IPm
ast-Client

; H

d

� H

time-passage

�(t), for t 2 R

�0
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Figure 6.15 The IP automaton | Variables and Dis
rete Transitions

Variables:

now 2 R

�0

, initially now = 0

status(h) 2 IPm
ast-Status , for all h 2 H,

initially status(h) = idle, for all h 2 H

upkts � P

IPu
ast-Client

, initially upkts = ;

mpkts � P

IPm
ast

, initially mpkts = ;

Derived Variables:

up = fh 2 Hjstatus(h) 6= 
rashedg

idle = fh 2 Hjstatus(h) = idleg

joining = fh 2 Hjstatus(h) = joiningg

leaving = fh 2 Hjstatus(h) = leavingg

members = fh 2 Hjstatus(h) = memberg

Dis
rete Transitions:

input 
rash

h

e� if h 2 up then

status(h) := 
rashed

forea
h pkt 2 mpkts do:

intended(pkt) n= fhg

input mjoin

h

e� if h 2 idle then

status(h) := joining

input mleave

h

e� if h 2 joining [members then

status(h) := leaving

forea
h pkt 2 mpkts do:

intended(pkt) n= fhg

input usend

h

(p)

e� if h 2 up then

upkts [= fpg

input msend

h

(p)

e� if h 2 up then

mpkts [= fhp;members ; fhg; ;ig

internal mgrbg-
oll(p)


hoose pkt 2 P

IPm
ast

pre pkt 2 mpkts ^ p = strip(pkt)

^intended(pkt) � (
ompleted (pkt) [ dropped (pkt))

e� mpkts n= fpktg

output mjoin-a
k

h

pre h 2 joining

e� status(h) := member

output mleave-a
k

h

pre h 2 leaving

e� status(h) := idle

input ure
v

h

(p)

pre h 2 up ^ h = dest(p) ^ p 2 upkts

e� upkts n= fpg

output mre
v

h

(p)


hoose pkt 2 P

IPm
ast

pre pkt 2 mpkts ^ p = strip(pkt)

^h 6= sour
e(p) ^ h 2 membersndropped (pkt)

e� 
ompleted (pkt)[= fhg

input udrop(p)

pre p 2 upkts

e� upkts n= fpg

output mdrop(p;H

d

)


hoose pkt 2 P

IPm
ast

pre pkt 2 mpkts ^ p = strip(pkt)

^H

d

� membersn(
ompleted (pkt) [ dropped (pkt))

e� dropped (pkt)[= H

d

time-passage �(t)

pre None

e� now := now + t

6.3 CESRM Corre
tness

In this se
tion, we analyze the 
orre
tness of our model of the CESRM proto
ol against the reliable

multi
ast servi
e spe
i�
ation of Chapter 3.

As in the 
ase of the SRM proto
ol, our model of the CESRM proto
ol involves the CESRM

pro
esses at ea
h host and the underlying IP multi
ast servi
e; that is, the automaton

Q

h2H

CESRM

h

� IP, where CESRM

h

= CESRM-mem

h

�CESRM-IPbuff

h

�CESRM-re


h

.

We de�ne the automaton CESRM to be the 
omposition

Q

h2H

CESRM

h

� IP after hiding all

output a
tions that are not output a
tions of the spe
i�
ation RM(�), for any � 2 R

�0

[1; that

is, CESRM = hide

�

(

Q

h2H

CESRM

h

� IP), with � = out(

Q

h2H

CESRM

h

� IP)nout(RM(�)).

Furthermore, we let CESRM

I

and RM

S

(�), for any � 2 R

�0

[1, denote the implementation

and the spe
i�
ation of the reliable multi
ast servi
e ea
h 
omposed with all the 
lient automata;

that is, CESRM

I

= CESRM� rmClients and RM

S

(�) = RM(�)� rmClients.

The 
orre
tness analysis of CESRM

I

follows pre
isely the 
orre
tness analysis of SRM

I

in

Chapter 4. We pro
eed by adapting the 
orre
tness analysis of SRM

I

presented in Se
tion 4.4

to the spe
i�
s of CESRM

I

.
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6.3.1 Corre
tness Analysis Preliminaries

In this se
tion, we adapt the invariants and lemmas of Se
tion 4.4.3 to the CESRM

I

automaton.

The proofs of most su
h invariants and lemmas 
arry over from Se
tion 4.4 pra
ti
ally un
hanged.

The key to this realization is that: i) the e�e
ts of a pro
ess-pkt

h

(p), for p 2 P

CESRM

, su
h

that type(p) = EXP-RQST, is analogous to the pro
essing of a RQST pa
ket and the transmission

of a reply to this request, and ii) the e�e
ts of a pro
ess-pkt

h

(p), for p 2 P

CESRM

, su
h that

type(p) = EXP-REPL, is analogous to the pro
essing of a REPL pa
ket.

We begin by stating the transmission integrity property of the IP 
omponent along the lines of

Lemma 4.1. This property states that any pa
ket that is re
eived by a 
lient of the IP 
omponent

must have previously been transmitted by a 
lient of the IP 
omponent.

Lemma 6.1 (IP Transmission Integrity) For any timed tra
e � of IP, it is the 
ase that:

1. any mre
v

h

(p) a
tion, for h 2 H and p 2 P

IPm
ast-Client

, in � is pre
eded in � by a msend

h

0

(p)

a
tion, for some h

0

2 H, and

2. any ure
v

h

(p) a
tion, for h 2 H and p 2 P

IPu
ast-Client

, in � is pre
eded in � by a usend

h

0

(p)

a
tion, for some h

0

2 H.

Proof: The proof of the �rst 
laim is identi
al to the proof of Lemma 4.1. The proof of the se
ond


laim is analogous.

Let � be any timed exe
ution of IP su
h that � = ttra
e(�). Consider a parti
ular o

urren
e of

an a
tion ure
v

h

(p) in �, for h 2 H and p 2 P

IPu
ast-Client

. Let (u; ure
v

h

(p); u

0

) 2 trans(IP)

be the dis
rete transition in � 
orresponding to the parti
ular o

urren
e of the a
tion ure
v

h

(p)

in �. From the pre
ondition of ure
v

h

(p), it is the 
ase that p 2 u:upkts . However, p may be

added to upkts only by the o

urren
e of an a
tion usend

h

0

(p), for some h 2 H. It follows that the

o

urren
e of any a
tion ure
v

h

(p) in � is pre
eded by the o

urren
e of an a
tion usend

h

0

(p), for

some h

0

2 H. ❒

Invariant 6.1 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:window? (h

0

) � u:proper? (h

0

).

Proof: Follows dire
tly from the de�nitions of the derived variables CESRM-re


h

:window? (h

0

)

and CESRM-re


h

:proper? (h

0

). ❒

Invariant 6.2 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, if u:status 6= member,

then u:expe
ted (h

0

) = ; and u:delivered (h

0

) = ;.

Proof: The proof is identi
al to that of Invariant 4.2. ❒

Invariant 6.3 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that:

1. u:min-seqno(h

0

) 6=?, u:max-seqno(h

0

) 6=? and

2. u:min-seqno(h

0

) 6=? ) u:min-seqno(h

0

) � u:max-seqno(h

0

).

Proof: The proof is identi
al to that of Invariant 4.3. ❒

Invariant 6.4 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that:
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1. u:delivered (h

0

) [ u:to-be-delivered? (h

0

) � u:ar
hived-pkts? (h

0

) and

2. u:status = member) u:delivered (h

0

) [ u:to-be-delivered? (h

0

) = u:ar
hived-pkts? (h

0

).

Proof: The proof is identi
al to that of Invariant 6.4. ❒

Invariant 6.5 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:ar
hived-pkts? (h

0

) � u:window? (h

0

).

Proof: The proof is similar to the indu
tion used in the proof of Invariant 6.5. In this 
ase, we must

also 
onsider the dis
rete transitions involving a pro
ess-pkt

h

(p) a
tion, for p 2 P

CESRM

, su
h

that type(p) 2 fEXP-RQST; EXP-REPL; RQST-UPDATE; REPL-UPDATEg; the other a
tions introdu
ed in

CESRM-re


h

do not a�e
t the variables min-seqno(h

0

), max-seqno(h

0

), and ar
hived-pkts? (h

0

). In

the 
ase of a EXP-RQST pa
ket, the pro
ess-pkt

h

(p) a
tion does not a�e
t ar
hived-pkts? (h

0

) and

may only in
rease max-seqno(h

0

). In the 
ase of a EXP-REPL pa
ket, the e�e
ts of pro
ess-pkt

h

(p)

with respe
t to the variables min-seqno(h

0

), max-seqno(h

0

), and ar
hived-pkts? (h

0

) are similar to

those in the 
ase of a REPL pa
ket. In the 
ase of either a RQST-UPDATE or a REPL-UPDATE pa
ket, the

pro
ess-pkt

h

(p) a
tion does not a�e
t ar
hived-pkts? (h

0

) and may only in
rease max-seqno(h

0

).

Thus, it follows that the invariant assertion holds following the pro
essing of either EXP-RQST,

EXP-REPL, or RQST-UPDATE, REPL-UPDATE pa
kets. ❒

Invariant 6.6 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase

thatu:to-be-delivered? (h

0

) � u:window? (h

0

).

Proof: Follows dire
tly from Invariants 6.4 and 6.5. ❒

Invariant 6.7 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase

thatu:delivered (h

0

) � u:window? (h

0

).

Proof: Follows dire
tly from Invariants 6.4 and 6.5. ❒

Invariant 6.8 For h 2 H, p 2 P

RM-Client

, and any rea
hable state u of CESRM-re


h

, if

p 2 u:to-be-delivered , then u:min-seqno(sour
e(p)) 6=? and u:min-seqno(sour
e(p)) � seqno(p).

Proof: The proof is identi
al to that of Invariant 4.8. ❒

Invariant 6.9 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that:

1. u:min-seqno(h

0

) =? ) u:expe
ted (h

0

) = ;,

2. u:delivered (h

0

) � u:expe
ted (h

0

),

3. h = h

0

^ u:status 6= 
rashed) u:expe
ted (h

0

) = u:proper? (h

0

), and

4. u:expe
ted (h

0

) 6= ; ) u:expe
ted (h

0

) = u:proper? (h

0

)

Proof: The proof is identi
al to that of Invariant 4.9; the e�e
ts of pro
essing a EXP-REPL

pa
ket are identi
al to those of pro
essing a REPL pa
ket with respe
t to the relevant variables of

CESRM-re


h

. ❒
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Invariant 6.10 Let h 2 H and u be any rea
hable state u of CESRM-re


h

. For any p 2 P

CESRM

,

su
h that type(p) 2 fDATA; REPLg and p 2 u:msend-bu� , it is the 
ase that id(p) 2 u:ar
hived-pkts? .

Proof: The proof is identi
al to that of Invariant 4.10. ❒

Invariant 6.11 For h 2 H, p 2 P

RM-Client

, and any rea
hable state u of CESRM-re


h

, if

p 2 u:to-be-delivered , then sour
e(p) 6= h.

Proof: From the e�e
ts of the pro
ess-pkt

h

(p) a
tion, for h 2 H and p 2 P

CESRM

, it follows that

a pa
ket p may be added to to-be-delivered only if sour
e(p) 6= h. ❒

Invariant 6.12 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, if u:expe
ted (h

0

) 6= ;,

then u:to-be-delivered? (h

0

) � u:expe
ted (h

0

).

Proof: The proof is identi
al to that of Invariant 4.12. ❒

Invariant 6.13 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:to-be-requested? (h

0

) � u:window? (h

0

).

Proof: The proof is similar to the indu
tion used in the proof of Invariant 4.13. In this


ase, we must also 
onsider the dis
rete transitions involving a pro
ess-pkt

h

(p) a
tion, for

p 2 P

CESRM

, su
h that type(p) 2 fEXP-RQST; EXP-REPL; RQST-UPDATE; REPL-UPDATEg; the other

a
tions introdu
ed in CESRM-re


h

do not a�e
t the variables to-be-requested? (h

0

), min-seqno(h

0

),

and max-seqno(h

0

). In the 
ase of EXP-RQST, EXP-REPL, RQST-UPDATE, and REPL-UPDATE pa
kets,

the pro
ess-pkt

h

(p) a
tion adds elements to to-be-requested? (h

0

) only when trailing missing

pa
kets are dis
overed. In su
h 
ases, it also in
reases the value of max-seqno(h

0

) to a

ount for the

pa
kets that is has dete
ted to have been transmitted by h

0

. Thus, following su
h a pro
ess-pkt

h

(p)

a
tion, the invariant assertion still holds. ❒

Invariant 6.14 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:s
heduled-repls? (h

0

) � u:ar
hived-pkts? (h

0

).

Proof: The proof is similar to the indu
tion used in the proof of Invariant 4.14. In this 
ase, we

must also 
onsider the dis
rete transitions involving a pro
ess-pkt

h

(p) a
tion, for p 2 P

CESRM

,

su
h that type(p) 2 fEXP-RQST; EXP-REPLg; the other a
tions introdu
ed in CESRM-re


h

do not

a�e
t the variables s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

). In the 
ase of an EXP-RQST pa
ket,

the pro
ess-pkt

h

(p) a
tion may only remove elements from s
heduled-repls? (h

0

) and may only add

elements to ar
hived-pkts? (h

0

). From the indu
tion hypothesis, it follows that the invariant assertion

holds following the parti
ular pro
ess-pkt

h

(p) a
tion. In the 
ase of a EXP-REPL pa
ket, the e�e
ts

of pro
ess-pkt

h

(p) with respe
t to the variables s
heduled-repls? (h

0

) and ar
hived-pkts? (h

0

) pa
ket

are identi
al to those in the 
ase of a REPL pa
ket. Thus, it follows that the invariant assertion

holds following the parti
ular pro
ess-pkt

h

(p) a
tion. ❒

Invariant 6.15 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:s
heduled-rqsts? (h

0

) � u:window? (h

0

).
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Proof: The proof is similar to the indu
tion used in the proof of Invariant 4.14. In this


ase, we must also 
onsider the dis
rete transitions involving a pro
ess-pkt

h

(p) a
tion, for p 2

P

CESRM

, su
h that type(p) 2 fEXP-RQST; EXP-REPL; RQST-UPDATE; REPL-UPDATEg; the other a
tions

introdu
ed in CESRM-re


h

do not a�e
t the variables s
heduled-rqsts? (h

0

) and window? (h

0

). In

the 
ase of either EXP-RQST, RQST-UPDATE, or REPL-UPDATE pa
kets, the pro
ess-pkt

h

(p) a
tion

does not a�e
t s
heduled-rqsts? (h

0

) and may only add elements to window? (h

0

). Thus, the indu
tion

hypothesis implies that the invariant assertion holds following the o

urren
e of pro
ess-pkt

h

(p).

In the 
ase of a EXP-REPL pa
ket, the pro
ess-pkt

h

(p) a
tion may only remove elements from

s
heduled-rqsts? (h

0

) and may only add elements to window? (h

0

). Thus, the indu
tion hypothesis

implies that the invariant assertion holds following the o

urren
e of pro
ess-pkt

h

(p). ❒

Invariant 6.16 For h; h

0

2 H and any rea
hable state u of CESRM

I

, it is the 
ase that

u[CESRM-re


h

℄:re
overed-pkts? (h

0

) � u[CESRM-re


h

℄:ar
hived-pkts? (h

0

).

Proof: Follows by a simple indu
tion on the length of any �nite admissible exe
ution of

CESRM

I

leading to u. The key point to the indu
tion is that the only a
tions that a�e
t

the variable CESRM-re


h

:re
overed-pkts? (h

0

) are the a
tions rm-leave

h

and pro
ess-pkt

h

(p)

a
tion, for p 2 P

CESRM

, su
h that type(p) 2 fREPL; EXP-REPLg. The a
tion rm-leave

h

reinitializes

the variables CESRM-re


h

:re
overed-pkts? (h

0

) and CESRM-re


h

:ar
hived-pkts? (h

0

). Thus, the

invariant assertion holds following the o

urren
e of rm-leave

h

. In the 
ase of the pro
ess-pkt

h

(p)

a
tion, whenever pro
ess-pkt

h

(p) adds id(p) to CESRM-re


h

:re
overed-pkts? (h

0

), it also adds

it to CESRM-re


h

:ar
hived-pkts? (h

0

). Thus, the indu
tion hypothesis implies that the invariant

assertion holds following the o

urren
e of pro
ess-pkt

h

(p). ❒

Invariant 6.17 For h; h

0

2 H and any rea
hable state u of CESRM

I

, it is the 
ase that

u[CESRM-re


h

℄:repl-updates? (h

0

) � u[CESRM-re


h

℄:window? (h

0

).

Proof: Follows by a simple indu
tion on the length of any �nite admissible exe
ution of

CESRM

I

leading to u. The key point to the indu
tion is that the only a
tions that a�e
t the

variable CESRM-re


h

:repl-updates? (h

0

) are the a
tions rm-leave

h

and pro
ess-pkt

h

(p) a
tion,

for p 2 P

CESRM

, su
h that type(p) = EXP-REPL. The a
tion rm-leave

h

reinitializes the variables

CESRM-re


h

:repl-updates? (h

0

) and CESRM-re


h

:window? (h

0

). Thus, the invariant assertion

holds following the o

urren
e of rm-leave

h

. The pro
ess-pkt

h

(p) a
tion may add id(p) to

CESRM-re


h

:repl-updates? (h

0

) only if id(p) 2 CESRM-re


h

:re
overed-pkts? (h

0

). Invariants 6.16

and 6.5 imply that id(p) 2 CESRM-re


h

:window? (h

0

). Thus, the indu
tion hypothesis implies

that the invariant assertion holds following the o

urren
e of pro
ess-pkt

h

(p). ❒

Invariant 6.18 For h; h

0

2 H and any rea
hable state u of CESRM

I

, it is the 
ase that

u[CESRM-re


h

℄:rqst-updates? (h

0

) � u[CESRM-re


h

℄:window? (h

0

).

Proof: Follows by a simple indu
tion on the length of any �nite admissible exe
ution of

CESRM

I

leading to u. The key point to the indu
tion is that the only a
tions that a�e
t the

variable CESRM-re


h

:rqst-updates? (h

0

) are the a
tions rm-leave

h

and pro
ess-pkt

h

(p) a
tion,

for p 2 P

CESRM

, su
h that type(p) = EXP-REPL. The a
tion rm-leave

h

reinitializes the variables

CESRM-re


h

:rqst-updates? (h

0

) and CESRM-re


h

:window? (h

0

). Thus, the invariant assertion

holds following the o

urren
e of rm-leave

h

. The pro
ess-pkt

h

(p) a
tion may add id(p) to

CESRM-re


h

:rqst-updates? (h

0

) only if id(p) 2 CESRM-re


h

:re
overed-pkts? (h

0

). Lemmas 6.16

and 6.5 imply that id(p) 2 CESRM-re


h

:window? (h

0

). Thus, the indu
tion hypothesis implies

that the invariant assertion holds following the o

urren
e of pro
ess-pkt

h

(p). ❒

170



Invariant 6.19 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:to-be-requested? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;.

Proof: The proof is similar to the indu
tion used in the proof of Invariant 4.14. In this


ase, we must also 
onsider the dis
rete transitions involving a pro
ess-pkt

h

(p) a
tion, for p 2

P

CESRM

, su
h that type(p) 2 fEXP-RQST; EXP-REPL; RQST-UPDATE; REPL-UPDATEg; the other a
tions

introdu
ed inCESRM-re


h

do not a�e
t the variables to-be-requested? (h

0

) and ar
hived-pkts? (h

0

).

In the 
ase of either EXP-RQST, RQST-UPDATE, or REPL-UPDATE pa
kets, the pro
ess-pkt

h

(p)

may only add the identi�ers of trailing missing pa
kets from h

0

to to-be-requested? (h

0

) and does

not a�e
t ar
hived-pkts? (h

0

). Trailing pa
kets are not in the 
urrent window of h

0

and, thus,

Invariant 6.5 implies that the identi�ers of trailing pa
kets from h

0

are not in ar
hived-pkts? (h

0

).

Thus, the indu
tion hypothesis implies that the invariant assertion holds following the o

urren
e

of pro
ess-pkt

h

(p). In the 
ase of a EXP-REPL pa
ket, the pro
ess-pkt

h

(p) a
tion may only add

the identi�ers of trailing missing pa
kets from h

0

to to-be-requested? (h

0

) and adds the identi�er of p

to ar
hived-pkts? (h

0

). On
e again, Invariant 6.5 implies that the identi�ers of any trailing missing

pa
kets are not in ar
hived-pkts? (h

0

). Moreover, Invariant 6.13 implies that the identi�er of p is not

in to-be-requested? (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion holds

following the o

urren
e of pro
ess-pkt

h

(p). ❒

Invariant 6.20 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:s
heduled-rqsts? (h

0

) \ u:ar
hived-pkts? (h

0

) = ;.

Proof: The proof is similar to the indu
tion used in the proof of Invariant 4.14. In this 
ase, we

must also 
onsider the dis
rete transitions involving a pro
ess-pkt

h

(p) a
tion, for p 2 P

CESRM

,

su
h that type(p) = EXP-REPL; the other a
tions introdu
ed in CESRM-re


h

do not a�e
t the

variables s
heduled-rqsts? (h

0

) and ar
hived-pkts? (h

0

). In this 
ase, the pro
ess-pkt

h

(p) a
tion

removes the element id(p) from s
heduled-rqsts? (h

0

) whenever it adds it to ar
hived-pkts? (h

0

).

Thus, the indu
tion hypothesis implies that the invariant assertion holds following the o

urren
e

of pro
ess-pkt

h

(p). ❒

Invariant 6.21 For h; h

0

2 H and any rea
hable state u of CESRM-re


h

, it is the 
ase that

u:to-be-requested? (h

0

) \ u:s
heduled-rqsts? (h

0

) = ;.

Proof: The proof is similar to the indu
tion used in the proof of Invariant 4.18. In this 
ase, we

must also 
onsider the dis
rete transitions involving a pro
ess-pkt

h

(p) a
tion, for p 2 P

CESRM

,

su
h that type(p) 2 fEXP-RQST; EXP-REPL; RQST-UPDATE; REPL-UPDATEg; the other a
tions intro-

du
ed in CESRM-re


h

do not a�e
t the variables to-be-requested? (h

0

) and s
heduled-rqsts? (h

0

).

In the 
ase of either EXP-RQST, RQST-UPDATE, or REPL-UPDATE pa
kets, the pro
ess-pkt

h

(p) may

only add the identi�ers of trailing missing pa
kets from h

0

to to-be-requested? (h

0

) and does not

a�e
t s
heduled-rqsts? (h

0

). Trailing pa
kets are not in the 
urrent window of h

0

and, thus, In-

variant 6.15 implies that the identi�ers of trailing pa
kets from h

0

are not in s
heduled-rqsts? (h

0

).

Thus, the indu
tion hypothesis implies that the invariant assertion holds following the o

urren
e

of pro
ess-pkt

h

(p). In the 
ase of a EXP-REPL pa
ket, the e�e
ts of the pro
ess-pkt

h

(p) a
tion

with respe
t to the to-be-requested? (h

0

) and s
heduled-rqsts? (h

0

) variables are identi
al to those of

a REPL pa
ket. Thus, the indu
tive reasoning for the 
ase of a EXP-REPL pa
ket is identi
al to that

of a REPL pa
ket in the proof of Invariant 4.18. ❒

Invariant 6.22 Let u be any rea
hable state of CESRM-re


h

. For s 2 H, i 2 N , t; t

0

2 R

�0

, and

k 2 N

+

, if hs; i; ti 2 pending-rqsts and hs; i; t

0

; ki 2 s
heduled-rqsts , then t < t

0

.
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Proof: The proof is identi
al to that of Invariant 4.19. ❒

Invariant 6.23 Let u be any rea
hable state of CESRM-re


h

. For h; s 2 H and i 2 N , if

the a
tion send-rqst

h

(s; i) is enabled in u, i.e., u:Pre(send-rqst

h

(s; i)) = True, then hs; ii 62

u:pending-rqsts? .

Proof: The proof is identi
al to that of Invariant 4.20. ❒

Lemma 6.2 Let u; u

0

2 states(CESRM

I

) be any rea
hable states of CESRM

I

, � be any timed

exe
ution fragment of CESRM

I

, su
h that u = �:fstate and u

0

= �:lstate. It is the 
ase that

u[CESRM℄:sent-pkts � u

0

[CESRM℄:sent-pkts.

Proof: The proof is identi
al to that of Lemma 4.2. ❒

Invariant 6.24 Let u 2 states(CESRM

I

) be any rea
hable state of CESRM

I

. For any s 2 H and

i; i

0

2 N ; i � i

0

, if hs; ii 2 u[CESRM℄:sent-pkts? (s) and hs; i

0

i 2 u[CESRM℄:sent-pkts? (s), then it

is the 
ase that hs; i

00

i 2 u[CESRM℄:sent-pkts? (s), for any i

00

2 N ; i � i

00

� i

0

.

Proof: The proof is identi
al to that of Invariant 4.21. ❒

Lemma 6.3 Let s; h 2 H, i 2 N , and u 2 states(CESRM

I

) be any rea
hable state of CESRM

I

,

su
h that hs; ii 2 u[CESRM-re


h

℄:ar
hived-pkts? . Moreover, let � be any timed exe
ution

fragment of CESRM

I

that starts in u, does not 
ontain a rm-leave

h

a
tion, and ends in some

u

0

2 states(CESRM

I

). Then, it is the 
ase that hs; ii 2 u

0

[CESRM-re


h

℄:ar
hived-pkts? .

Proof: The proof is identi
al to that of Lemma 4.3. ❒

Lemma 6.4 Let h 2 H, i 2 N , and u 2 states(CESRM

I

) be any rea
hable state of CESRM

I

,

su
h that u[CESRM-mem

h

℄:status = 
rashed. Moreover, let � be any timed exe
ution fragment

of CESRM

I

that starts in u and ends in some u

0

2 states(CESRM

I

). Then, it is the 
ase that

u

0

[CESRM-mem

h

℄:status = 
rashed.

Proof: The proof is identi
al to that of Lemma 4.4. ❒

Lemma 6.5 Let s; h 2 H, i 2 N , and u 2 states(CESRM

I

) be any rea
hable state of CESRM

I

,

su
h that hs; ii 2 u[CESRM-re


h

℄:s
heduled-rqsts? . Moreover, let � be any timed exe
ution

fragment of CESRM

I

that starts in u, does not 
ontain a rm-leave

h

a
tion, and ends in some

u

0

2 states(CESRM

I

). Then, either hs; ii 2 u

0

[CESRM-re


h

℄:s
heduled-rqsts? or hs; ii 2

u

0

[CESRM-re


h

℄:ar
hived-pkts? .

Proof: The proof is identi
al to that of Lemma 4.5. ❒

Lemma 6.6 Let s; h 2 H, i 2 N , t 2 R

�0

, k 2 N

+

, and u 2 states(CESRM

I

) be any

rea
hable state of CESRM

I

, su
h that u[CESRM-re


h

℄:status = member and hs; i; t; ki 2

u[CESRM-re


h

℄:s
heduled-rqsts . Moreover, let � be any timed exe
ution fragment of CESRM

I

that starts in u, 
ontains neither 
rash

h

nor rm-leave

h

a
tions, and ends in some u

0

2

states(CESRM

I

), su
h that t < u

0

:now and hs; i; t

0

; k

0

i 2 u

0

[CESRM-re


h

℄:s
heduled-rqsts , for

t

0

2 R

�0

and k

0

2 N

+

. Then, it is the 
ase that k < k

0

.
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Proof: The proof is identi
al to that of Lemma 4.6. ❒

Lemma 6.7 The o

urren
e of either a send-rqst

h

(s; i), send-repl

h

(s; i), send-exp-rqst

h

(s; i),

send-exp-repl

h

(s; i), send-rqst-update

h

(s; i), or send-repl-update

h

(s; i) a
tion, for h; s 2 H,

and i 2 N , in any admissible timed exe
ution � of CESRM

I

is instantaneously su

eeded in �

by the o

urren
e of either a 
rash

h

, rm-leave

h

, or re
-msend

h

(p) a
tion, for p 2 P

CESRM

,

id(p) = hs; ii, and type(p) equal to either RQST, REPL, EXP-RQST, EXP-REPL, RQST-UPDATE, or

REPL-UPDATE, respe
tively.

Proof: The proof is identi
al to that of Lemma 4.7. ❒

Lemma 6.8 Let � be any admissible exe
ution of CESRM

I


ontaining the dis-


rete transition (u; �; u

0

), for u; u

0

2 states(CESRM

I

), h 2 H, p 2 P

RM-Client

,

hs

p

; i

p

i = id(p), and � = rm-send

h

(p). If either u[CESRM-re


h

℄:min-seqno(s

p

) =? or

u[CESRM-re


h

℄:min-seqno(s

p

) 6=? ^i

p

= u[CESRM-re


h

℄:max-seqno(s

p

) + 1, then the dis
rete

transition (u; �; u

0

) is instantaneously su

eeded in � by the o

urren
e of either a 
rash

h

,

rm-leave

h

, or re
-msend

h

(pkt) a
tion, for pkt 2 P

CESRM

, su
h that pkt = 
omp-data-pkt (p).

Proof: The proof is identi
al to that of Lemma 4.10. ❒

Lemma 6.9 The o

urren
e of an a
tion re
-msend

h

(p), for h 2 H and p 2 P

CESRM

, in any

admissible timed exe
ution � of CESRM

I

is instantaneously su

eeded in � by the o

urren
e

of either a 
rash

h

, rm-leave

h

, or msend

h

(pkt) a
tion, for pkt 2 P

IPm
ast-Client

, su
h that

strip(pkt) = p.

Proof: The proof is identi
al to that of Lemma 4.8. ❒

Lemma 6.10 The o

urren
e of an a
tion mre
v

h

(pkt), for h 2 H and pkt 2 P

IPm
ast-Client

,

in a state u 2 states(CESRM

I

) in any admissible timed exe
ution � of CESRM

I

, su
h that

u[CESRM-IPbuff

h

℄:status = member, is instantaneously su

eeded in � by the o

urren
e of either

a 
rash

h

, rm-leave

h

, or pro
ess-pkt

h

(p) a
tion, for p 2 P

CESRM

, su
h that p = strip(pkt).

Proof: The proof is identi
al to that of Lemma 4.9. ❒

We now present some invariants pertaining to the CESRM

I

automaton.

Invariant 6.25 For h 2 H and any rea
hable state u of CESRM

I

, it is the 
ase that:

1. u[RM-Client

h

℄:status = idle, u[CESRM-mem

h

℄:status = idle,

2. u[RM-Client

h

℄:status = member, u[CESRM-mem

h

℄:status = member,

3. u[RM-Client

h

℄:status = 
rashed, u[CESRM-mem

h

℄:status = 
rashed,

4. u[RM-Client

h

℄:status = joining, u[CESRM-mem

h

℄:status 2 Joining, and

5. u[RM-Client

h

℄:status = leaving, u[CESRM-mem

h

℄:status 2 Leaving.

Proof: The proof is identi
al to that of Invariant 4.22. ❒
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Invariant 6.26 For h 2 H and any rea
hable state u of CESRM

I

, it is the 
ase that

u[RM-Client

h

℄:seqno = u[CESRM-re


h

℄:max-seqno(h).

Proof: The proof is identi
al to that of Invariant 4.23. ❒

Invariant 6.27 For h 2 H and any rea
hable state u of CESRM

I

, it is the 
ase that:

1. u[CESRM-mem

h

℄:status = 
rashed, u[CESRM-IPbuff

h

℄:status = 
rashed

^u[CESRM-mem

h

℄:status = member, u[CESRM-IPbuff

h

℄:status = member and

2. u[CESRM-mem

h

℄:status = 
rashed, u[CESRM-re


h

℄:status = 
rashed

^u[CESRM-mem

h

℄:status = member, u[CESRM-re


h

℄:status = member.

Proof: The proof is identi
al to that of Invariant 4.24. ❒

Invariant 6.28 For h 2 H and any rea
hable state u of CESRM

I

, it is the 
ase that, for any

pa
ket p 2 u[CESRM-re


h

℄:msend-bu� :

1. type(p) = SESS)8 hh

0

; i

0

i 2 seqno-rprts(p); hh

0

; i

0

i 2 u[CESRM-re


h

℄:window? (h

0

), and

2. type(p) 6= SESS) id(p) 2 u[CESRM-re


h

℄:window? (sour
e(p)).

Proof: The proof is similar to the indu
tion used in the proof of Invariant 6.14. In this


ase, we must also 
onsider the dis
rete transitions involving either send-rqst-update

h

(s; i),

send-repl-update

h

(s; i), or pro
ess-pkt

h

(p) a
tions, for s 2 H, i 2 N and p 2 P

CESRM

,

su
h that type(p) 2 fEXP-RQST; EXP-REPL; RQST-UPDATE; REPL-UPDATEg; the other a
tions

introdu
ed in CESRM-re


h

do not a�e
t the variables CESRM-re


h

:msend-bu� and

CESRM-re


h

:window? (h

0

).

The a
tion send-rqst-update

h

(s; i) adds a RQST-UPDATE pa
ket for hs; ii to

CESRM-re


h

:msend-bu� and does not a�e
t CESRM-re


h

:window? (h

0

). The pre
on-

dition of send-rqst-update

h

(s; i) implies that hs; ii 2 u

k

[CESRM-re


h

℄:rqst-updates? (s). Thus,

Invariant 6.18 implies that hs; ii 2 u

k

[CESRM-re


h

℄:window? (s). Sin
e send-rqst-update

h

(s; i)

does not a�e
t CESRM-re


h

:window? (h

0

), it follows that hs; ii 2 u[CESRM-re


h

℄:window? (s).

The a
tion send-repl-update

h

(s; i) adds a REPL-UPDATE pa
ket for hs; ii to

CESRM-re


h

:msend-bu� and does not a�e
t CESRM-re


h

:window? (h

0

). The pre
on-

dition of send-repl-update

h

(s; i) implies that hs; ii 2 u

k

[CESRM-re


h

℄:repl-updates? (s). Thus,

Invariant 6.17 implies that hs; ii 2 u

k

[CESRM-re


h

℄:window? (s). Sin
e send-repl-update

h

(s; i)

does not a�e
t CESRM-re


h

:window? (h

0

), it follows that hs; ii 2 u[CESRM-re


h

℄:window? (s).

The pro
ess-pkt

h

(p) a
tion does not a�e
t CESRM-re


h

:msend-bu� and may only add elements

to CESRM-re


h

:window? (h

0

). Thus, the indu
tion hypothesis implies that the invariant assertion

holds following the o

urren
e of pro
ess-pkt

h

(p). ❒

Invariant 6.29 For any rea
hable state u of CESRM

I

, it is the 
ase that, for all h; h

0

2 H,

u[CESRM-re


h

℄:window? (h

0

) � u[CESRM℄:sent-pkts? (h

0

).

Proof: The proof is analogous to the indu
tion used in the proof of Invariant 6.29. ❒

Invariant 6.30 For any rea
hable state u of CESRM

I

, it is the 
ase that, for all h; h

0

2 H,

u[CESRM-re


h

℄:ar
hived-pkts? (h

0

) � u[CESRM℄:sent-pkts? (h

0

).

174



Proof: Follows dire
tly from Invariants 6.5 and 6.29. ❒

Invariant 6.31 For h; h

0

2 H and any rea
hable state u of CESRM

I

, it is the 
ase that

u[CESRM-re


h

℄:to-be-delivered? (h

0

) � u[CESRM℄:sent-pkts?(h

0

).

Proof: Follows dire
tly from Invariants 6.4 and 6.30. ❒

6.3.2 Corre
tness Analysis

In this se
tion, we show that our reliable multi
ast implementation CESRM

I

indeed implements

the reliable multi
ast servi
e spe
i�
ation RM

S

(1). We begin by de�ning a relation R from

CESRM

I

to RM

S

(�), for any � 2 R

�0

[1. This relation is identi
al to that relating CESRM

I

to RM

S

(�) in Se
tion 4.4.4. We repeat it here for 
ompleteness.

De�nition 6.1 Let R be the relation between states of CESRM

I

and RM

S

(�), for any � 2

R

�0

[1, su
h that for any states u and s of CESRM

I

and RM

S

(�), respe
tively, (u; s) 2 R

provided that, for all h; h

0

2 H and p 2 P

RM-Client

, su
h that hs

p

; i

p

i = id(p), it is the 
ase that:

s:now = u:now

s[RM-Client

h

℄:status = u[RM-Client

h

℄:status

s[RM-Client

h

℄:seqno = u[RM-Client

h

℄:seqno

s[RM(�)℄:status(h) =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

idle if u[CESRM-mem

h

℄:status = idle

joining if u[CESRM-mem

h

℄:status 2 Joining

leaving if u[CESRM-mem

h

℄:status 2 Leaving

member if u[CESRM-mem

h

℄:status = member


rashed if u[CESRM-mem

h

℄:status = 
rashed

s[RM(�)℄:trans-time(p) = u[CESRM-re


s

p

℄:trans-time(p)

s[RM(�)℄:expe
ted (h; h

0

) = u[CESRM-re


h

℄:expe
ted (h

0

)

s[RM(�)℄:delivered (h; h

0

) = u[CESRM-re


h

℄:delivered (h

0

)

The following lemma states that the relation R of De�nition 6.1 is a timed forward simulation

relation from CESRM

I

to RM

S

(1).

Lemma 6.11 R is a timed forward simulation relation from CESRM

I

to RM

S

(1).

Proof: The proof is identi
al to that of Lemma 4.11. ❒

Theorem 6.12 CESRM

I

� RM

S

(1)

Proof: Follows dire
tly from Lemma 6.11. ❒
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6.4 CESRM Timeliness

In this se
tion, we prove some timeliness guarantees of CESRM. We begin by showing that when

hosts neither 
rash nor leave the reliable multi
ast group and the number of pa
ket drops pertaining

to the transmission and, potentially, the re
overy of any pa
ket is bounded, CESRM

I

implements

RM

S

(�

L

), for a parti
ular �

L

2 R

�0

.

We then strengthen this timeliness guarantee by weakening the assumption that hosts neither 
rash

nor leave the reliable multi
ast group. Our weaker assumption states that only reliable multi
ast

transmission sour
es (as opposed to all hosts) neither 
rash nor leave the reliable multi
ast group.

This weaker assumption is also reasonably pra
ti
al, sin
e in a real-life system it may be possible

to design sour
es to be highly robust to failures (e.g., through transparent repli
ation).

We further strengthen our timeliness guarantee by on
e again weakening our assumption that

sour
es neither 
rash nor leave the reliable multi
ast group. Our new assumption states that

whenever a loss is dete
ted by any host h, there is some other host h

0

that has delivered the pa
ket

(and is thus 
apable of retransmitting it) and neither 
rashes nor leaves for a suÆ
iently long period

of time �

R

2 R

�0

thereafter. By 
hoosing �

R

to be long enough so that h 
an re
over the pa
ket

from h

0

, we show that h re
overs the given pa
ket within �

L

= DET-BOUND+�

R

time units, where

DET-BOUND 2 R

�0

is an upper bound on the amount of time needed for h to dete
t the given loss.

We 
on
lude our timeliness analysis by 
omparing the worst-
ase re
overy laten
y in
urred by

su

essful expedited and non-expedited �rst-round re
overies. In parti
ular, we show that su

essful

expedited re
overies 
omplete within at most DET-BOUND+ RQST-DELAY+2d time units, where d is

an upper bound on the inter-host transmission laten
y. Furthermore, we show that su

essful non-

expedited �rst-round re
overies 
omplete within at most DET-BOUND+(C

1

+C

2

)d+d+(D

1

+D

2

)d+d

time units. This analysis reveals that, for typi
al SRM request and reply s
heduling parameter

values [13℄, the worst-
ase re
overy laten
y of pa
kets re
overed by expedited rather than �rst-

round re
overies in CESRM is redu
ed by roughly 3RTT , where RTT = 2 d is an upper bound on

the inter-host round-trip-time.

6.4.1 Timeliness Analysis Preliminaries

The exe
ution Constraints 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7, and 4.8 de�ned for the SRM

I

automaton

in Se
tion 4.4.5 
arry over to the CESRM

I

automaton un
hanged. We pro
eed by de�ning bounded

uni
ast transmission laten
y and resolution exe
ution 
onstraints for CESRM

I

; these 
onstraints

are analogous to Constraints 4.1 and 4.2.

Constraint 6.1 (Bounded Uni
ast Transmission Laten
y) Let � be any admissible timed

exe
ution of CESRM

I

and h; h

0

be any two distin
t hosts in H. The transmission laten
y in
urred

by any pa
ket sent by h using the IP uni
ast servi
e and re
eived by h

0

in � lies in the interval

[d; d℄; that is, for any pa
ket p 2 P

IPu
ast-Client

multi
ast by h in �, the time elapsing from the

time of o

urren
e of the a
tion usend

h

(p) in � to that of any a
tion ure
v

h

0

(p) in � lies in the

interval [d; d℄.

Constraint 6.2 (Bounded Uni
ast Transmission Resolution) Let � be any admissible timed

exe
ution of CESRM

I

. The fate of any pa
ket sent using the IP uni
ast servi
e is resolved within

at most d time units past its transmission time; that is, letting p 2 P

IPu
ast-Client

be any pa
ket

uni
ast in �, (u; �; u

0

), for u; u

0

2 states(CESRM

I

), s

p

= sour
e(p), and � = usend

s

p

(p), be the

dis
rete transition involving the transmission of p in �, and d

p

= dest(p) be the destination of p, it

is the 
ase that either a 
rash

d

p

, ure
v

s

p

(p), or udrop(p) a
tion o

urs no later than d time units

after the parti
ular o

urren
e of the dis
rete transition (u; �; u

0

) in �.
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We now de�ne CESRM

I

versions of the exe
ution sets de�ned for the SRM

I

automaton in

Se
tion 4.4.5.

Let aexe
s

k

(CESRM

I

), for k 2 N

+

, be the set of admissible timed exe
utions of CESRM

I

in

whi
h the number of drops su�ered by IP pa
kets pertaining to the transmission and, potentially,

the re
overy of any pa
ket p 2 P

RM-Client

is at most k. That is, � 2 aexe
s

k

(CESRM

I

) if and only

if, for any p 2 P

RM-Client

, � 
ontains at most k either mdrop(pkt ;H

d

), for pkt 2 P

IPm
ast-Client

and H

d

� H, su
h that strip(pkt) 2 P

CESRM

[p℄, or udrop(pkt

0

), for pkt

0

2 P

IPu
ast-Client

, su
h

that strip(pkt

0

) 2 P

CESRM

[p℄, a
tions.

Let timely-aexe
s(CESRM

I

), for � 2 R

�0

, be the set of all admissible timed exe-


utions of CESRM

I

in aexe
s(CESRM

I

) that satisfy Constraints 4.1, 4.2, 4.3, 4.4,

6.1, and 6.2. Let re
overable-aexe
s(CESRM

I

) be the subset of the admissible

timed exe
utions of CESRM

I

in timely-aexe
s(CESRM

I

) that satisfy Constraints 4.5

and 4.6. Let �

L

-sr
-re
overable-aexe
s(CESRM

I

), for some �

L

2 R

�0

, be the sub-

set of the admissible timed exe
utions of CESRM

I

in timely-aexe
s(CESRM

I

) that

satisfy Constraint 4.7, for some �

L

2 R

�0

. Let �

R

-re
overable-aexe
s(CESRM

I

), for

some �

R

2 R

�0

, be the subset of the admissible timed exe
utions of CESRM

I

in

timely-aexe
s(CESRM

I

) that satisfy Constraint 4.8, for some �

R

2 R

�0

. Moreover, for

k 2 N

+

, let timely-aexe
s

k

(CESRM

I

) = timely-aexe
s(CESRM

I

) \ aexe
s

k

(CESRM

I

),

re
overable-aexe
s

k

(CESRM

I

) = re
overable-aexe
s(CESRM

I

) \ aexe
s

k

(CESRM

I

),

�

L

-sr
-re
overable-aexe
s

k

(CESRM

I

) = �

L

-sr
-re
overable-aexe
s(CESRM

I

) \

aexe
s

k

(CESRM

I

), and �

R

-re
overable-aexe
s

k

(CESRM

I

) = �

R

-re
overable-aexe
s(CESRM

I

)\

aexe
s

k

(CESRM

I

).

The sets of admissible timed tra
es 
orresponding to ea
h of the above admissible timed exe
ution

sets of CESRM

I

are de�ned analogously to the respe
tive sets de�ned for the SRM

I

automaton

in Se
tion 4.4.5.

We now pro
eed by restating the preliminary lemmas of Se
tion 4.4.5 for the CESRM

I

automaton.

Lemma 6.13 Let � be any admissible timed exe
ution of CESRM

I

that satis�es Constraint 4.1

and 
ontains the o

urren
e of a dis
rete transition (u; �; u

0

), for u; u

0

2 states(CESRM

I

), h 2 H,

p 2 P

IPm
ast-Client

, and � = mre
v

h

(p). Then, any mre
v

h

0

(p) a
tion, for h

0

2 H, in � o

urs no

earlier and no later than d� d time units from the dis
rete transition (u; �; u

0

) in �.

Proof: The proof is identi
al to that of Lemma 4.17. ❒

Lemma 6.14 Let � be any admissible timed exe
ution of CESRM

I

that 
ontains the transmission

of a pa
ket p 2 P

RM-Client

. For any state u 2 states(CESRM

I

) in �, if u:trans-time(p) 6=?, then

u:trans-time(p) = �:trans-time(p).

Proof: The proof is identi
al to that of Lemma 4.18. ❒

Lemma 6.15 Let h; h

0

2 H, � 2 aexe
s(CESRM

I

), u; u

0

2 states(CESRM

I

) be any states in

�, su
h that u �

�

u

0

, and �

uu

0

be the �nite exe
ution fragment of � leading from u to u

0

. If

u[CESRM-re


h

℄:expe
ted (h

0

) 6= ; and �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, then

it is the 
ase that u[CESRM-re


h

℄:expe
ted (h

0

) = u

0

[CESRM-re


h

℄:expe
ted (h

0

).

Proof: The proof is identi
al to that of Lemma 4.19. ❒
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Lemma 6.16 Let h; h

0

2 H, � 2 aexe
s(CESRM

I

), u; u

0

2 states(CESRM

I

) be any states in �,

su
h that u �

�

u

0

, and �

uu

0

be the exe
ution fragment of � leading from u to u

0

. If �

uu

0


ontains

neither 
rash

h

nor rm-leave

h

a
tions, then it is the 
ase that u[CESRM-re


h

℄:expe
ted (h

0

) �

u

0

[CESRM-re


h

℄:expe
ted (h

0

).

Proof: The proof is identi
al to that of Lemma 4.20. ❒

Lemma 6.17 Let h; h

0

2 H, � 2 aexe
s(CESRM

I

), u; u

0

2 states(CESRM

I

) be any states

in �, su
h that u �

�

u

0

, and �

uu

0

be the �nite exe
ution fragment of � leading from u

to u

0

. If �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, then it is the 
ase that

u[CESRM-re


h

℄:delivered (h

0

) � u

0

[CESRM-re


h

℄:delivered (h

0

).

Proof: The proof is identi
al to that of Lemma 4.21. ❒

Lemma 6.18 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of CESRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to

u

0

. For any k 2 N

+

and h 2 H;h 6= s

p

, suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions and h s
hedules k-th and k + 1-st round requests for p in �

uu

0

. Let t

k

; t

k+1

2 R

�0

be the

points in time in �

uu

0

at whi
h the host h s
hedules its k-th and k + 1-st round requests for p,

respe
tively. Then, it is the 
ase that t

k+1

� t

k

+ 2

k�1

(C

1

+ C

2

)d.

Proof: The proof is identi
al to that of Lemma 4.22. ❒

Corollary 6.19 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), p 2 P

RM-Client

, s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition

of CESRM

I

involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of CESRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading

from u to u

0

. For any k 2 N

+

and h 2 H;h 6= s

p

, suppose that �

uu

0


ontains neither 
rash

h

nor

rm-leave

h

a
tions and 
ontains the dis
rete transition in whi
h h dete
ts the loss of p. Moreover,

suppose that, following the dete
tion of p in �

uu

0

, h s
hedules a k+1-st round request for p in �

uu

0

.

Let t

k+1

2 R

�0

be the point in time in �

uu

0

at whi
h the host h s
hedules its k+1-st round request

for p. Then, it is the 
ase that t

k+1

� �

uu

0

:det-time

h

(p) + (2

k

� 1)(C

1

+ C

2

)d.

Proof: The proof is identi
al to that of Corollary 4.23. ❒

Lemma 6.20 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of CESRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to

u

0

. For any k 2 N

+

and h 2 H;h 6= s

p

, suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions and h s
hedules k-th and k + 1-st round requests for p in �

uu

0

. Let t

k

; t

k+1

2 R

�0

be the

points in time in �

uu

0

at whi
h the host h s
hedules its k-th and k + 1-st round requests for p,

respe
tively. Then, it is the 
ase that t

k

+ 2

k�1

C

3

d < t

k+1

.
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Proof: The proof is identi
al to that of Lemma 4.24. ❒

Lemma 6.21 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

in � involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of

CESRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading

from u to u

0

. Moreover, let h 2 H be any member of the reliable multi
ast group in u, su
h that

id(p) 2 u[CESRM-re


h

℄:expe
ted (s

p

) and id(p) 62 u[CESRM-re


h

℄:s
heduled-rqsts? .

For k 2 N

+

; k � k

�

rqst

, suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, h

s
hedules k-th and k + 1-st round requests for p in �

uu

0

, and h either sends or re
eives its k-th

and k + 1-st round requests for p at the points in time t

k+1

; t

k+2

2 R

�0

in �

uu

0

.

Then, the k-th and k + 1-st round requests of h for p are distin
t.

Proof: The proof is identi
al to that of Lemma 4.25. ❒

Lemma 6.22 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of CESRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to

u

0

. For any k 2 N

+

and h; h

0

2 H;h 6= h

0

, suppose that u[CESRM-mem

h

℄:status = member,

u[CESRM-mem

h

0

℄:status = member, �

uu

0


ontains neither 
rash

h

, rm-leave

h

, 
rash

h

0

, nor

rm-leave

h

0

a
tions, h s
hedules k-th and k + 1-st round requests for the pa
ket p in �

uu

0

, h either

sends or re
eives its k-th round request for p and s
hedules its k + 1-st round request for p at the

point in time t

k+1

2 R

�0

in �

uu

0

, and t

k+1

+ d < u

0

:now. Then, h

0

may re
eive the k-th round

request of h for p no later than t

k+1

+ d in �.

Proof: The proof is identi
al to that of Lemma 4.26. ❒

Lemma 6.23 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of CESRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to

u

0

. For any k 2 N

+

and h; h

0

2 H;h 6= h

0

, suppose that u[CESRM-mem

h

℄:status = member,

u[CESRM-mem

h

0

℄:status = member, id(p) 2 u[CESRM-re


h

0

℄:ar
hived-pkts? , �

uu

0


ontains nei-

ther 
rash

h

, rm-leave

h

, 
rash

h

0

, nor rm-leave

h

0

a
tions, h

0

re
eives a request for p from h at

time t

0

2 R

�0

in �

uu

0

, and t

0

+ (D

1

+ D

2

)d < u

0

:now. Then, the reply of h

0

pertaining to this

parti
ular request of h for p is either sent or re
eived by h

0

no later than t

0

+ (D

1

+D

2

)d in �.

Proof: The proof is identi
al to that of Lemma 4.27. ❒

Lemma 6.24 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of CESRM

I
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in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading from u to

u

0

. For any k 2 N

+

and h; h

0

2 H;h 6= h

0

, suppose that u[CESRM-mem

h

℄:status = member,

u[CESRM-mem

h

0

℄:status = member, id(p) 2 u[CESRM-re


h

0

℄:ar
hived-pkts? , �

uu

0


ontains nei-

ther 
rash

h

, rm-leave

h

, 
rash

h

0

, nor rm-leave

h

0

a
tions, h

0

re
eives a request for p from h at

time t

0

2 R

�0

in �

uu

0

, and t

0

+ (D

1

+ D

2

)d + d � d + D

3

d < u

0

:now. Then, the reply absti-

nen
e period of the reply of h

0

pertaining to this parti
ular request of h for p expires no later than

t

0

+ (D

1

+D

2

)d+ d� d+D

3

d in �.

Proof: The proof is identi
al to that of Lemma 4.28. ❒

Lemma 6.25 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

in � involving the transmission of p using the reliable multi
ast servi
e. For any states u; u

0

of

CESRM

I

in �, su
h that w

0

�

�

u �

�

u

0

, let �

uu

0

be the timed exe
ution fragment of � leading

from u to u

0

. Moreover, let q; r 2 H; q 6= r be any members of the reliable multi
ast group in u,

su
h that id(p) 2 u[CESRM-re


q

℄:expe
ted (s

p

), id(p) 62 u[CESRM-re


q

℄:s
heduled-rqsts? , and

id(p) 2 u[CESRM-re


r

℄:delivered (s

p

).

For k 2 N

+

; k � k

�

repl

, suppose that �

uu

0


ontains neither 
rash

q

, rm-leave

q

, 
rash

r

, nor

rm-leave

r

a
tions, q s
hedules k-th, k + 1-st, and k + 2nd round requests for the pa
ket p in

�

uu

0

, q either sends or re
eives its k-th and k + 1-st round requests for p at the points in time

t

k+1

; t

k+2

2 R

�0

in �

uu

0

, r re
eives the k-th and k + 1-st round requests of q for p in �

uu

0

, and r

either sends or re
eives the replies pertaining to the k-th and k + 1-st round requests of q for p in

�

uu

0

.

Then, the replies of r pertaining to the k-th and k + 1-st round requests of q for p are distin
t.

Proof: The proof is identi
al to that of Lemma 4.29. ❒

Lemma 6.26 Let k 2 N

+

, p 2 P

RM-Client

, and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s

k

(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

in

� involving the transmission of p using the reliable multi
ast servi
e. Suppose that the host h 2 H

s
hedules a request for p following the transmission of p in �. Let u 2 states(CESRM

I

) be the

�rst state in � su
h that id(p) 2 u[CESRM-re


h

℄:s
heduled-rqsts? (s

p

), u

0

2 states(CESRM

I

) be

any state in � su
h that u:now + REC-BOUND(k

�

+ k) < u

0

:now, and �

uu

0

be the timed exe
ution

fragment of � leading from u to u

0

. Suppose that �

uu

0


ontains neither 
rash

h

nor rm-leave

h

a
tions, there exists a host h

0

2 H;h

0

6= h, su
h that id(p) 2 u[CESRM-re


h

0

℄:delivered (s

p

),

and �

uu

0


ontains neither 
rash

h

0

, nor rm-leave

h

0

a
tions. Then, it is the 
ase that id(p) 2

u

0

[CESRM-re


h

℄:delivered (s

p

).

Proof: The proof is identi
al to that of Lemma 4.30. ❒

Lemma 6.27 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

involving the transmission of p using the reliable multi
ast servi
e. Let h 2 H, u; u

0

be any states

of CESRM

I

in �, su
h that w

0

:now + d < u:now and u �

�

u

0

, and �

uu

0

be the timed exe
ution

fragment of � leading from u to u

0

. If id(p) 2 u

0

[CESRM-re


h

℄:expe
ted (s

p

), then �

uu

0


ontains

neither 
rash

h

nor rm-leave

h

a
tions.
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Proof: The proof is identi
al to that of Lemma 4.31. ❒

Lemma 6.28 Let p 2 P

RM-Client

and � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2

states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

in � involving the transmission of p using the reliable multi
ast servi
e. Let h 2 H, u; u

0

be any states of CESRM

I

in �, su
h that w

0

:now + d < u:now and u �

�

u

0

. If id(p) 2

u

0

[CESRM-re


h

℄:expe
ted (s

p

), then it is the 
ase that id(p) 2 u[CESRM-re


h

℄:expe
ted (s

p

).

Proof: The proof is identi
al to that of Lemma 4.32. ❒

Lemma 6.29 Let k 2 N

+

, �

L

= DET-BOUND + REC-BOUND(k

�

+ k), p 2 P

RM-Client

, and �

be any admissible timed exe
ution of CESRM

I

in �

L

-sr
-re
overable-aexe
s

k

(CESRM

I

) that


ontains the transmission of p. Let (w; �;w

0

), for w;w

0

2 states(CESRM

I

), s

p

= sour
e(p), and

� = rm-send

s

p

(p), be the dis
rete transition of CESRM

I

in � involving the transmission of p using

the reliable multi
ast servi
e. For any state w

00

of CESRM

I

in �, su
h that w

0

:now+�

L

< w

00

:now,

let �

w

0

w

00

be the timed exe
ution fragment of � leading from w

0

to w

00

. If h 2 w

00

:intended (p), then

it is the 
ase that h 2 w

00

:
ompleted (p).

Proof: The proof is identi
al to that of Lemma 4.33. ❒

Lemma 6.30 Let k 2 N

+

, �

R

= REC-BOUND(k

�

+ k), �

L

= DET-BOUND + REC-BOUND(k

�

+ k),

p 2 P

RM-Client

, and � be any admissible timed exe
ution of CESRM

I

in

�

R

-re
overable-aexe
s

k

(CESRM

I

) that 
ontains the transmission of p. Let (w; �;w

0

), for

w;w

0

2 states(CESRM

I

), s

p

= sour
e(p), and � = rm-send

s

p

(p), be the dis
rete transition of

CESRM

I

in � involving the transmission of p using the reliable multi
ast servi
e. For any state

w

00

of CESRM

I

in �, su
h that w

0

:now +�

L

< w

00

:now, let �

w

0

w

00

be the timed exe
ution fragment

of � leading from w

0

to w

00

. If h 2 w

00

:intended(p), then it is the 
ase that h 2 w

00

:
ompleted (p).

Proof: The proof is identi
al to that of Lemma 4.34. ❒

6.4.2 Stati
 and Dynami
 Timeliness Analysis

The stati
 and dynami
 timeliness guarantees for the SRM

I

automaton presented in Se
tions 4.4.6

and 4.4.7 
arry over to the CESRM

I

automaton un
hanged. In this se
tion, we restate those

guarantees for the CESRM

I

automaton.

When hosts neither 
rash nor leave the reliable multi
ast group and the number of pa
ket drops

pertaining to the transmission and, potentially, the re
overy of any pa
ket is bounded, CESRM

I

implements RM

S

(�

L

), for a parti
ular �

L

2 R

�0

. In parti
ular, any timed tra
e of CESRM

I

in

the set re
overable-attra
es

k

(CESRM

I

), for some k 2 N , is also a timed tra
e of the spe
i�
ation

automaton RM

S

(�

L

), for �

L

= DET-BOUND + REC-BOUND(k

�

+ k). Thus, given Constraints 4.1,

4.2, 4.3, 4.4, 4.5, 4.6, 6.1, and 6.2 and assuming that the number of pa
ket drops pertaining to the

transmission and, potentially, the re
overy of any pa
ket is bounded by k, CESRM

I

implements

the timely reliable multi
ast servi
e spe
i�
ation RM

S

(�

L

).

Theorem 6.31 Let k 2 N

+

and �

L

= DET-BOUND+ REC-BOUND(k

�

+ k). Then, it is the 
ase that

re
overable-attra
es

k

(CESRM

I

) � attra
es(RM

S

(�

L

)).
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Proof: The proof is analogous to that of Theorem 4.35. ❒

In terms of the dynami
 timeliness guarantees, the following lemma states that when sour
es

remain members of the reliable multi
ast group for an amount of time �

L

= DET-BOUND +

REC-BOUND(k

�

+ k) past the transmission of any pa
ket they send using the reliable multi
ast

group, CESRM

I

implements RM

S

(�

L

). In parti
ular, any timed tra
e of CESRM

I

in the set

�

L

-re
overable-attra
es

k

(CESRM

I

), for �

L

= DET-BOUND+ REC-BOUND(k

�

+ k) and some k 2 N ,

is also a timed tra
e of the spe
i�
ation automaton RM

S

(�

L

).

Theorem 6.32 Let k 2 N

+

and �

L

= DET-BOUND+ REC-BOUND(k

�

+ k). Then, it is the 
ase that

�

L

-sr
-re
overable-attra
es

k

(CESRM

I

) � attra
es(RM

S

(�

L

)).

Proof: The proof is analogous to that of Theorem 4.35. ❒

We strengthen the above result by weakening our assumption that sour
es neither 
rashing nor

leaving the reliable multi
ast group. In parti
ular, we show that CESRM

I

implements RM

S

(�

L

),

for �

L

= DET-BOUND+ REC-BOUND(k

�

+ k), if whenever a host h 2 H dete
ts the loss of any pa
ket

p 2 P

RM-Client

, there exists a host h

0

2 H;h

0

6= h that has already delivered p and remains a

member of the reliable multi
ast group for at least �

R

= REC-BOUND(k

�

+ k) time units.

Theorem 6.33 Let k 2 N

+

, �

R

= REC-BOUND(k

�

+k), and �

L

= DET-BOUND+REC-BOUND(k

�

+k).

Then, it is the 
ase that �

R

-re
overable-attra
es

k

(CESRM

I

) � attra
es(RM

S

(�

L

)).

Proof: The proof is analogous to that of Theorem 4.35. ❒

6.4.3 Expedited Versus Non-Expedited Re
overy Timeliness Analysis

In this se
tion, we 
ompare the worst-
ase re
overy laten
y in
urred by su

essful expedited and

non-expedited �rst-round re
overies of CESRM. In parti
ular, we show that su

essful expedited

re
overies 
omplete within at most DET-BOUND++RQST-DELAY+2d time units, where d is an upper

bound on the inter-host transmission laten
y. Furthermore, we show that su

essful non-expedited

�rst-round re
overies 
omplete within at most DET-BOUND+(C

1

+C

2

)d+d+(D

1

+D

2

)d+d time units.

These bounds reveal that, for typi
al SRM request and reply s
heduling parameter values [13℄, the

worst-
ase re
overy laten
y of pa
kets re
overed by expedited rather than �rst-round re
overies

in CESRM is redu
ed by roughly 3RTT , where RTT = 2 d is an upper bound on the inter-host

round-trip-time.

Let � be any admissible timed exe
ution of CESRM

I

, p 2 P

RM-Client

be any pa
ket transmitted

in �, and (u; �; u

0

), for u; u

0

2 states(CESRM

I

) and � 2 a
ts(CESRM

I

), be any dis
rete

transition of CESRM

I

in �, su
h that � = pro
ess-pkt

h

(pkt), for h 2 H and pkt 2 P

CESRM

,

su
h that type(pkt) = EXP-REPL and id(pkt) = id(p). If the dis
rete transition (u; �; u

0

) in �


ulminates the re
overy of the pa
ket p by h, i.e., id(p) 2 u[CESRM-re


h

℄:s
heduled-rqsts? and

id(p) 2 u

0

[CESRM-re


h

℄:ar
hived-pkts? , then we say that the dis
rete transition (u; �; u

0

) involves

an expeditious re
overy of p by h in �.

The following theorem states that, in any admissible timed exe
ution � of CESRM

I

in the set

timely-aexe
s(CESRM

I

), any pa
ket that is expeditiously re
overed is done so within at most

DET-BOUND+ RQST-DELAY+ 2d time units from the time the parti
ular pa
ket is transmitted.

Theorem 6.34 Let � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

)

and p be any pa
ket transmitted in � that is expeditiously re
overed by a host h 2 H in �.
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Let (w; �

w

; w

0

), for w;w

0

2 states(CESRM

I

), s

p

= sour
e(p), and �

w

= rm-send

s

p

(p), be the

dis
rete transition of CESRM

I

in � involving the transmission of p in � and (u; �

u

; u

0

), for

u; u

0

2 states(CESRM

I

) and �

u

= pro
ess-pkt

h

(pkt), su
h that type(pkt) = EXP-REPL and

id(pkt) = id(p), be the dis
rete transition of CESRM

I

in � involving the expeditious re
overy of p

by h in �. Then, it is the 
ase that u:now � w:now + DET-BOUND+ RQST-DELAY+ 2d.

Proof: From the pre
ondition of the pro
ess-pkt

h

(pkt) a
tion, it follows that

u[CESRM-IPbuff

h

℄:re
v-bu� 6= ;. Sin
e time is not allowed to elapse in CESRM-IPbuff

h

while CESRM-IPbuff

h

:re
v-bu� is non-empty and EXP-REPL pa
kets are sent using the

IP multi
ast servi
e, it follows that the pro
ess-pkt

h

(pkt) a
tion immediately su

eeds a

mre
v

h

(ip-mpkt) a
tion in �, for ip-mpkt 2 P

IPm
ast-Client

, su
h that strip(ip-mpkt) = pkt .

Let (u

1

; mre
v

h

(ip-mpkt); u

0

1

) be the dis
rete transition in � involving the o

urren
e of this

mre
v

h

(ip-mpkt) a
tion.

Lemma 6.1 implies that this mre
v

h

(ip-mpkt) a
tion is pre
eded in � by a msend

h

0

(ip-mpkt) a
tion,

for some h

0

2 H;h

0

6= h. Let (u

2

; msend

h

0

(ip-mpkt); u

0

2

) be the dis
rete transition in � involving the

o

urren
e of this msend

h

0

(ip-mpkt) a
tion. Constraint 4.1 implies that the time elapsing between

these msend

h

0

(ip-mpkt) and mre
v

h

(ip-mpkt) a
tions is at most d time units.

From the pre
ondition of the msend

h

0

(ip-mpkt) a
tion, it follows that ip-mpkt 2

u

2

[CESRM-IPbuff

h

0

℄:msend-bu� . Sin
e time is not allowed to elapse in CESRM-IPbuff

h

0

while CESRM-IPbuff

h

0

:msend-bu� is non-empty, it follows that the msend

h

0

(ip-mpkt) a
tion

immediately su

eeds a re
-msend

h

0

(pkt) a
tion. Let (u

3

; re
-msend

h

0

(pkt); u

0

3

) be the dis
rete

transition in � involving the o

urren
e of this re
-msend

h

0

(pkt) a
tion.

From the pre
ondition of the re
-msend

h

0

(pkt) a
tion, it follows that pkt 2

u

3

[CESRM-re


h

0

℄:msend-bu� . Sin
e EXP-REPL pa
kets may only be added to

CESRM-re


h

0

:msend-bu� through the o

urren
e of the pro
ess-pkt

h

0

(pkt

0

) a
tion,

where type(pkt

0

) = EXP-RQST and id(pkt

0

) = id(pkt), it follows that the re
-msend

h

0

(pkt)

immediately su

eeds a pro
ess-pkt

h

0

(pkt

0

) a
tion in �. Let (u

4

; pro
ess-pkt

h

0

(pkt

0

); u

0

4

) be the

dis
rete transition in � involving the o

urren
e of this pro
ess-pkt

h

0

(pkt

0

) a
tion.

From the pre
ondition of the pro
ess-pkt

h

0

(pkt

0

) a
tion, it follows that

pkt

0

2 u

4

[CESRM-IPbuff

h

0

℄:re
v-bu� . Sin
e time is not allowed to elapse in CESRM-IPbuff

h

0

while CESRM-IPbuff

h

0

:re
v-bu� is non-empty and EXP-RQST pa
kets are sent using the

IP uni
ast servi
e, it follows that the pro
ess-pkt

h

0

(pkt

0

) a
tion immediately su

eeds a

ure
v

h

0

(ip-upkt) a
tion in �, for ip-upkt 2 P

IPu
ast-Client

, su
h that strip(ip-upkt) = pkt

0

.

Let (u

5

; ure
v

h

0

(ip-upkt); u

0

5

) be the dis
rete transition in � involving the o

urren
e of this

ure
v

h

0

(ip-upkt) a
tion.

Lemma 6.1 implies that this ure
v

h

0

(ip-upkt) a
tion is pre
eded in � by a usend

h

00

(ip-upkt) a
tion,

for some h

00

2 H;h

00

6= h

0

. Let (u

6

; usend

h

00

(ip-upkt); u

0

6

) be the dis
rete transition in � involving the

o

urren
e of this usend

h

00

(ip-upkt) a
tion. Constraint 6.1 implies that the time elapsing between

these usend

h

00

(ip-upkt) and ure
v

h

0

(ip-upkt) a
tions is at most d time units.

From the pre
ondition of the usend

h

00

(ip-upkt) a
tion, it follows that ip-upkt 2

u

6

[CESRM-IPbuff

h

00

℄:usend-bu� . Sin
e time is not allowed to elapse in CESRM-IPbuff

h

0

while CESRM-IPbuff

h

00

:usend-bu� is non-empty, it follows that the usend

h

00

(ip-upkt) a
tion

immediately su

eeds a re
-usend

h

00

(h

0

; pkt

0

) a
tion. Let (u

7

; re
-usend

h

00

(h

0

; pkt

0

); u

0

7

) be the

dis
rete transition in � involving the o

urren
e of this re
-usend

h

00

(h

0

; pkt

0

) a
tion.

From the pre
ondition of the re
-usend

h

00

(h

0

; pkt

0

) a
tion, it follows that

pkt

0

2 u

7

[CESRM-re


h

00

℄:usend-bu� (h

0

). Sin
e time is not allowed to elapse in CESRM-re


h

00

while CESRM-re


h

00

:usend-bu� (h

0

) is non-empty and the only a
tion that may add an EXP-RQST

pa
ket to CESRM-re


h

00

:usend-bu� (h

0

) is the send-exp-rqst

h

00

(s; i) a
tion, for hs; ii = id(pkt

0

),
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it follows that the re
-usend

h

00

(h

0

; pkt

0

) a
tion immediately su

eeds a send-exp-rqst

h

00

(s; i)

a
tion, for hs; ii = id(pkt

0

), in �. Let (u

8

; send-exp-rqst

h

00

(s; i); u

0

8

) be the dis
rete transition in

� involving the o

urren
e of this send-exp-rqst

h

00

(s; i) a
tion.

From the pre
ondition of the send-exp-rqst

h

00

(s; i) a
tion, it follows that

hs; ii 2 u

8

[CESRM-re


h

00

℄:expedited-rqsts? . The only a
tions that may add an element

pertaining to the pa
ket hs; ii to the set CESRM-re


h

00

:expedited-rqsts are the a
tions

s
hdl-rqst

h

00

(s; i) and pro
ess-pkt

h

00

(pkt

00

), for type(pkt

00

) = RQST and id(pkt

00

) = hs; ii. Let

(u

9

; �; u

0

9

) be the dis
rete transition in � involving the o

urren
e of either su
h a
tion. Either of

these a
tions s
hedule the expedited request for hs; ii for a point in time that is RQST-DELAY time

units in the future. Sin
e time is not allowed to elapse past the time su
h an expedited request is

s
heduled for transmission, the dis
rete transition (u

8

; send-exp-rqst

h

00

(s; i); u

0

8

) o

urs exa
tly

RQST-DELAY time units after the o

urren
e of the dis
rete transition (u

9

; �; u

0

9

).

In the 
ase of a s
hdl-rqst

h

00

(s; i) a
tion, the pre
ondition of the s
hdl-rqst

h

00

(s; i) a
-

tion implies that hs; ii 2 u

9

[CESRM-re


h

00

℄:to-be-requested? . Invariant 6.21 implies that

hs; ii 62 u

9

[CESRM-re


h

00

℄:s
heduled-rqsts? . In the 
ase of a pro
ess-pkt

h

00

(pkt

00

) a
tion,

for type(pkt

00

) = RQST and id(pkt

00

) = hs; ii, the e�e
ts of pro
ess-pkt

h

00

(pkt

00

) imply that

hs; ii 62 u

9

[CESRM-re


h

00

℄:s
heduled-rqsts? . Moreover, the e�e
ts of either s
hdl-rqst

h

00

(s; i)

or pro
ess-pkt

h

00

(pkt

00

) imply that hs; ii 2 u

0

9

[CESRM-re


h

00

℄:s
heduled-rqsts? .

In either 
ase, it follows that hs; ii 62 u

9

[CESRM-re


h

00

℄:s
heduled-rqsts? and

hs; ii 2 u

0

9

[CESRM-re


h

00

℄:s
heduled-rqsts? ; that is, h

00

initiates the re
overy of

hs; ii through the dis
rete transition (u

9

; �; u

0

9

). Thus, Constraint 4.4 implies that

u

9

:now = u

0

9

:now � w:now + DET-BOUND = w

0

:now + DET-BOUND.

It follows that the dis
rete transition (u; pro
ess-pkt

h

(pkt); u

0

) o

urs at most DET-BOUND +

RQST-DELAY+ 2d time units after the o

urren
e of the dis
rete transition (w; rm-send

s

p

(p); w

0

);

that is, u:now � w:now + DET-BOUND+ RQST-DELAY+ 2d. ❒

The following theorem states that, in any admissible timed exe
ution � of CESRM

I

in the set

timely-aexe
s(CESRM

I

), any pa
ket that is re
overed by a parti
ular host by a reply to a 1st-round

request of the same host is done so within at most DET-BOUND+ (C

1

+ C

2

)d+ d+ (D

1

+D

2

)d+ d

time units from the time the parti
ular pa
ket is transmitted.

Theorem 6.35 Let � be any admissible timed exe
ution of CESRM

I

in timely-aexe
s(CESRM

I

)

and p be any pa
ket transmitted in � that is expeditiously re
overed by a host h 2 H in �.

Let (w; �

w

; w

0

), for w;w

0

2 states(CESRM

I

), s

p

= sour
e(p), and �

w

= rm-send

s

p

(p), be

the dis
rete transition of CESRM

I

in � involving the transmission of p in � and (u; �

u

; u

0

),

for u; u

0

2 states(CESRM

I

) and �

u

= pro
ess-pkt

h

(pkt), su
h that type(pkt) = REPL and

id(pkt) = id(p), be the dis
rete transition of CESRM

I

in � involving the re
overy of p by h

in �. Letting r = sender (pkt), if the pa
ket pkt is a reply of r to the 1st-round request of h for p,

then it is the 
ase that u:now � w:now + DET-BOUND+ (C

1

+ C

2

)d+ d+ (D

1

+D

2

)d+ d.

Proof: Suppose that h re
overs p through the re
eption of a reply of r to the 1st-round request

of h for p. In this s
enario, prior to the o

urren
e of the dis
rete transition (u; �

u

; u

0

) in �, the

host h initiates the re
overy of p through the o

urren
e of either a s
hdl-rqst

h

(s

p

; i

p

) a
tion, for

hs

p

; i

p

i = id(p), or a pro
ess-pkt

h

(pkt

0

) a
tion, for type(pkt

0

) = RQST and id(pkt

0

) = id(p). In the

former 
ase, CESRM-re


h

initiates the re
overy of p by s
heduling a 1st-round request for p, while

in the latter, CESRM-re


h

initiates the re
overy of p by s
heduling a 2-nd round request for p.

Constraint 4.4 implies that h initiates the re
overy of p within at most DET-BOUND time units past

the transmission time of p. Moreover, Constraint 4.1 and Lemma 6.18 imply that r re
eives the
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1-st round request of h for p no later than (C

1

+C

2

)d+ d time units past the parti
ular o

urren
e

of either the s
hdl-rqst

h

(s

p

; i

p

) or the pro
ess-pkt

h

(pkt

0

) a
tion.

The 1-st round request of h for p is re
eived by r while either i) a reply for p is already s
heduled,

ii) a reply for p is already pending, or iii) a reply for p is neither s
heduled, nor pending. In either

of these 
ases, r transmits its reply to the 1-st round request of h for p no later than (D

1

+D

2

)d

time units past the point in time at whi
h it re
eives the 1-st round request of h for p. The reply

of r to the 1-st round request of h for p is thus re
eived by h no later than d thereafter.

Thus, it follows that h re
eives r's reply to its 1-st round request for p at most DET-BOUND+ (C

1

+

C

2

)d+ d+ (D

1

+D

2

)d+ d time units past the transmission of p. ❒

Floyd et al. [13℄ analyzed the performan
e of SRM under a variety of request and reply timing

parameter settings. The optimal su
h settings depend on the topology, the session's density, and

the loss 
hara
teristi
s of the links 
omprising the underlying IP multi
ast distribution tree. Given

the typi
al parameter values used by Floyd et al. [13℄ of C

1

= C

2

= 2 and D

1

= D

2

= 1,

Theorem 6.35 implies that the worst-
ase 1-st round re
overy laten
y is DET-BOUND + 8d, or

DET-BOUND+ 4RTT , where RTT = 2d denotes the worst-
ase round-trip-time between members

of the reliable multi
ast group. In 
ontrast, Theorem 6.34 implies that the worst-
ase expedited

re
overy laten
y is DET-BOUND+ RQST-DELAY+ 2d, or DET-BOUND+ RQST-DELAY+ RTT .

Re
all that RQST-DELAY involves the delay used to avoid prematurely transmitting expedited

requests for pa
kets that are temporarily 
onsidered missing due to pa
ket reordering. Presuming

that this delay is insigni�
ant 
ompared to the worst-
ase round trip delay, i.e., RQST-DELAY �

RTT , the worst-
ase re
overy laten
y of pa
kets re
overed by expedited rather than 1-st round

re
overies is redu
ed by roughly 3RTT .

The question that remains is how often expedited re
overies are su

essful. CESRM operates in the

spirit of our 
a
hing-based loss lo
ation estimation s
heme introdu
ed in Chapter 5. In CESRM,

re
eivers 
a
he the optimal requestor/replier pair engaged in the re
overy of their most re
ent losses

and attempt to re
over losses using the optimal requestor/replier pair of the most re
ent loss whose

optimal requestor/replier pair has been identi�ed. In e�e
t, CESRM identi�es loss lo
ations by

their optimal requestor/replier pairs.

In our analysis of the IP multi
ast tra
es of Yajnik et al. [41℄ in Chapter 5, we estimated the

per
entage of losses that may be su

essfully re
overed using a 
a
hing-based loss re
overy s
heme.

This estimate in
luded the 
onsistent a

urate estimates, the 
onsistent high estimates, and the

average per
entage of estimates 
omprising in
onsistent estimates. By presuming that it is highly

likely that distin
t losses on the same link will give rise to the same optimal requestor/replier pairs,

we 
laim that this estimate is a rough indi
ation of the per
entage of expedited re
overies initiated

by CESRM that are su

essful.

Thus, Figure 5.17 indi
ates that, for all of the IP multi
ast tra
es of Yajnik et al. [41℄, the per
entage

of losses that are expeditiously re
overable by CESRM should ex
eed 65%. Thus, presuming that

the loss of re
overy pa
kets is infrequent, CESRM may a�ord a signi�
ant redu
tion is re
overy

laten
y for a large per
entage of the losses.

6.5 CESRM Tra
e-Driven Simulations

In this se
tion, we evaluate the performan
e of CESRM and 
ompare it to that of SRM using

tra
e-driven simulations. In these simulations, we reena
t, as faithfully as possible, the 14 IP

multi
ast transmissions that result in the tra
es 
olle
ted by Yajnik et al. [41℄. Thus, our simulations

exhibit the pa
ket loss lo
ality exhibited by the a
tual IP multi
ast transmissions. We repeat our
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simulations using either SRM or CESRM as the pa
ket loss re
overy s
heme and observe the

re
overy laten
y and overhead of ea
h proto
ol. Our simulations show that, for the parti
ular IP

multi
ast transmissions, CESRM redu
es the average re
overy time of SRM by an average of 50%.

Furthermore, CESRM sends fewer pa
ket retransmissions than SRM | between 40% and 75%

of the number of retransmissions sent by SRM. Finally, CESRM sends roughly as many 
ontrol

pa
kets as SRM, but a large per
entage of these are uni
ast whereas all of SRM's 
ontrol pa
kets

are multi
ast. We 
on
lude that, CESRM's overhead is signi�
antly smaller than that of SRM.

We begin this se
tion by des
ribing the setup of our simulations. We then present the simulation

results. We 
on
lude by summarizing the results of our simulation-based evaluation of CESRM.

6.5.1 Simulation Setup

Following the presentation approa
h of Chapter 5, we 
olle
tively des
ribe the setup of our

simulations by des
ribing the setup for simulating a single generi
 IP multi
ast transmission.

This generi
 simulation is intended to 
orrespond to the simulation of any single IP multi
ast

transmission of Yajnik et al. [41℄. From Chapter 5, re
all that k 2 N denotes the number of pa
kets

transmitted during the IP multi
ast transmission, R denotes the �nite set of re
eivers of the IP

multi
ast transmission, I = f1; : : : ; kg, and loss : R ! (I ! f0; 1g) is a mapping that represents

per-re
eiver binary sequen
es, ea
h of whi
h indi
ates whi
h of the pa
kets the respe
tive re
eiver

failed to re
eive. Moreover, re
all that we represent the IP multi
ast tree by a tuple T = hN; s; Li


omprised of a set of nodes N , a root node s 2 N , and a set of dire
ted edges L � N �N | the

elements of T satisfy several 
onstraints, whi
h are presented in Chapter 5. The pa
ket transmission

period is denoted by �T 2 R

�0

. We also presume that the 
on
rete link tra
e representation


-link : R ! (I ! C-link [ ?), for C-link = L, a

urately estimates the set of links responsible

for ea
h of the losses su�ered during the parti
ular IP multi
ast transmission.

Our generi
 simulation involves setting up the IP multi
ast tree T and disseminating k pa
kets

from the root of the tree, whi
h 
orresponds to the IP multi
ast transmission sour
e, to the tree's

leaf nodes, whi
h 
orrespond to the re
eivers of the IP multi
ast transmission. Re
all that the IP

multi
ast tree is presumed to remain �xed throughout the duration of the IP multi
ast transmission.

Sin
e the IP multi
ast tra
e information of Yajnik et al. [41℄ 
ontains no link delay and bandwidth

info, we arbitrarily 
hoose the delay and the bandwidth of ea
h link in T to be 20ms and and

1:5Mbps, respe
tively. Sin
e the depth of the IP multi
ast tree involved in any of the IP multi
ast

tra
es of Yajnik et al. [41℄ ranges from 3 to 7, the RTTs between the sour
e and re
eivers in any

tra
e ranges from 120ms to 280ms.

We also presume that payload 
arrying pa
kets, i.e., original pa
kets and retransmissions, are

1KB in size and 
ontrol pa
kets, e.g., pa
ket retransmission requests, are 0KB. Sin
e the IP

multi
ast transmission period of any of the IP multi
ast transmission tra
es of Yajnik et al. [41℄

is either 40ms or 80ms, the bandwidth required for the original transmissions is either 200Kbps

or 400Kbps. Thus, our 
hoi
e of 1:5Mbps for the link bandwidth is suÆ
ient to guarantee that

no pa
kets are dropped due to 
ongestion. The simulation is 
arried out with the typi
al SRM

s
heduling parameter settings C

1

; C

2

= 2, C

3

= 1:5, D

1

;D

2

= 1, and D

3

= 1:5. Session pa
kets are

transmitted with a period of 1 s.

So as to fo
us our attention on the performan
e of CESRM pa
ket loss re
overy s
heme, rather than

that of the inter-host distan
e estimation s
heme through session pa
ket ex
hange, we presume that

the session pa
ket ex
hange is lossless. Sin
e none of the session pa
kets are dropped throughout

our simulation, the inter-host distan
es are a

urately and promptly 
al
ulated. Moreover, we

suÆ
iently delay the beginning IP multi
ast transmission so that, prior to the beginning of the IP

multi
ast transmission, re
eivers have a 
han
e to ex
hange session messages and, thus, estimate
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their distan
e to ea
h other.

We inje
t losses in the simulated IP multi
ast transmission a

ording to the 
on
rete link tra
e

representation 
-link . Re
all that 
-link estimates the links responsible for ea
h of the losses su�ered

during the a
tual IP multi
ast transmission that resulted in the respe
tive tra
e of Yajnik et al. [41℄.

Thus, by inje
ting losses in this fashion, we 
apture and reprodu
e the lo
ality present in the a
tual

IP multi
ast transmission.

So as to 
ompare the performan
e of CESRM to that of SRM, we repeat the simulation twi
e;

one simulation employs CESRM as the pa
ket loss re
overy s
heme and the other employs SRM.

We �rst 
ondu
t these simulations under the assumption that the pa
ket loss re
overy is lossless;

that is, that none of the re
overy pa
kets (
ontrol pa
kets and retransmissions) are dropped. This

is pre
isely the assumption under whi
h Floyd et al. [13℄ 
ondu
ted the performan
e analysis of

SRM. In order to obtain a more realisti
 evaluation of CESRM, we repeat the simulations while

introdu
ing losses to the pa
ket loss re
overy. So as to abide by the loss 
hara
teristi
s of the

links of the IP multi
ast tree throughout whi
h the IP multi
ast pa
kets are disseminated, re
overy

pa
kets are dropped a

ording to the link loss probability estimates 
al
ulated in Chapter 5 for

ea
h of the links of the IP multi
ast tree.

6.5.2 Lossless Re
overy Results

In this se
tion, we assume that the pa
ket loss re
overy is lossless; that is, none of the re
overy

pa
kets are dropped.

Figure 6.16 presents the per-re
eiver average normalized re
overy times a
hieved by SRM and

CESRM for 6 out of the 14 tra
es of Yajnik et al. [41℄ | the average normalized re
overy times

for the simulations 
orresponding to the remaining tra
es are similar. The re
overy time of ea
h

re
eiver is normalized by the re
eiver's RTT distan
e estimate to the sour
e of the IP multi
ast

transmission and is, thus, quoted in units of RTT. From Figure 6.16, we 
an see that the 
a
hing-

based expedited re
overy s
heme employed by CESRM substantially redu
es the average normalized

re
overy time.

Figure 6.17 depi
ts the per
entage by whi
h the per-re
eiver average normalized re
overy times are

redu
ed using CESRM as opposed to SRM. Clearly, the use of expedited re
overies has a substantial

e�e
t on the per-re
eiver average normalized re
overy times. For most of the re
eivers, the average

normalized re
overy times for CESRM are between 40% and 70% less than those of SRM.

Figure 6.17 depi
ts the di�eren
e in the average normalized re
overy times between expedited

and non-expedited re
overies of CESRM. For the s
heduling parameters used in our simulations,

Theorems 6.34 and 6.35 imply that the di�eren
e between the worst-
ase re
overy laten
y between

expedited and non-expedited su

essful re
overies is 3RTT . Figure 6.17 reveals that, in the

parti
ular simulations, the di�eren
e in the average normalized re
overy laten
y between expedited

and non-expedited su

essful re
overies ranges from 1 to 2 RTTs.

Figure 6.19 depi
ts the number of request pa
kets sent by ea
h of the re
eivers for 6 out of the

14 tra
es of Yajnik et al. [41℄ for either the SRM or the CESRM proto
ols | the number of

request pa
kets sent by ea
h re
eiver for the simulations driven by the remaining tra
es are similar.

The bars 
orresponding to the number of request pa
kets sent by ea
h re
eiver in the 
ase of the

CESRM proto
ol are split in two 
omponents. One 
omponent 
orresponds to the number of

requests that are multi
ast as part of the regular re
overy pro
ess of CESRM, whi
h mimi
s that of

SRM. The other 
omponent 
orresponds to the number of requests uni
ast as part of the expedited

re
overy pro
ess 
arried out by CESRM. The sour
e of the IP multi
ast transmission 
orresponds

to re
eiver 0.
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Figure 6.16 Per-Re
eiver Average Normalized Re
overy Times; Lossless Re
overy
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Figure 6.17 Per
ent Redu
tion in Per-Re
eiver Average Normalized Re
overy Times; Lossless

Re
overy
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Figure 6.18 Di�eren
e in Average Normalized Re
overy Times Between Expedited and Non-

Expedited Re
overies of CESRM
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Figure 6.19 reveals that for most re
eivers in ea
h of the simulations, the number of requests sent

by CESRM are most often less than those sent by SRM. For some of the re
eivers the number

of requests sent by CESRM ex
eeds that sent by SRM. Notably, however, a large portion of the

number of requests sent by CESRM are uni
ast from parti
ular requestors to parti
ular repliers,

rather than multi
ast to the entire group. Sin
e uni
ast transmissions are substantially less 
ostly

than multi
ast transmissions, the overhead in terms of the number of requests in
urred by CESRM

is less than that in
urred by SRM.

Figure 6.20 depi
ts the number of reply pa
kets sent by ea
h of the re
eivers for 6 out of the

14 tra
es of Yajnik et al. [41℄ for either the SRM or the CESRM proto
ols | the number of

reply pa
kets sent by ea
h re
eiver for the simulations driven by the remaining tra
es are similar.

The bars 
orresponding to the number of reply pa
kets sent by ea
h re
eiver in the 
ase of the

CESRM proto
ol are split in two 
omponents. One 
omponent 
orresponds to the number of

replies that are multi
ast as part of the regular re
overy pro
ess of CESRM, whi
h mimi
s that

of SRM. The other 
omponent 
orresponds to the number of expedited replies multi
ast as part

of the expedited re
overy pro
ess 
arried out by CESRM. Again, the sour
e of the IP multi
ast

transmission 
orresponds to re
eiver 0.

Figure 6.19 reveals that for most re
eivers in ea
h of the simulations, the number of replies sent by

CESRM are substantially less than those sent by SRM. The overhead in
urred by replies is very

important sin
e reply pa
kets, i.e., pa
ket retransmissions, 
arry the data. They are thus, not only

multi
ast to the entire group, but their transmission is also substantially more 
ostly than that of


ontrol pa
kets, e.g., requests, whi
h do not 
arry data.

Figure 6.21 depi
ts the number of update pa
kets sent by ea
h of the re
eivers for 6 out of the 14

tra
es of Yajnik et al. [41℄ in the 
ase of the CESRM proto
ol | the number of update pa
kets

sent by ea
h re
eiver for the simulations driven by the remaining tra
es are similar. On
e again,

the sour
e of the IP multi
ast transmission 
orresponds to re
eiver 0.

Comparing Figures 6.19, 6.20, and 6.21, it is 
lear that the number of update pa
kets are at least
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Figure 6.19 Number of Request Pa
kets for SRM and CESRM
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Figure 6.20 Number of Reply Pa
kets for SRM and CESRM
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Figure 6.21 Number of Update Pa
kets for CESRM
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an order of magnitude fewer pa
kets that either request or reply pa
kets. As 
ompared to requests

and replies, they thus introdu
e a substantially smaller overhead.

Figure 6.22 in
ludes two plots pertaining to the performan
e of CESRM. The �rst plot depi
ts

the per
entage of su

essful expedited re
overies a
hieved by CESRM for ea
h of the simulations

driven by the respe
tive IP multi
ast transmission tra
es of Yajnik et al. [41℄. We 
onsider an

expedited re
overy to be su

essful when the expedited request indu
es the transmission of an

expedited reply. Thus, the per
entage of su

essful expedited re
overies is given by the ratio of the

number of expedited requests to the number of expedited replies transmitted during the simulation.

Figure 6.22 reveals that a substantial per
entage of expedited re
overies are su

essful. This

per
entage ex
eeds 65% for all the simulations and ex
eeds 80% for all but two of the simulations.

The se
ond plot of Figure 6.22 depi
ts the overall overhead of CESRM in terms of the number of

re
overy pa
kets sent as a per
entage of the respe
tive overhead of SRM. The overhead of CESRM

would thus amount to 100% when it is equal to the overhead of SRM for the respe
tive simulation.

We split the overhead of CESRM into that asso
iated with retransmission pa
kets and 
ontrol

pa
kets. Sin
e we presume that uni
ast pa
kets introdu
e substantially less overhead as 
ompared

to that introdu
ed by multi
ast pa
kets, we distinguish between the number of uni
ast and multi
ast


ontrol pa
kets.

Figure 6.22 reveals that the number of retransmissions sent by CESRM is substantially less than

that sent by SRM. For all the simulations, the retransmission overhead of CESRM is less than

80% of that of SRM. For 9 out of 14 of the simulations, the retransmission overhead of CESRM

is less than 60% of that of SRM. Sin
e retransmissions are the only pa
kets that 
arry data, they

are substantially more 
ostly than 
ontrol pa
kets. Thus, the fa
t that CESRM sends substantially

fewer retransmissions than SRM is a signi�
ant performan
e improvement with respe
t to SRM.

In terms of the number of 
ontrol pa
kets, for all but four of the simulations, the overhead of

CESRM is either 
omparable to or less than that of SRM. For the remaining four simulations,

although the total number of 
ontrol pa
kets is more than that of SRM, a large per
entage of the
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Figure 6.22 CESRM Performan
e; Per
entage of Su

essful Expedited Re
overies and Overall

Pa
ket Overhead
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pa
kets sent by CESRM are uni
ast rather than multi
ast pa
kets. Thus, even in the 
ases where

the number of 
ontrol pa
kets sent by CESRM is larger than that sent by SRM, the overhead of

CESRM asso
iated with the transmission of 
ontrol pa
kets is presumably less than that of SRM.

6.5.3 Lossy Re
overy Results

In this se
tion, we assume that the pa
ket loss re
overy is lossy. In parti
ular, in the simulations

whose results are presented in this se
tion, re
overy pa
kets are dropped a

ording to the link loss

probability estimates 
al
ulated in Chapter 5 for links of the IP multi
ast tree of ea
h of the IP

multi
ast transmissions. Thus, these simulations attempt to 
apture the loss 
hara
teristi
s of the

links of the IP multi
ast tree of ea
h of the IP multi
ast transmissions of Yajnik et al. [41℄.

Figure 6.23 presents the per-re
eiver average normalized re
overy times a
hieved by SRM and

CESRM for 6 out of the 14 tra
es of Yajnik et al. [41℄ | the average normalized re
overy times

for the simulations 
orresponding to the remaining tra
es are similar. Figure 6.23 reveals that the


a
hing-based expedited re
overy s
heme employed by CESRM substantially redu
es the average

normalized re
overy time. As a result of the losses su�ered during the loss re
overy, the average

normalized re
overy time of both SRM and CESRM is greater than that observed when the pa
ket

loss re
overy pro
ess is lossless.

Figure 6.24 depi
ts the per
entage by whi
h the per-re
eiver average normalized re
overy times

is redu
ed using CESRM as opposed to SRM. On
e again, the use of expedited re
overies has a

substantial e�e
t on the per-re
eiver average normalized re
overy times. For most of the re
eivers,

the average normalized re
overy times for CESRM are between 30% and 60% less than those of

SRM.

Figure 6.25 depi
ts the di�eren
e between the average normalized re
overy time of expedited

and non-expedited re
overies of CESRM. Comparing Figures 6.18 and 6.25, it is 
lear that the

introdu
tion of losses in the pa
ket loss re
overy pro
ess in
reases this di�eren
e. This e�e
t is

expe
ted sin
e the loss of re
overy pa
kets may result in the failure of initial re
overy rounds and,


onsequently, the in
rease of the re
overy laten
y asso
iated with non-expedited re
overies.

Figures 6.26 and 6.27 depi
t the number of request and reply pa
kets, respe
tively, sent by ea
h

of the re
eivers for 6 out of the 14 tra
es of Yajnik et al. [41℄ for either the SRM or the CESRM
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Figure 6.23 Per-Re
eiver Average Normalized Re
overy Times; Lossless Re
overy

1 2 3 4 5 6 7 8 9 10 11 12
0

0.5

1

1.5

2

2.5

3

3.5
Trace RFV960419; Ave. Norm. Rec. Time

Receiver

#
 R

T
T

s

SRM  
CESRM

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

3

3.5

4
Trace RFV960508; Ave. Norm. Rec. Time

Receiver

#
 R

T
T

s

SRM  
CESRM

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0

0.5

1

1.5

2

2.5

3

3.5
Trace UCB960424; Ave. Norm. Rec. Time

Receiver

#
 R

T
T

s

SRM  
CESRM

1 2 3 4 5 6 7 8 9 10 11 12
0

0.5

1

1.5

2

2.5

3

3.5

4
Trace WRN951113; Ave. Norm. Rec. Time

Receiver

#
 R

T
T

s

SRM  
CESRM

1 2 3 4 5 6 7 8 9
0

0.5

1

1.5

2

2.5

3

3.5
Trace WRN951128; Ave. Norm. Rec. Time

Receiver

#
 R

T
T

s

SRM  
CESRM

1 2 3 4 5 6 7 8 9 10 11
0

0.5

1

1.5

2

2.5

3

3.5

4
Trace WRN951211; Ave. Norm. Rec. Time

Receiver

#
 R

T
T

s

SRM  
CESRM

Figure 6.24 Per
ent Redu
tion in Per-Re
eiver Average Normalized Re
overy Times; Lossless
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overy
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Figure 6.25 Di�eren
e in Average Normalized Re
overy Times Between Expedited and Non-

Expedited Re
overies of CESRM
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Figure 6.26 Number of Request Pa
kets for SRM and CESRM
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proto
ols | the number of request and reply pa
kets sent by ea
h re
eiver for the simulations driven

by the remaining tra
es are similar. These plots reveal that losses in the pa
ket loss re
overy pro
ess

result in an in
rease of the number of request and reply pa
kets sent by both SRM and CESRM.

However, this in
rease is not substantial.

Figure 6.28 depi
ts the number of update pa
kets sent by ea
h of the re
eivers for 6 out of the
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Figure 6.27 Number of Reply Pa
kets for SRM and CESRM
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Figure 6.28 Number of Update Pa
kets for CESRM
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14 tra
es of Yajnik et al. [41℄ by CESRM | the number of update pa
kets sent by ea
h re
eiver

for the simulations driven by the remaining tra
es are similar. These plots reveal that losses in

the pa
ket loss re
overy pro
ess do not substantially in
rease the number of update pa
kets sent

by CESRM. In fa
t, for some of the simulations the number of update pa
kets sent by CESRM is

a
tually redu
ed.

Figure 6.29 in
ludes two plots pertaining to the performan
e of CESRM. The �rst plot depi
ts the
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Figure 6.29 CESRM Performan
e; Per
entage of Su

essful Expedited Re
overies and Overall

Pa
ket Overhead
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per
entage of su

essful expedited re
overies a
hieved by CESRM for ea
h of the simulations driven

by the respe
tive IP multi
ast transmission tra
es of Yajnik et al. [41℄. This per
entage ex
eeds

60% for all the simulations and ex
eeds 80% for all but three of the simulations. Thus, even in the


ase when re
overy pa
kets su�er losses, a substantial number of the expedited re
overies initiated

by CESRM are su

essful.

The se
ond plot of Figure 6.29 depi
ts the overall overhead of CESRM in terms of the number

of re
overy pa
kets sent as a per
entage of the respe
tive overhead of SRM. On
e again, we split

the overhead of CESRM into that asso
iated with retransmission pa
kets and 
ontrol pa
kets and

distinguish between the number of uni
ast and multi
ast 
ontrol pa
kets. On
e again, the number

of retransmissions sent by CESRM is substantially less than that sent by SRM. In parti
ular,

for all but one of the simulations, the number of retransmissions sent by CESRM is less than

80% of the number of retransmissions sent by SRM; for half the simulations, this per
entage is

below 70% (often, substantially so). Now, 
onsider the number of 
ontrol pa
kets sent by CESRM.

Sin
e losses may 
ause the failure of a larger per
entage of the expedited re
overies, the 
ontrol

pa
kets pertaining to a larger per
entage of the expedited re
overies are sent in vain. CESRM must

then re
over the parti
ular losses using SRM's re
overy s
heme; thus, in addition to the pa
kets

pertaining to the expedited re
overies, CESRM in
urs the overhead pertaining to SRM's re
overy

s
heme. Indeed, as shown in Figure 6.29, the number of 
ontrol pa
kets sent by CESRM is larger

than that sent by SRM. However, as in the lossless re
overy 
ase, a large per
entage of the pa
kets

sent by CESRM are uni
ast rather than multi
ast pa
kets. Thus, on
e again, the overhead of

CESRM asso
iated with the transmission of 
ontrol pa
kets is presumably less than that of SRM.

6.5.4 Summary of Simulation Results

Our simulations reveal that more than 65% (60%, when re
overies are lossy) of expedited re
overies

are su

essful. Thanks to su
h expedited re
overies, CESRM redu
es the overall average re
overy

time of SRM by an average of roughly 50% (40%, when re
overies are lossy). We further observe

that these performan
e gains do not introdu
e additional pa
ket overhead. On the 
ontrary, in

all of our simulations, CESRM redu
es the total number of pa
ket retransmissions. Moreover,

the number of 
ontrol pa
kets of CESRM is 
omparable to that of SRM. In the 
ase of CESRM,

however, a large per
entage of the 
ontrol pa
kets are uni
ast. SRM, in 
ontrast, uses IP multi
ast
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to transmit all 
ontrol pa
kets. We 
on
lude that CESRM e�e
tively in
urs less overhead than

SRM while substantially redu
ing re
overy laten
y.
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Chapter 7

Reliable Multi
ast Using

Light-Weight Multi
ast Servi
es

In this 
hapter, we model and analyze the router-assisted reliable multi
ast proto
ol based on

the Light-weight Multi
ast Servi
es [32{34℄. This proto
ol, whi
h we will hen
eforth refer to as

LMS, exploits the augmented fun
tionality of IP multi
ast routers so as to intelligently forward

retransmission requests and 
onstrain the transmission of replies within the subtrees of the IP

multi
ast tree a�e
ted by the respe
tive losses.

We begin by informally des
ribing the proto
ol. We then present a formal model of the reliable

multi
ast proto
ol and the enhan
ed fun
tionality of the underlying IP multi
ast routers. We

then state the 
orre
tness of the proto
ol; that is, that it is a faithful implementation of the

reliable multi
ast servi
e spe
i�
ation of Chapter 3 with no timeliness guarantees. We 
on
lude by


ondu
ting an informal timeliness analysis of LMS in whi
h we: i) state the worst-
ase re
overy

laten
y of LMS when re
overies pro
eed smoothly, ii) state the worst-
ase re
overy laten
y of LMS

in s
enarios that demonstrate LMS's la
k of robustness to highly dynami
 and faulty environments,

and iii) 
ompare its performan
e to that of both SRM and CESRM.

7.1 Overview of LMS

LMS is a router-assisted reliable multi
ast proto
ol that introdu
es and exploits additional

fun
tionality in the underlying IP multi
ast routers. In our work, we presume that the IP multi
ast

servi
e builds and maintains a shared IP multi
ast tree. Moreover, we presume that ea
h IP

multi
ast router that is part of the IP multi
ast tree knows whi
h of its links (network interfa
es)

leads to ea
h reliable multi
ast transmission sour
e. For any sour
e s and any router r, we refer to

the link of r that leads to s as the upstream link of r for s. For simpli
ity, we hen
eforth presume

that there exists only a single reliable multi
ast transmission sour
e s. Moreover, we think of the

shared IP multi
ast tree as a per-sour
e IP multi
ast tree rooted at s. Within this tree, the notions

of upstream and downstream are di
tated by the upstream links maintained for the sour
e s by

ea
h IP multi
ast router.

In LMS, ea
h IP multi
ast router sele
ts one of its des
endant members to be in 
harge of 
ondu
ting

transport layer duties for the subtree originating at the respe
tive router. This member is denoted

the replier of the respe
tive subtree and the respe
tive router. Members of the reliable multi
ast

group that are willing to perform transport layer duties periodi
ally advertise themselves as repliers.

Moreover, ea
h replier estimates the 
ost that is asso
iated with serving as a replier and advertises
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Figure 7.1 Example of LMS re
overy hierar
hy based on replier links.

l

h

0

h

s

r

it to the IP multi
ast routers by multi
asting a refresh pa
ket. A parti
ular member's 
ost of

serving as a replier may 
orrespond, for instan
e, to loss rate or its distan
e to the sour
e.

Ea
h IP multi
ast router maintains in soft state their link that leads to the replier that a�ords

the minimum 
ost and this minimum 
ost. We refer to this link and the asso
iated 
ost as the

parti
ular IP multi
ast router's replier link and replier 
ost, respe
tively. Presuming that the sour
e

a�ords (and advertises) a replier 
ost of 0, IP multi
ast routers that are adja
ent to the reliable

transmission sour
e always adopt their upstream link and the 
ost of 0 as their replier link and


ost, respe
tively.

Upon either updating or refreshing its replier link and the asso
iated replier 
ost, an IP multi
ast

router sends (propagates) a refresh pa
ket upstream. By having members of the reliable multi
ast

group advertise their 
ost of serving as repliers and having the IP multi
ast routers propagating

their replier 
ost upstream, LMS builds a hierar
hy of repliers. Ea
h su
h replier is responsible for

performing transport layer duties on behalf of parti
ular IP multi
ast subtrees. Figure 7.1 depi
ts

an example of this hierar
hy. The solid links 
orrespond to the links that form the IP multi
ast tree

and the dashed links 
orrespond to the replier links di
tating the replier hierar
hy. For example,

in the IP multi
ast dissemination tree depi
ted in Figure 7.1, the host h

0

serves as the replier for

the subtree rooted at the IP multi
ast router r.

Upon dete
ting the loss of a pa
ket p, a host h multi
asts a request with a hop-by-hop designation

su
h that all IP multi
ast routers pro
ess it. After multi
asting a retransmission request, h s
hedules

the transmission of another request for p for an appropriate point in time in the future. The reliable

multi
ast transmission of p is guaranteed by LMS by having h keep multi
asting and res
heduling

requests for p until p is re
overed. These requests are res
heduled either at �xed or exponentially

in
reasing intervals.

A router r pro
esses a retransmission request for a pa
ket p a

ording to the link l on whi
h it

arrives. If it arrives on the upstream link, i.e., the link leading to the sour
e, then the router
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knows that the request is destined for its replier and forwards the request on the replier link. If

the request arrives on the replier link, then the router forwards the request upstream toward the

sour
e. In this 
ase, the replier h

0

of the subtree rooted at r has shared the loss and serves as

the designated requestor for the given loss on behalf of the subtree rooted at r. By forwarding

the request upstream, the router r is attempting to rea
h either the replier of an en
ompassing

IP multi
ast subtree that has re
eived the pa
ket or the a
tual sour
e of the pa
ket. Finally, if

a request arrives at any other link, the router forwards the request along the replier link, thus


alling upon the replier to perform its transport layer duties. In this 
ase, the router annotates the

forwarded request with �elds that identify the router r and the link l. Papadopoulos et al. refer to

r as the turning point be
ause it is at the router r where the request for p stops moving upstream

toward the sour
e and starts moving downstream toward the replier. Analogously, we hen
eforth

refer to the link l as the turning point link. The turning point link is the link on whi
h a reply to

the request must be forwarded in order to rea
h the subtree of re
eivers su�ering the loss of the

given pa
ket.

Suppose that a host h

0

re
eives a request for a pa
ket p and let r and l be the turning point router

and link, respe
tively, pertaining to this request. The host h

0

pro
esses this request as follows.If

it has not re
eived p but has already initiated the re
overy of p, then it dis
ards the request for

p. If it has neither re
eived p nor already initiated the re
overy of p, then it initiates its re
overy

by transmitting a request for p. If h

0

has either sent or re
eived p, then it en
apsulates p into a

uni
ast pa
ket and uni
asts it to the turning point router r. Upon re
eiving this uni
ast pa
ket,

r de
apsulates it and forwards p on the turning point link l as a regular multi
ast pa
ket. In so

doing, r e�e
tively sub
asts p down the IP multi
ast subtree rea
hed through l.

7.1.1 LMS's Weakness

In e�e
t, LMS uses the enhan
ed IP multi
ast router fun
tionality to introdu
e a re
overy hierar
hy.

This hierar
hy is very e�e
tive in a
hieving lo
alized re
overy and, thus, redu
ing re
overy exposure.

However, this hierar
hy is relatively stati
 and may not fare well in highly dynami
 environments

where reliable multi
ast group members may either 
rash or leave the reliable multi
ast group

unexpe
tedly. In su
h environments, the replier state maintained by the IP multi
ast routers may

often be
ome stale and, thus, either prolong or inhibit pa
ket loss re
overy until the replier state

in refreshed.

We pro
eed to des
ribe an example of su
h behavior. Suppose that a pa
ket p is dropped on the link

l of the IP multi
ast tree. Based on replier state maintained by the IP multi
ast tree routers, let h

be the replier that is responsible for requesting p on behalf of all the members su�ering the loss of

p. Moreover, let h

0

be the replier that is responsible of replying to the requests sent by h for pa
ket

dropped on l. If either h or h

0

either 
rash or leave the reliable multi
ast group unexpe
tedly, then

all re
overy attempts to re
over p will fail until the replier state at the appropriate IP multi
ast

routers be
omes stale and is refreshed. Sin
e h is the replier responsible for sending the request for

p on behalf of all the hosts that shared the loss of p, when it either 
rashes or leaves the reliable

multi
ast group no request for p will be transmitted beyond the IP multi
ast subtree sharing the

loss. Sin
e h

0

is the replier that is responsible for replying to the requests of h for pa
kets dropped

on l, if it either fails or leaves the reliable multi
ast group then h's requests for p will go unanswered.

Sin
e the members that su�ered the loss of p will keep sending requests until the pa
ket is re
overed,

p will eventually be re
overed when the replier state is updated. However, the resulting re
overy

may in
ur a substantial delay.

Unfortunately, the re
overy of a pa
ket may similarly be delayed even when parti
ular reliable

multi
ast group members leave gra
efully (by multi
asting 
ush pa
kets that are intended to alert
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the IP multi
ast routers of stale replier state). When these 
ush pa
kets are either dropped or do

not rea
h the appropriate IP multi
ast routers in time for their replier state to be 
ushed, some

of the attempts to re
over parti
ular pa
kets may be unsu

essful due again to stale replier state

information.

7.1.2 Improving LMS's Robustness to Leaves and Failures

Realizing this weakness, Papadopoulos et al. [32, 34℄ have proposed modifying LMS slightly so as

to improve its robustness to replier leaves and 
rashes. To begin, Papadopoulos et al. propose that,

after several failed re
overy attempts, reliable multi
ast group members alert the appropriate IP

multi
ast routers that their replier state has be
ome stale. Upon being alerted to stale state, IP

multi
ast routers 
ush their replier state and begin soli
iting replier 
osts from all downstream

links. Moreover, until their replier state has been refreshed, they forward all requests upstream.

Although forwarding requests for a given pa
ket upstream allows the pa
ket's re
overy to pro
eed

uninhibited, it potentially exposes the pa
ket's re
overy to a larger than required IP multi
ast

subtree. So as to mitigate su
h unne
essary exposure, Papadopoulos et al. propose that IP

multi
ast routers maintain redundant (se
ondary) replier state. This redundant replier state allows

IP multi
ast routers to promptly delegate the transport duties of the subtree they root to alternate

repliers. In parti
ular, on
e an IP multi
ast router is alerted to the fa
t that its replier state has

be
ome stale, it may swit
h to its se
ondary (now, primary) replier state. Thus, instead of being

forwarded upstream, subsequently re
eived requests are forwarded on the se
ondary replier link.

Presuming that the se
ondary replier hasn't either 
rashed or left the reliable multi
ast group,

subsequent re
overy attempts may thus pro
eed uninhibited.

To our understanding, however, it is not 
lear whether and, if so, how the members of the reliable

multi
ast group may as
ertain whi
h IP multi
ast router(s) must either 
ush or swit
h to their

se
ondary replier state. For a loss on a link l, the IP multi
ast router that must 
ush/swit
h its

replier state is either i) the IP multi
ast router that is immediately downstream of l, or ii) the IP

multi
ast router that is upstream of l and whose replier does not lie in the IP multi
ast subtree

emanating from l. However, the members of the reliable multi
ast group that have su�ered the

loss on l are not aware of whi
h these routers are. Therefore, the only option would be for them to

multi
ast a 
ush/swit
h pa
ket. Were they to attempt this, then all of their upstream IP multi
ast

routers would 
ush/swit
h their replier state. Instru
ting all upstream IP multi
ast routers to

swit
h to their se
ondary replier state is a plausible solution. However, it may potentially be quite


ostly sin
e the given IP multi
ast routers would need to update their se
ondary replier state.

Instru
ting all the upstream IP multi
ast routers to 
ush their replier state would for
e all requests

to be forwarded upstream to the sour
e and indu
e the IP multi
ast routers that lead to the sour
e

to update their replier state. Both of these options seem to introdu
e substantial overhead and,

thus, do not provide a satisfa
tory solution to the LMS robustness 
on
erns.

7.2 Formal Model of LMS

In this se
tion, we present a formal model of LMS. Figure 7.2 depi
ts the intera
tion of the


omponents of LMS and the environment. The 
lient at ea
h host is modeled by the RM-Client

h

timed I/O automaton of Chapter 3. The reporting, membership, and IP bu�er 
omponents of

LMS are identi
al to those of our model of the CESRM proto
ol of Chapter 6. In the rest of this

se
tion, we present the re
overy 
omponent pertaining to the LMS reliable multi
ast proto
ol and

a new model of the IP multi
ast servi
e 
omponent. In addition to re�ning the behavior of the IP

multi
ast servi
e models used for SRM and CESRM in Chapters 4 and 6, this new IP multi
ast
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Figure 7.2 Interfa
e of the 
omponents of the reliable multi
ast servi
e involving the LMS reliable

multi
ast proto
ol.
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Figure 7.3 Preliminary De�nitions for LMS

LMS-Re


h

Automaton

LMS-Status = fidle; member; 
rashedg

S
heduled-Rqsts = fhs; i; t; ki j s 2 H; i 2 N; t 2 R

�0

; k 2 Ng

LMS-IP Automaton

IPm
ast-Status = fidle; joining; leaving; member; 
rashedg

H, set of hosts.

R, set of IP multi
ast 
apable routers.

N = H [ R, set of IP multi
ast 
apable nodes.

L = N �N , set of bidire
tional links inter
onne
ting IP multi
ast 
apable nodes.

L

H

= ffn; n

0

g 2 L j n 2 Hg

L

R

= ffn; n

0

g 2 L j n 2 Rg

L

n

= ffn

0

; n

00

g 2 L j n

0

= ng, for n 2 N .

L

nR

= ffn

0

; n

00

g 2 L j n

0

= n; n

00

2 Rg, for n 2 N .

L

nH

= ffn

0

; n

00

g 2 L j n

0

= n;n

00

2 Hg, for n 2 N .

model pre
isely spe
i�es the behavior of the enhan
ed router fun
tionality introdu
ed by LMS.

Figures 7.3 and 7.4 
ontain several set and pa
ket de�nitions, respe
tively, used in the spe
i�
ation

of LMS.

203



Figure 7.4 Pa
ket De�nitions for LMS

P

RM-Client

: 8 p 2 P

RM-Client

,

sour
e(p) 2 H

seqno(p) 2 N

data(p) 2 f0; 1g

�

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

suÆx (p) = fhs; ii 2 H � N j sour
e(p) = s ^ seqno(p) � ig

P

IPu
ast-Client

: 8 p 2 P

IPu
ast-Client

,

sour
e(p) 2 H

tp-router(p) 2 R

tp-link(p) 2 L

R

dest(p) 2 H

strip(p) 2 P

LMS

P

IPm
ast-Client

: 8 p 2 P

IPm
ast-Client

,

sour
e(p) 2 H


ost(p) 2 R

�0

tp-router(p) 2 R

tp-link(p) 2 L

R

strip(p) 2 P

LMS

type(p) = fDATA; RQST; REPL; REFRESH; SOLICIT; FLUSH; PRUNEg

P

LMS

: 8 p 2 P

LMS

,

type(p) 2 fDATA; RQST; REPL; SESSg

DATA :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

strip(p) 2 P

RM-Client

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

RQST :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

tp-router(p) 2 R

tp-link(p) 2 L

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

REPL :

sender(p) 2 H

sour
e(p) 2 H

seqno(p) 2 N

tp-router(p) 2 R

tp-link(p) 2 L

strip(p) 2 P

RM-Client

id(p) 2 H � N : id(p) = hsour
e(p); seqno(p)i

REFRESH :

sender(p) 2 H

sour
e(p) 2 H


ost(p) 2 R

�0

SOLICIT :

sour
e(p) 2 H

seqno(p) 2 N

Figure 7.5 The LMS-Re


h

Automaton | Signature

Parameters:

h 2 H; DFLT-COST; RQST-DELAY; RQST-TIMEOUT; REFRESH-PERIOD 2 R

+

A
tions:

input


rash

h

rm-join-a
k

h

rm-leave

h

rm-send

h

(p), for p 2 P

RM-Client

pro
ess-pkt

h

(p), for p 2 P

LMS

output

rm-re
v

h

(p), for p 2 P

RM-Client

re
-msend

h

(p), for p 2 P

LMS

re
-usend

h

(h

0

; p), for h

0

2 H;h

0

6= h; p 2 P

LMS

internal

update-
ost

h

(s), for s 2 H

send-refresh

h

(s), for s 2 H

send-rqst

h

(s; i), for s 2 H; i 2 N

time-passage

�(t), for t 2 R

�0

7.2.1 The Re
overy Component | LMS-re


h

The LMS-re


h

timed I/O automaton spe
i�es the re
overy 
omponent of the LMS proto
ol.

Figure 7.5 presents the signature of LMS-re


h

, that is, its parameters and its a
tions. Figure 7.6

presents the variables of LMS-re


h

. Figures 7.7 and 7.8 present the dis
rete transitions of

LMS-re


h

. Throughout this se
tion, we only des
ribe the fun
tionality of LMS-re


h

that is

either new or di�erent from that of either SRM-re


h

or CESRM-re


h

presented in Chapters 4

and 6, respe
tively. On
e again, in order to provide the appropriate 
ontext, the des
ription of

ea
h of the parameters of LMS-re


h

is deferred to appropriate pla
es within the des
ription of its

variables and a
tions.
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Figure 7.6 The LMS-Re


h

Automaton | Variables

Variables:

now 2 R

�0

, initially now = 0

status 2 LMS-Status, initially status = idle


ost(s) 2 R

�0

, for all s 2 H, initially 
ost(s) = DFLT-COST, for all s 2 H

refresh-deadline(s) 2 R

�0

[ ?, for all s 2 H, initially refresh-deadline(s) =?, for all s 2 H

min-seqno(h

0

) 2 N [ ?, for all h

0

2 H, initially min-seqno(h

0

) =?, for all h

0

2 H

max-seqno(h

0

) 2 N [ ?, for all h

0

2 H, initially max-seqno(h

0

) =?, for all h

0

2 H

ar
hived-pkts � P

RM-Client

� R

�0

, initially ar
hived-pkts = ;

s
heduled-rqsts � S
heduled-Rqsts , initially s
heduled-rqsts = ;

to-be-delivered � P

RM-Client

, initially to-be-delivered = ;

msend-bu� � P

LMS

, initially msend-bu� = ;

usend-bu� (h

0

) � P

LMS

, for all h

0

2 H;h

0

6= h, initially usend-bu� = ;, for all h

0

2 H;h

0

6= h

re
overed-pkts? � H � N, initially re
overed-pkts? = ;

Derived Variables:

for all h

0

2 H, proper? (h

0

) =

(

; if min-seqno(h

0

) =?

fhs; ii 2 H � N j s = h

0

;min-seqno(h

0

) � ig otherwise

for all h

0

2 H, window? (h

0

) =

(

; if min-seqno(h

0

) =?

fhs; ii 2 H � N j s = h

0

;min-seqno(h

0

) � i � max-seqno(h

0

)g otherwise

ar
hived-pkts? = fhs; ii 2 H � N j 9 p 2 P

RM-Client

; t 2 R

�0

: hp; ti 2 ar
hived-pkts ^ id(p) = hs; iig

ar
hived-pkts? (h

0

) = fhs; ii 2 ar
hived-pkts? j s = h

0

g, for all h

0

2 H

s
heduled-rqsts? = fhs; ii 2 H � N j 9 t 2 R

�0

; k 2 N : hs; i; t; ki 2 s
heduled-rqstsg

s
heduled-rqsts? (h

0

) = fhs; ii 2 s
heduled-rqsts? j s = h

0

g, for all h

0

2 H

to-be-delivered? = fhs; ii 2 H � N j 9 p 2 to-be-delivered : hs; ii = id(p)g

to-be-delivered? (h

0

) = fhs; ii 2 to-be-delivered? j s = h

0

g, for all h

0

2 H

re
overed-pkts? (h

0

) = fhs; ii 2 re
overed-pkts? j s = h

0

g, for all h

0

2 H

sour
es = fh

0

2 H j ar
hived-pkts? (h

0

) 6= ;g

Variables

Ea
h variable 
ost(s), for s 2 H, denotes the 
ost asso
iated with h serving as a replier for pa
kets

transmitted by the sour
e s. Ea
h variable 
ost(s), for s 2 H, is initialized to DFLT-COST, where

DFLT-COST 2 R

+

spe
i�es the default replier 
ost of h.

Ea
h variable refresh-deadline(s), for s 2 H, denotes the time at whi
h h must send its next

refresh pa
ket to the IP multi
ast 
ommuni
ation servi
e | a member of the reliable multi
ast

group periodi
ally sends refresh pa
kets so as to advertise its 
ost of serving as a replier for pa
kets

transmitted by the sour
e s. Ea
h variable refresh-deadline(s), for s 2 H, is initialized to ?.

The derived variable sour
es denotes the set of IP multi
ast transmission sour
es that h is aware of.

The host h be
omes aware of a parti
ular sour
e s upon re
eiving either an original transmission or

a retransmission of a pa
ket originally transmitted by s. Sin
e h ar
hives all su
h pa
kets, sour
es

is the set of sour
es some of whose pa
kets h has ar
hived. It is initially equal to the empty set.

A
tions

The internal a
tion update-
ost

h

(s), for s 2 H, updates the 
ost of h serving as a replier for pa
kets

transmitted by the sour
e s. The a
tion update-
ost

h

(s) is enabled when the host h is a member

of the reliable multi
ast group and h is aware of the sour
e s. The e�e
ts of update-
ost

h

(s) are

to nondeterministi
ally set the variable 
ost(s). For simpli
ity, we have 
hosen not to model the

manner in whi
h the 
ost of h serving as a replier for pa
kets transmitted by s is 
al
ulated. By

for
ing hosts to advertise a �nite 
ost for serving as repliers, we are e�e
tively disallowing hosts

from avoiding to be
ome repliers. However, the larger the 
ost of h serving as a replier for s, the

less likely it is that h is sele
ted to serve as a replier for s.

The internal a
tion send-refresh

h

(s), for s 2 H, models the expiration of the refresh timeout for
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the sour
e s and the 
omposition of a refresh pa
ket intended to advertise the 
ost of h serving

as a replier for s. The a
tion send-refresh

h

(s) is enabled when the host h is a member of

the reliable multi
ast group, h is aware of the sour
e s, the refresh timeout for s has previously

been set and has expired, i.e., refresh-deadline(s) 6=? and now = refresh-deadline(s). The e�e
ts

of send-refresh

h

(s) are to 
ompose a refresh pa
ket, to add it to the msend-bu� bu�er, and

to reset the refresh timeout to a point in time REFRESH-PERIOD time units in the future. The

parameter REFRESH-PERIOD spe
i�es the period with whi
h LMS-re


h

transmits refresh pa
kets

whi
h advertise the 
urrent 
ost of having h serve as a replier for s.

The internal a
tion send-rqst

h

(s; i), for s 2 H and i 2 N , models the expiration of the request

transmission timeout, the transmission of a request for the pa
ket hs; ii, and the s
heduling the

transmission of another request for the pa
ket hs; ii for an appropriate time in the future. The a
tion

send-rqst

h

(s; i) is enabled when the host h is a member of the reliable multi
ast group and the

transmission time of a s
heduled request for the pa
ket hs; ii has arrived; that is, status = member,

t = now , and hs; i; t; ki 2 s
heduled-rqsts . The e�e
ts of send-rqst

h

(s; i) are to 
ompose a request

for the pa
ket hs; ii, to add it to the IP multi
ast transmission bu�er of LMS-Re


h

, and to

res
hedule the request for an appropriate time in the future by updating the request tuple in

s
heduled-rqsts pertaining to the pa
ket hs; ii. Papadopoulos et al. [32, 34℄ propose two request

res
heduling s
hemes. The �rst involves s
heduling the transmission of the next request for a point

in time that is RQST-TIMEOUT time units in the future. This s
heme results in requests being

transmitted at �xed intervals. The se
ond involves s
heduling the transmission of the next request

for a point in time that is exponentially further (than the previous request) in the future; that

is, for a point in time now + 2

k

r

�1

RQST-TIMEOUT, where k

r

= k + 1 and k is the ba
k-o� used to

s
hedule the previous request. This s
heme results in requests being transmitted at exponentially

in
reasing intervals. The pseudo-
ode of Figure 7.7 implements the se
ond s
heme.

The input a
tion pro
ess-pkt

h

(p) models the pro
essing of the pa
ket p by LMS-re


h

. The

pa
ket p is pro
essed only when the host h is a member of the reliable multi
ast group. We pro
eed

by des
ribing the e�e
ts of pro
ess-pkt

h

(p) depending on the type of the pa
ket p. Throughout

our presentation of the e�e
ts of pro
ess-pkt

h

(p), we let s

p

2 H and i

p

2 N denote the sour
e

and the sequen
e number pertaining to the pa
ket p.

First, 
onsider the 
ase where p is a DATA pa
ket. If p is the foremost pa
ket from s

p

,

pro
ess-pkt

h

(p) re
ords its re
eption. If h is not the sour
e of p and p is not already ar
hived, then

pro
ess-pkt

h

(p) ar
hives p. Moreover, pro
ess-pkt

h

(p) 
an
els any s
heduled requests for p. Fi-

nally, if p is a proper pa
ket, then pro
ess-pkt

h

(p) adds p to the pa
ket delivery set to-be-delivered

and s
hedules the request for any trailing missing pa
kets for RQST-DELAY time units in the future.

The requests for these missing pa
kets are delayed so as to avoid the transmission of extraneous

requests when pa
kets are temporarily presumed missing due to pa
ket reordering. The parameter

RQST-DELAY spe
i�es the amount of time that su
h requests must be delayed to avoid the trans-

mission of su
h extraneous requests. It is important to note that LMS-Re


h

ar
hives all pa
kets

and not only proper pa
kets as done by the re
overy 
omponents of our models of the SRM and

CESRM proto
ols in Se
tions 4.3.4 and 6.2.3, respe
tively. This is done be
ause in the 
ase of LMS

a host may serve as a replier for improper pa
kets; that is, pa
kets that it need not deliver to its

reliable multi
ast 
lient.

Se
ond, 
onsider the 
ase where p is a RQST pa
ket. If the pa
ket hs

p

; i

p

i has been ar
hived,

then pro
ess-pkt

h

(p) 
omposes a reply pa
ket for the pa
ket hs

p

; i

p

i and adds it to the uni
ast

transmission bu�er usend-bu� . The destination of this reply is the turning point router annotating

p. The reply is also annotated with the turning point link annotating p. Upon re
eiving this uni
ast

reply, the turning point router will forward the reply along this turning point link, whi
h presumably

leads to the requestor that instigated the reply. If the pa
ket hs

p

; i

p

i has not been ar
hived
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Figure 7.7 The LMS-Re


h

Automaton | Dis
rete Transitions

input 
rash

h

e� status := 
rashed

input rm-join-a
k

h

e� if status 6= 
rashed then

status := member

refresh-deadline :2 now + (0; REFRESH-PERIOD℄

input rm-leave

h

e� if status 6= 
rashed then

Reinitialize all variables ex
ept now .

input rm-send

h

(p)

e� if status = member ^ h = sour
e(p) then

hs

p

; i

p

i = id(p)

nn Re
ord foremost DATA pa
ket

if min-seqno(s

p

) =? then min-seqno(s

p

) := i

p

nn Only 
onsider next pa
ket

if max-seqno(s

p

) =?

_i

p

= max-seqno(s

p

) + 1

then

max-seqno(s

p

) := i

p

nn Ar
hive pa
ket

ar
hived-pkts [= fhp;nowig

nn Compose data pa
ket

msend-bu� [= f
omp-data-pkt(p)g

internal update-
ost

h

(s)

pre status = member ^ s 2 sour
es

e� nn Update 
ost


ost(s) :2 R

�0

internal send-refresh

h

(s)

pre status = member ^ s 2 sour
es

^refresh-deadline(s) 6=? ^refresh-deadline(s) = now

e� nn Compose refresh pa
ket

msend-bu� [= f
omp-refresh-pkt(h; now ; s; 
ost(s))g

nn Reset refresh deadline

refresh-deadline(s) := now + REFRESH-PERIOD

internal send-rqst

h

(s; i)


hoose t 2 R

�0

; k 2 N

pre status = member

^t = now ^ hs; i; t; ki 2 s
heduled-rqsts

e� nn Compose request pa
ket

msend-bu� [= f
omp-rqst-pkt(s; i)g

nn Ba
k-off s
heduled request

s
heduled-rqsts n= fhs; i; t; kig

k

r

:= k + 1; t

r

:= now + 2

k

r

�1

RQST-TIMEOUT

s
heduled-rqsts [= fhs; i; t

r

; k

r

ig

time-passage �(t)

pre status = 
rashed

_(to-be-delivered = ;

^msend-bu� = ; ^ (^

h

0

2H;h

0

6=h

usend-bu� (h

0

) = ;)

^

s2sour
es

(refresh-deadline(s) =?

_now + t � refresh-deadline(s))

^ no requests s
heduled earlier than now + t )

e� now := now + t

output rm-re
v

h

(p)

pre status = member ^ p 2 to-be-delivered

^(� p

0

2 to-be-delivered :

sour
e(p

0

) = sour
e(p) ^ seqno(p

0

) < seqno(p))

e� to-be-delivered n= fpg

output re
-msend

h

(p)

pre status = member ^ p 2 msend-bu�

e� msend-bu� n= fpg

output re
-usend

h

(h

0

; p)

pre status = member ^ p 2 usend-bu� (h

0

)

e� usend-bu� (h

0

) n= fpg

and for whi
h there is no s
heduled request, then pro
ess-pkt

h

(p) s
hedules the immediate

transmission of a request for the pa
ket hs

p

; i

p

i. This is done by adding the tuple hs

p

; i

p

;now ; 0i

to the set s
heduled-rqsts of s
heduled requests. Finally, if the pa
ket hs

p

; i

p

i is a proper pa
ket,

then pro
ess-pkt

h

(p) s
hedules the immediate request for any trailing missing pa
kets. Here,

pro
ess-pkt

h

(p) does not delay the transmission of these requests by RQST-DELAY time units; we

presume that, by the time p is s
heduled, transmitted, and re
eived by h, a suÆ
ient amount of

time has elapsed su
h that the premature transmission of requests as a result of pa
ket reordering

is highly unlikely.

Third, 
onsider the 
ase where p is a REPL pa
ket. The e�e
ts of pro
ess-pkt

h

(p) in the 
ase of

REPL pa
ket are similar to those when p is a DATA pa
ket. The only di�eren
e is that, if h is not the

sour
e of p and p is not already ar
hived, then in addition to ar
hiving p, pro
ess-pkt

h

(p) also

re
ords that p has been re
overed.

Finally, 
onsider the 
ase where p is a SOLICIT pa
ket. This a
tion models the soli
itation of an

updated 
ost of h serving as a replier for pa
kets transmitted by s

p

. If h is aware of the sour
e

s

p

, then it 
omposes a refresh pa
ket in
luding the 
urrent 
ost of h serving as a replier for s

p

and

adds it to the multi
ast bu�er msend-bu� . Moreover, pro
ess-pkt

h

(p) resets the refresh timeout

for s

p

to a point in time REFRESH-PERIOD time units in the future.
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Figure 7.8 The LMS-Re


h

Automaton | Dis
rete Transitions

input pro
ess-pkt

h

(p)

where type(p) = DATA

e� if status = member then

hs

p

; i

p

i = id(p)

nn Re
ord foremost DATA pa
ket

if h 6= s

p

^min-seqno(s

p

) =? then

min-seqno(s

p

) := i

p

; max-seqno(s

p

) := i

p

nn Ar
hive the pa
ket

if h 6= s

p

^ hs

p

; i

p

i 62 ar
hived-pkts? then

ar
hived-pkts [= fhstrip(p);nowig

nn Can
el any s
heduled requests

s
heduled-rqsts n= fhs

p

; i

p

; t; ki j t 2 R

�0

; k 2 Ng

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn Deliver proper pa
ket

if h 6= s

p

then to-be-delivered [= fstrip(p)g

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

forea
h i 2 N : max-seqno(s

p

) < i < i

p

do:

nn S
hedule a delayed request

s
heduled-rqsts [=

fhs

p

; i;now + RQST-DELAY; 0ig

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = RQST

e� if status = member then

hs

p

; i

p

i = id(p)

if hs

p

; i

p

i 2 ar
hived-pkts? then

nn Compose reply pa
ket


hoose p

0

2 P

RM-Client

; t 2 R

�0

where hp

0

; ti 2 ar
hived-pkts ^ id(p

0

) = hs

p

; i

p

i

usend-bu� [=

f
omp-repl-pkt(p

0

; tp-router(p); tp-link(p))g

else

if h 6= s

p

^ hs

p

; i

p

i 62 s
heduled-rqsts? then

nn S
hedule an immediate request

s
heduled-rqsts [= fhs

p

; i

p

;now ; 0ig

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

forea
h i 2 N : max-seqno(s

p

) < i < i

p

do:

nn S
hedule an immediate request

s
heduled-rqsts [= fhs

p

; i;now ; 0ig

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = REPL

e� if status = member then

hs

p

; i

p

i = id(p)

nn Ar
hive the pa
ket

if h 6= s

p

^ hs

p

; i

p

i 62 ar
hived-pkts? then

re
overed-pkts? [= fhs

p

; i

p

ig

ar
hived-pkts [= fhstrip(p);nowig

nn Can
el any s
heduled requests

s
heduled-rqsts n= fhs

p

; i

p

; t; ki j t 2 R

�0

; k 2 Ng

nn Only 
onsider proper pa
kets

if min-seqno(s

p

) 6=? ^min-seqno(s

p

) � i

p

then

nn Deliver proper pa
ket

if h 6= s

p

then to-be-delivered [= fstrip(p)g

nn Dis
over any trailing missing pa
kets

if h 6= s

p

^max-seqno(s

p

) < i

p

then

forea
h i 2 N : max-seqno(s

p

) < i < i

p

do:

nn S
hedule an immediate request

s
heduled-rqsts [= fhs

p

; i;now ; 0ig

max-seqno(s

p

) := i

p

input pro
ess-pkt

h

(p)

where type(p) = SOLICIT

e� if status = member then

s

p

= sour
e(p)

if s

p

2 sour
es then

nn Compose refresh pa
ket

msend-bu� [=

f
omp-refresh-pkt(h;now ; s

p

; 
ost(s

p

))g

nn Reset refresh deadline

refresh-deadline(s

p

) := now + REFRESH-PERIOD

7.2.2 The Light-Weight Multi
ast Servi
es Component | LMS-IP

In this se
tion, we give an abstra
t spe
i�
ation of the IP 
ommuni
ation servi
e enhan
ed with the

Light-Weight Multi
ast Servi
es (LMS) [32,34℄. We model the LMS-enhan
ed IP multi
ast servi
e

by the timed I/O automaton LMS-IP. Figure 7.9 presents the signature of LMS-IP, Figure 7.10

lists the variables and derived variables of LMS-IP, and Figures 7.11, 7.12, and 7.13 spe
ify the

dis
rete transitions of LMS-IP.

It is important to note that LMS-IP models the dissemination tree used by the IP multi
ast


ommuni
ation servi
e to disseminate IP multi
ast pa
kets to the members of the IP multi
ast

group. In parti
ular, LMS-IP models the routers and the bidire
tional links that form the IP

multi
ast dissemination tree and the hop-by-hop transmission of pa
kets from one router of the

tree to the next and, �nally, to the members of the IP multi
ast group. In terms of faults, we only


onsider host 
rashes and pa
ket drops on the bidire
tional links inter
onne
ting the hosts to their

respe
tive gateway routers and the routers among themselves.
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Figure 7.9 The LMS-IP Automaton | Signature

Parameters:

REPL-TIMEOUT 2 R

+

A
tions:

input


rash

h

, for h 2 H

mjoin

h

, for h 2 H

mleave

h

, for h 2 H

usend

h

(p), for h 2 H;p 2 P

IPu
ast-Client

msend

h

(p), for h 2 H;p 2 P

IPm
ast-Client

internal

mprop

nl

(p), for n 2 N; l 2 L; p 2 P

IPm
ast-
lient

output

mjoin-a
k

h

, for h 2 H

mleave-a
k

h

, for h 2 H

ure
v

n

(p), for n 2 N; p 2 P

IPu
ast-Client

mre
v

h

(p), for h 2 H; p 2 P

IPm
ast-Client

udrop(p), for p 2 P

IPu
ast-Client

mdrop

nl

(p), for n 2 N; l 2 L; p 2 P

IPm
ast-Client

time-passage

�(t), for t 2 R

�0

Variables

The variable now 2 R

�0

denotes the time that has elapsed sin
e the beginning of an exe
ution

of LMS-IP. Ea
h variable status(h) 2 IPm
ast-Status , for h 2 H, denotes the IP multi
ast

membership status of the host h as already des
ribed in Se
tion 4.3.5. The set routers � R 
onsists

of the routers that are part of the IP multi
ast tree. Ea
h set links(n) � L

n

, for n 2 N , 
onsists of

the links 
onne
ting the node n to its neighbor nodes in the IP multi
ast tree.

Ea
h variable upstream-link (r; s) 2 L

r

[ f?g, for r 2 R; s 2 H, is the upstream link of r for

s; that is, the link of r that is believed to lead to the sour
e s. Ea
h variable repl-state(r; s) 2

fL

r

� R

�0

[ f1g � R

�0

[ f1gg [ f?g, for all r 2 R; s 2 H, involves the soft state maintained by

r for the sour
e s. This state is a tuple involving the replier link repl-link (r; s) of r for s, the 
ost

repl-
ost(r; s) of re
overing the pa
ket from the replier rea
hed through the replier link, and the

expiration time repl-timeout (r; s) of the replier state maintained by r for s.

The set upkts � P

IPu
ast-Client


onsists of the uni
ast pa
kets that have been sent by 
lients

of the IP uni
ast 
ommuni
ation servi
e and whose delivery is still pending. Ea
h variable

mqueue(n; l) : QueueOf (P

IPm
ast-Client

), for all n 2 N; l 2 L

n

, 
onsists of the pa
kets that are

pending transmission at node n along the link l. The variable mqueue(n; l) is presumed to be

a FIFO queue. For any pa
ket p 2 P

IPm
ast-Client

, the operation enqueue(p;mqueue(n; l)) adds

the pa
ket p to the end of the queue mqueue(n; l). The operation dequeue(mqueue(n; l)) removes

and returns the pa
ket at the front of the queue mqueue(n; l). The operation head(mqueue(n; l))

returns the pa
ket at the front of the queue mqueue(n; l) without a
tually removing it from the

queue.

The derived variables up � H, idle � H, joining � H, leaving � H, and members � H are as

de�ned in Se
tion 4.3.5. The set up denotes the set of hosts that are operational. The sets idle,

joining , leaving , and members denote the set of hosts that are idle, joining, leaving, and members

of the IP multi
ast group, respe
tively. Ea
h derived variable sour
es(r), for r 2 R, 
onsists of the

IP multi
ast transmission sour
es that the router r is aware of; that is, the sour
es for whi
h the

router r maintains upstream link state.

We presume that the state of LMS-IP satis�es the following 
onstraints:

1. The set of IP multi
ast tree links maintained by ea
h member h of the IP multi
ast group

in
ludes exa
tly two links: the link fh; hg whi
h abstra
tly models the 
onne
tion between

the IP multi
ast pro
ess and its 
lient (i.e., reliable multi
ast) pro
ess on h and a link fh; rg,

for some r 2 routers , whi
h 
orresponds to a link 
onne
ting h to its gateway router r. We

refer to the transmission queue 
orresponding to the link fh; hg as the delivery queue.

2. The set of IP multi
ast links maintained by ea
h host h

0

that is not a member of the IP

multi
ast group is empty.
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Figure 7.10 The LMS-IP automaton | Variables

Variables:

now 2 R

�0

, initially now = 0

status(h) 2 IPm
ast-Status , for all h 2 H, initially status(h) = idle, for all h 2 H

routers � R, initially routers = ;

links(n) � L

n

, for all n 2 N , initially links(n) = ;, for all n 2 N

upstream-link (r; s) 2 L

r

[ f?g, for all r 2 R; s 2 H, initially upstream-link (r; s) =?, for all r 2 R; s 2 H

repl-state(r; s) 2 fL

r

� R

�0

[ f1g � R

�0

g [ f?g, for all r 2 R; s 2 H,

initially repl-state(r; s) =?, for all r 2 R; s 2 H

repl-state(r; s) = hrepl-link(r; s); repl-
ost(r; s); repl-timeout(r; s)i, for all r 2 R; s 2 H

upkts � P

IPu
ast-Client

, initially upkts = ;

mqueue(n; l) : QueueOf (P

IPm
ast-Client

), for all n 2 N; l 2 L

n

, initially mqueue(n; l) = ;, for all n 2 N; l 2 L

n

Derived Variables:

up = fh 2 Hjstatus(h) 6= 
rashedg

idle = fh 2 Hjstatus(h) = idleg

joining = fh 2 Hjstatus(h) = joiningg

leaving = fh 2 Hjstatus(h) = leavingg

members = fh 2 Hjstatus(h) = memberg

for all r 2 R, sour
es(r) = fs 2 H j upstream-link(r; s) 6=?g

State Constraints:

8 h 2 members ; links(h) = ffh; hg; fh; rgg, for some r 2 routers

8 h 2 Hnmembers ; links(h) = ;

8 r 2 Rnrouters ; links(r) = ;

8 r 2 Rnrouters ; s 2 H;upstream-link (r; s) =? ^repl-state(r; s) =?

8 n; n

0

2 members [ routers; fn;n

0

g 2 links(n) , fn;n

0

g 2 links(n

0

)

The nodes members [ routers and the links [

r2routers

links(r) form a spanning tree of members [ routers with members as

the set of leaf nodes.

3. The set of IP multi
ast links maintained by ea
h router r that is not part of the IP multi
ast

tree is empty.

4. For ea
h router r that is not part of the IP multi
ast tree, the upstream link and the replier

state is unde�ned.

5. Any two nodes n; n

0

that are either members of the IP multi
ast group, or routers that are

part of the IP multi
ast tree, are mutually aware of an IP multi
ast link 
onne
ting them.

6. The IP multi
ast tree nodes (i.e., the members of the IP multi
ast group and the routers that

are part of the IP multi
ast tree) and their IP multi
ast links form a spanning tree.

A
tions

The input a
tion 
rash

h

models the 
rashing of the host h. The 
rash

h

a
tion sets the variable

status(h) to 
rashed, thus re
ording the fa
t that the host h has 
rashed. Moreover, 
rash

h

reinitializes the links and 
ushes the IP multi
ast transmission queues of h. By reinitializing the

links of h, we ensure that no other pa
kets are propagated to h. By 
ushing the IP multi
ast

transmission queues of h, we ensure that none of the pa
kets in the IP multi
ast transmission

queues of h get propagated after h has 
rashed.

The input a
tion mjoin

h

models the request of the 
lient at h to join the IP multi
ast group. The

mjoin

h

a
tion is e�e
tive only while the host is idle with respe
t to the IP multi
ast group. When

e�e
tive, the mjoin

h

a
tion sets the status(h) variable to joining, thus re
ording the fa
t that the

host h has initiated the pro
ess of joining the IP multi
ast group. If the 
lient is either a member

of or in the pro
ess of joining the IP multi
ast group, then the mjoin

h

a
tion is super
uous. If the


lient is already in the pro
ess of leaving the group, then the mjoin

h

a
tion is dis
arded so as to

allow the pro
ess of leaving the IP multi
ast group to 
omplete.

The output a
tion mjoin-a
k

h

a
knowledges the join request of the 
lient at h. The mjoin-a
k

h

a
tion is enabled only when the host is in the pro
ess of joining the IP multi
ast group. The
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Figure 7.11 The LMS-IP automaton | Dis
rete Transitions

Dis
rete Transitions:

input 
rash

h

e� status(h) := 
rashed

nn Reinitialize the set of links of h

links(h) := ;

nn Flush the queues of h

forea
h l 2 L

h

do: mqueue(h; l) := ;

input mjoin

h

e� if h 2 idle then status(h) := joining

output mjoin-a
k

h

pre h 2 joining

e� status(h) := member

nn Extend IP multi
ast tree to in
lude h

2b-added :� Rnrouters

routers [= 2b-added

forea
h n 2 routers [members do:

links(n) :� ffn; n

0

g 2 L j n

0

2 routers [membersg

forea
h l 2 L

n

nlinks(n) do: mqueue(n; l) := ;

su
h that IP multi
ast tree 
onstraint is satis�ed.

input mleave

h

e� if h 2 joining [members then

status(h) := leaving

nn Choose the link to the gateway router of h


hoose l 2 L

h

nffh; hgg

nn Reinitialize the set of links of h

links(h) := ;

nn Flush the queues of h

forea
h l 2 L

h

do: mqueue(h; l) := ;

nn Send PRUNE pkt to gateway router of h

p := 
omp-prune-pkt(h)

enqueue(p;mqueue(h; l))

output mleave-a
k

h

pre h 2 leaving ^ (8 l 2 L

h

;mqueue(h; l) = ;)

e� status(h) := idle

input msend

h

(p)

e� if h 2 up then

forea
h l 2 links(h)nffh; hgg do:

enqueue(p;mqueue(h; l))

output mre
v

h

(p)

pre p = head(mqueue(h; fh; hg))

e� nn Dequeue p from delivery queue at h

dequeue(mqueue(h; fh; hg))

output mdrop

nl

(p)


hoose n

0

2 N su
h that l = fn; n

0

g

pre n 6= n

0

^ n

0

2 members [ routers

^l 2 links(n

0

) ^ p = head(mqueue(n; l))

e� nn Dequeue p from queue at n

dequeue(mqueue(n; l))

input usend

h

(p)

e� if h 2 up then upkts [= fpg

output ure
v

n

(p)

where n 2 H

pre n 2 up ^ n = dest(p) ^ p 2 upkts

e� upkts n= fpg

output ure
v

n

(p)

where n 2 R

pre n = dest(p) ^ p 2 upkts

e� upkts n= fpg

nn Sub
ast p down turning-point link of p

s := sour
e(p)

if tp-link(p) 2 links(n)nfupstream-link (r; s)g then

p

0

:= 
omp-repl-pkt(p)

enqueue(p

0

;mqueue(n; tp-link(p)))

output udrop(p)

pre p 2 upkts

e� upkts n= fpg

time-passage �(t)

pre 8 h 2 H;mqueue(h; fh; hg) = ;

e� now := now + t

mjoin-a
k

h

a
tion sets the status(h) variable to member, thus re
ording the fa
t that the 
lient

at h has be
ome a member of the IP multi
ast group. Moreover, it nondeterministi
ally extends

the IP multi
ast tree to in
lude h. So as to simplify our model of the IP multi
ast 
ommuni
ation

servi
e, we model this extension abstra
tly and atomi
ally. In parti
ular, the mjoin-a
k

h

a
tion

instantaneously extends the IP multi
ast tree by adding an appropriate set of routers to the IP

multi
ast tree and nondeterministi
ally updating the state of ea
h IP multi
ast group member and

ea
h IP multi
ast tree router so as to satisfy the IP multi
ast tree state 
onstraint spe
i�ed in

Figure 7.10.

The input a
tion mleave

h

models the request of the 
lient at h to leave the IP multi
ast group.

The mleave

h

a
tion is e�e
tive only while the host is either a member of or in the pro
ess of joining

the IP multi
ast group. When e�e
tive, the mleave

h

a
tion sets the status(h) variable to leaving,

thus re
ording the fa
t that the host h has initiated the pro
ess of leaving the IP multi
ast group.

Leave requests overrule join requests; that is, when an mleave

h

a
tion is performed while the host h

is in the pro
ess of joining the IP multi
ast group, its e�e
ts are to abort the pro
ess of joining and

to initiate the pro
ess of leaving the IP multi
ast group. If the 
lient is either idle with respe
t to

or already in the pro
ess of leaving the IP multi
ast group, then the mleave

h

a
tion is super
uous.
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Moreover, the mleave

h

a
tion reinitializes the IP multi
ast links of h and 
ushes the IP multi
ast

pa
ket queues of h. Finally, the mleave

h

a
tion 
omposes a prune pa
ket and enqueues it on the

IP multi
ast transmission queue of h leading to its former gateway router. This pa
ket is intended

to prune the IP multi
ast tree and to 
ush the replier state of any router that leads to h | sin
e

h has initiated the pro
ess of leaving the group, h 
an no longer fun
tion as a replier.

The output a
tion mleave-a
k

h

a
knowledges the leave request of the 
lient at h. The mleave-a
k

h

a
tion is enabled only when the host is in the pro
ess of leaving the IP multi
ast group and

no pa
kets are enqueued for transmission at any of the IP multi
ast transmission queues of h.

This latter 
ondition prevents the a
knowledgment of a leave request prior to transmitting the

aforementioned prune pa
ket to the former gateway router of h and, thus, initiating the pro
ess

of pruning the IP multi
ast tree and 
ushing stale replier state. The e�e
ts of the mleave-a
k

h

a
tion are to set the status(h) variable to idle, thus re
ording the fa
t that the 
lient at h has

be
ome idle with respe
t to the IP multi
ast group.

The input a
tion msend

h

(p) models the IP multi
ast transmission of the pa
ket p by the 
lient at h.

The msend

h

(p) a
tion is e�e
tive only if the 
lient is a member of the IP multi
ast group. Here, our

model of the IP multi
ast servi
e departs from our earlier models of the IP multi
ast servi
e where

host need not be members of the IP multi
ast group prior to sending pa
kets to the IP multi
ast

group. Requiring that a host be a member of the group o�-loads the issue of extending the IP

multi
ast tree to in
lude h to the pro
ess of joining the IP multi
ast group. Our de
ision to model

the IP multi
ast servi
e in this fashion does not a�e
t our modeling of the reliable multi
ast servi
e

sin
e the reliable multi
ast pro
esses send pa
kets using the IP multi
ast servi
e only while being

members of the IP multi
ast group.

The e�e
ts of the msend

h

(p) a
tion are to enqueue the pa
ket p onto the IP multi
ast transmission

queue of h leading to its gateway router. Re
all that the set of IP multi
ast tree links of h in
ludes

only two links: the link fh; hg, whi
h is used to deliver pa
kets to the 
lient of the IP multi
ast

servi
e at the host h, and a link fh; rg, for some r 2 routers , whi
h 
orresponds to the link


onne
ting the host h to its gateway router r. When h is not a member of the IP multi
ast group,

the set of IP multi
ast links of h is empty and, thus, msend

h

(p) doesn't a�e
t the state of LMS-IP.

The output a
tion mre
v

h

(p) models the delivery of the pa
ket p to the IP multi
ast 
lient at

h. The a
tion mre
v

h

(p) is enabled when p is at the front of the delivery queue at h, i.e.,

p = head (mqueue(h; fh; hg)). The e�e
ts of mre
v

h

(p) are to remove p from the delivery queue at

h.

The output a
tion mdrop

nl

(p) models the unsu

essful transmission, i.e., the loss, of the pa
ket p

from the node n along the link l. Letting n

0

2 N , su
h that l = fn; n

0

g, the a
tion mdrop

nl

(p) is

enabled when n and n

0

are di�erent nodes, n

0

is either a router of the IP multi
ast tree or a member

of the IP multi
ast group, the link l is an IP multi
ast tree link of n

0

, and the pa
ket p is at the

front of the IP multi
ast transmission queue of h for l. The e�e
ts of mdrop

nl

(p) are to remove p

from the IP multi
ast transmission queue of h for l.

The input a
tion usend

h

(p) models the uni
ast transmission of the pa
ket p by the 
lient at h.

The usend

h

(p) a
tion is e�e
tive only when the 
lient is operational. In su
h a 
ase, the usend

h

(p)

a
tion adds p to the set of uni
ast pa
kets upkts whose delivery is pending.

The output a
tion ure
v

n

(p) models the delivery of the uni
ast pa
ket p to the node n. When n is

a host node, the o

urren
e of ure
v

n

(p) models the delivery of the uni
ast pa
ket p to the 
lient

at the host n. In parti
ular, if n is a host node, is operational, and is the destination of p and p

is a pending uni
ast pa
ket, i.e., p 2 upkts , then the e�e
ts of ure
v

n

(p) are to remove p from the

set of pending uni
ast pa
kets upkts .

When n is a router node, the o

urren
e of ure
v

n

(p) models the delivery of the uni
ast pa
ket
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p to the router n. In this 
ase, the router n is responsible for sub-
asting the pa
ket p down the

turning-point link tp-link(p) of p. In parti
ular, if tp-link(p) is an IP multi
ast link of n other

than the upstream link of n for the sour
e s to whi
h p pertains, then ure
v

n

(p) 
omposes an IP

multi
ast reply pa
ket p

0


orresponding to p and enqueues p

0

onto the IP multi
ast transmission

queue of n for tp-link(p).

The output a
tion udrop(p) models the loss of the uni
ast pa
ket p. The udrop(p) a
tion is enabled

when p is a uni
ast pa
ket whose delivery is pending, i.e., p 2 upkts . The e�e
ts of udrop(p) are

to remove p from the set upkts .

The time-passage a
tion �(t), for t 2 R

�0

, models the passage of t time units. The a
tion �(t) is

enabled while all host delivery queues are empty. Its e�e
ts are to in
rement the variable now by

t time units.

Figures 7.12 and 7.13 spe
ify the internal a
tion mprop

nl

(p), whi
h models the su

essful trans-

mission of the pa
ket p from the node n along the link l. The a
tion mprop

nl

(p) is enabled only

if l does not 
orrespond to the delivery queue of n, i.e., l 6= fn; ng, and p is at the front of the

transmission queue of n pertaining to l. The e�e
ts of mprop

nl

(p) depend on the type of the link

l and the type of the pa
ket p. Irrespe
tive however of the type of l and p, the a
tion mprop

nl

(p)

dequeues p from the transmission queue of n pertaining to l.

We �rst 
onsider the 
ase where the node n is a router and the link l 
onne
ts n to a host h

(Figure 7.12). In this 
ase, if h is a member of the reliable multi
ast group, n is the gateway router

of h, and p is either an original transmission, a request, a reply, or a replier 
ost soli
itation pa
ket,

then mprop

nl

(p) enqueues p to the delivery queue of h, i.e., the transmission queue of h pertaining

to the link fh; hg.

Next, we 
onsider the 
ase where the node n in either a host or a router and the link l 
onne
ts

n to a router r. In this 
ase, the e�e
ts of mprop

nl

(p) depend on the type of the pa
ket p. First,


onsider the 
ase where p is a DATA pa
ket (Figure 7.12). If l is an IP multi
ast tree link of r, then

the pa
ket p is enqueued on all IP multi
ast transmission queues of r other than the one pertaining

to l. Sin
e p is a DATA pa
ket, i.e., an original transmission of s, mprop

nl

(p) re
ords that l is the

upstream link of r for s by assigning l to the state variable upstream(r; s). Moreover, if either r has

not set its replier state for s, or the upstream link a�ords less replier 
ost than the 
urrent replier

link pertaining to s, then mprop

nl

(p) sets the replier link of r for s to be the upstream link l. This

is a
hieved by assigning the tuple hl; 
;now + REPL-TIMEOUTi to the state variable repl-state(r; s),

where 
 is the replier 
ost of the upstream link l. The replier 
ost 
 of l is equal to 0, if r is adja
ent

to s, i.e., n = s, and equal to 1, otherwise. By assigning a replier 
ost of 1 to the upstream link

l when r is not adja
ent to the sour
e host of p, we e�e
tively give priority for be
oming a replier

link to downstream links | downstream links will presumably have �nite replier 
osts. Conversely,

when r is adja
ent to the sour
e s of p, we give priority to the upstream link l by assigning to it a

replier 
ost of 0.

Se
ond, 
onsider the 
ase where p is a SOLICIT pa
ket (again, Figure 7.12). In this 
ase, if the link

l is an IP multi
ast tree link of r and, moreover, is the upstream link of r for s, then mprop

nl

(p)

attempts to send a refresh pa
ket upstream so as to advertise its replier 
ost upstream. If the

replier state is stale, then mprop

nl

(p) reinitializes it. Similarly to above, if the router r is adja
ent

to the sour
e s to whi
h p pertains, then mprop

nl

(p) resets the replier link to the upstream link

fr; sg of r for s and the replier 
ost to 0. Otherwise, mprop

nl

(p) resets the replier to the upstream

link fr; sg of r for s with a replier 
ost of 1 and propagates p on all downstream links.

Alternatively, if the replier state of r is 
urrent, then mprop

nl

(p) 
omposes a refresh pa
ket in
luding

the replier 
ost of r for s and enqueues it on the transmission queue of the upstream link of r for

s. This refresh pa
ket is the response to the replier 
ost soli
itation pa
ket p.
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Figure 7.12 The LMS-IP automaton | Dis
rete Transitions, Cont'd

Dis
rete Transitions:

internal mprop

nl

(p)

where l 2 L

nH


hoose h 2 H where l = fn; hg

pre n 6= h ^ p = head(mqueue(n; l))

e� nn Dequeue p for the queue at n

dequeue(mqueue(n; l))

nn Propagate p to delivery queue at h

if h 2 members ^ l 2 links(h) then

if type(p) 2 fDATA; RQST; REPL; SOLICITg then

enqueue(p;mqueue(h; fh; hg))

internal mprop

nl

(p)

where l 2 L

nR

^ type(p) = DATA


hoose r 2 R where l = fn; rg

pre n 6= r ^ p = head(mqueue(n; l))

e� nn Dequeue p from the queue at n

dequeue(mqueue(n; l))

nn Propagate p to router r

if l 2 links(r) then

forea
h l

0

2 links(r)nflg do:

enqueue(p;mqueue(r; l

0

))

s := sour
e(p)

upstream(r; s) := l

if n = s then 
 := 0 else 
 :=1

if repl-state(r; s) =? _
 < repl-
ost(r; s) then

repl-state(r; s) := hl; 
;now + REPL-TIMEOUTi

internal mprop

nl

(p)

where l 2 L

nR

^ type(p) = SOLICIT


hoose r 2 R where l = fn; rg

pre n 6= r ^ p = head(mqueue(n; l))

e� nn Dequeue p from the queue at n

dequeue(mqueue(n; l))

s := sour
e(p)

nn Propagate p to router r

if l 2 links(r) ^ upstream-link (r; s) 6=?

^l = upstream-link (r; s)

then

if repl-timeout(r; s) < now then

if upstream-link(r; s) = fr; sg then

nn Reset replier state

repl-state(r; s) :=

hupstream-link (r; s); 0;now + REPL-TIMEOUTi

else

nn Flush replier state

repl-state(r; s) :=

hupstream-link (r; s);1;now + REPL-TIMEOUTi

nn Propagate p downstream

forea
h l

0

2 links(r)nfupstream-link (r; s)g do:

enqueue(p;mqueue(r; l

0

))

else

nn Send REFRESH pkt upstream

p

0

:= 
omp-refresh-pkt(r; s; repl-
ost(r; s))

enqueue(p

0

;mqueue(r;upstream-link (r; s)))

internal mprop

nl

(p)

where l 2 L

nR

^ type(p) = RQST


hoose r 2 R where l = fn; rg

pre n 6= r ^ p = head(mqueue(n; l))

e� nn Dequeue p from the queue at n

dequeue(mqueue(n; l))

s := sour
e(p)

nn Propagate p to router r

if l 2 links(r) ^ upstream-link(r; s) 6=? then

nn Handle stale replier state

if repl-timeout(r; s) < now then

if upstream-link (r; s) = fr; sg then

nn Reset replier state

repl-state(r; s) :=

hupstream-link(r; s); 0;now + REPL-TIMEOUTi

else

nn Flush replier state

repl-state(r; s) :=

hupstream-link(r; s);1;now + REPL-TIMEOUTi

nn Send FLUSH 
ontrol pkt upstream

p

0

:= 
omp-
ush-pkt(r; s)

enqueue(p

0

;mqueue(r;upstream-link (r; s)))

nn Soli
it downstream replier 
osts

p

0

:= 
omp-soli
it-pkt(r; s)

forea
h l

0

2 links(r)nfupstream-link (r; s)g do:

enqueue(p

0

;mqueue(r; l

0

))

nn Propagate p upstream

enqueue(p;mqueue(r;upstream-link (r; s)))

else

if l = repl-link(r; s) then

nn Propagate p upstream

enqueue(p;mqueue(r; upstream-link(r; s)))

else

if l 6= upstream-link(r; s) then

tp-router(p) := r; tp-link(p) := l

nn Propagate p down replier link

enqueue(p;mqueue(r; repl-link(r; s)))

internal mprop

nl

(p)

where l 2 L

nR

^ type(p) = REPL


hoose r 2 R where l = fn; rg

pre n 6= r ^ p = head(mqueue(n; l))

e� nn Dequeue p from the queue at n

dequeue(mqueue(n; l))

s := sour
e(p)

nn Propagate p to router r

if l 2 links(r) ^ upstream-link(r; s) 6=? then

if l = upstream-link(r; s) then

forea
h l

0

2 links(r)nflg do:

enqueue(p;mqueue(r; l

0

))
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Third, 
onsider the 
ase where p is a RQST pa
ket (again, Figure 7.12). If l is an IP multi
ast

tree link of r and the upstream link of r for s is set, then mprop

nl

(p) attempts to appropriately

forward p. If the replier state is stale and the router r is adja
ent to the sour
e s of the

pa
ket being requested, then mprop

nl

(p) resets the replier state of r pertaining to s to the tuple

hupstream(r; s); 0;now + REPL-TIMEOUTi. If the replier state is stale and the router r is not

adja
ent to s, then mprop

nl

(p) i) 
ushes the replier state of r for s by setting it to the tuple

hupstream(r; s);1;now + REPL-TIMEOUTi, ii) sends noti
e upstream that its replier state has been


ushed, and iii) soli
its replier 
osts from all downstream links of r with respe
t to s. On
e the

replier state has been reset, mprop

nl

(p) forwards the request pa
ket p on the upstream link of r for

s.

If the replier state is not stale and l is the replier link of r for s, then mprop

nl

(p) forwards the

request pa
ket p on the upstream link of r for s. If the replier state is not stale and l is not the

replier link of r for s, then mprop

nl

(p) forwards the request pa
ket p down the replier link of r for

s. In this 
ase, if l is not the upstream link of r for s, then, prior to forwarding p, mprop

nl

(p) sets

the turning point router and link �elds of p to r and l, respe
tively | sin
e p is re
eived from a

downstream link of r for s and forwarded on the replier link of r for s, this 
onstitutes the turning

point of p.

Fourth, 
onsider the 
ase where p is a REPL pa
ket (again, Figure 7.12). In this 
ase, l is an IP

multi
ast tree link of r, the upstream link of r for s is set, and l, in parti
ular, is the upstream link

of r for s, then mprop

nl

(p) enqueues the pa
ket p on all transmission queues of r other than the

one pertaining to l. Thus, reply pa
kets are only forwarded downstream with respe
t to s.

Fifth, 
onsider the 
ase where p is a REFRESH pa
ket (Figure 7.13). In this 
ase, if l is an IP multi
ast

link of r and the upstream link of r for s is set, then mprop

nl

(p) attempts to appropriately forward

the refresh pa
ket p. The mprop

nl

(p) a
tion determines whether it should update the replier state

of r for s, updates it a

ording to the information 
ontained in p, and propagates p on the upstream

link of r for s. The replier state is updated and p is propagated upstream when either: i) the node

n is the sour
e s, ii) the link l is the replier link of r for s, or iii) the replier link of r for s does

not 
onne
t r to s, the link l is not the upstream link of r for s, and the replier 
ost advertised

by the refresh pa
ket p is less than the 
urrent replier 
ost of r for s. In the �rst s
enario, the

refresh pa
ket simply refreshes the replier state of r to be the link leading to the sour
e s. In the

se
ond s
enario, the refresh pa
ket is advertising a new replier 
ost for the 
urrent replier link.

Thus, mprop

nl

(p) refreshes the replier state by setting the replier 
ost to the 
ost advertised by p

irrespe
tive of whether its is lower than the 
urrent replier 
ost. The third s
enario 
orresponds to

the 
ase where the refresh pa
ket p is advertising a lower replier 
ost from a link that is neither the

replier nor the upstream link of r for s.

Sixth, 
onsider the 
ase where p is a FLUSH pa
ket (again, Figure 7.13). In this 
ase, if l is an IP

multi
ast link of r, the upstream link of r for s is set, and l, in parti
ular, is the replier link of r for

s, then mprop

nl

(p) appropriately 
ushes the replier state of r for s. If the router r is adja
ent to

the sour
e s to whi
h the 
ush pa
ket p pertains, then the replier link is reset to the upstream link

fr; sg of r for s and the replier 
ost is set to 0. Otherwise, the replier link is reset to the upstream

link fr; sg of r for s and the replier 
ost is set to 1. Moreover, mprop

nl

(p) propagates p on the

upstream link of r for s so as to alert the an
estors of r with respe
t to s to the fa
t that r is

no longer a valid replier sin
e it has just 
ushed its replier state. Finally, mprop

nl

(p) 
omposes a

replier 
ost soli
itation pa
ket and forwards it on all links of r ex
ept the upstream link of r for s

and the ex-replier link l. This pa
ket soli
its replier 
osts from all 
andidate downstream links of

r for s.

Finally, 
onsider the 
ase where p is a PRUNE pa
ket (again, Figure 7.13). In this 
ase, if l is an IP

multi
ast link of r and the upstream link of r for s is set, then mprop

nl

(p) attempts to appropriately
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Figure 7.13 The LMS-IP automaton | Dis
rete Transitions, Cont'd

Dis
rete Transitions:

internal mprop

nl

(p)

where l 2 L

nR

^ type(p) = REFRESH


hoose r 2 R where l = fn; rg

pre n 6= r ^ p = head(mqueue(n; l))

e� nn Dequeue p from the queue at n

dequeue(mqueue(n; l))

s := sour
e(p)

nn Propagate p to router r

if l 2 links(r) ^ upstream-link (r; s) 6=? then


 := 
ost(p)

if n = s _ l = repl-link(r; s)

_(repl-link(r; s) 6= fr; sg

^l 6= upstream-link (r; s) ^ 
 < repl-
ost(r; s))

then

repl-state(r; s) := hl; 
;now + REPL-TIMEOUTi

nn Propagate p upstream

enqueue(p;mqueue(r; upstream-link(r; s)))

internal mprop

nl

(p)

where l 2 L

nR

^ type(p) = FLUSH


hoose r 2 R where l = fn; rg

pre n 6= r ^ p = head(mqueue(n; l))

e� nn Dequeue p from the queue at n

dequeue(mqueue(n; l))

s := sour
e(p)

nn Propagate p to router r

if l 2 links(r) ^ upstream-link (r; s) 6=? then

nn Propagate p to router r

if l = repl-link(r; s) then

if upstream-link(r; s) = fr; sg then

nn Reset replier state

repl-state(r; s) :=

hupstream-link (r; s); 0;now + REPL-TIMEOUTi

else

nn Flush replier state

repl-state(r; s) :=

hupstream-link (r; s);1;now + REPL-TIMEOUTi

nn Propagate p upstream

enqueue(p;mqueue(r;upstream-link (r; s)))

nn Soli
it downstream replier 
osts;

nn ex
ept from upstream and ex-replier link

p

0

:= 
omp-soli
it-pkt(r; s)

forea
h l

0

2 links(r)nfupstream-link (r; s); lg do:

enqueue(p

0

;mqueue(r; l

0

))

internal mprop

nl

(p)

where l 2 L

nR

^ type(p) = PRUNE


hoose r 2 R where l = fn; rg

pre n 6= r ^ p = head(mqueue(n; l))

e� nn Dequeue p from the queue at n

dequeue(mqueue(n; l))

s := sour
e(p)

nn Propagate p to router r

if l 2 links(r) ^ upstream-link(r; s) 6=? then

nn Prune r if part of 
hain leading to n

if jlinks(r)nflgj � 1 then

nn Flush the queues of r

forea
h l

0

2 L

r

do: mqueue(r; l

0

) := ;

nn Propagate p upstream

forea
h l

0

2 links(r)nflg do:

enqueue(p;mqueue(r; l

0

))

nn Reset router's replier state

forea
h s 2 sour
es(r) do:

upstream-link(r; s) :=?; repl-state(r; s) :=?

nn Reinitialize links of r

links(r) := ;

nn Remove r from router set

routers n= frg

else

nn Remove l from router's links

links(r) n= flg

nn Flush the l queue of r

mqueue(r; l) := ;

nn Reset replier state of r

forea
h s 2 sour
es(r) do:

if repl-link(r; s) = l then

nn Flush replier state

repl-state(r; s) :=

hupstream-link (r; s);1;now + REPL-TIMEOUTi

nn Send FLUSH 
ontrol pkt upstream

p

0

:= 
omp-
ush-pkt(r; s)

enqueue(p

0

;mqueue(r; upstream-link(r; s)))

nn Soli
it downstream replier 
osts

p

00

:= 
omp-soli
it-pkt(r; s)

forea
h

l

0

2 links(r)nfl; upstream-link(r; s)g

do:

enqueue(p

00

;mqueue(r; l

0

))

prune the IP multi
ast tree of the router r. The e�e
ts of mprop

nl

(p), however, depend on whether

r is part of a 
hain of routers whose sole purpose is to extend the IP multi
ast tree to in
lude the

node n. If r has only two IP multi
ast tree links (in
luding l), then r is indeed part of su
h a 
hain.

In this 
ase, the a
tion mprop

nl

(p) prunes the router r from the IP multi
ast tree by 
ushing all

IP multi
ast transmission queues of r and propagating p on all its IP multi
ast tree links other

than l (sin
e r is part of a 
hain, there is only one su
h link and this link is the upstream link of

r for s). Moreover, mprop

nl

(p) reinitializes the upstream link and replier state of r for all sour
es,

reinitializes the links of r, and removes r from the set of routers routers that are part of the IP

multi
ast tree.

If r is not part of a 
hain and has multiple IP multi
ast tree links other than l, then mprop

nl

(p)

removes the link l from the set of IP multi
ast tree links of r and 
ushes the IP multi
ast

transmission queue of r for l. Moreover, if the replier link for any sour
e s 2 sour
es(r) is l, then

mprop

nl

(p) 
ushes the replier state for s, 
omposes and forwards a 
ush pa
ket on the upstream

link of r for s, and 
omposes and forwards a replier 
ost soli
itation pa
ket on all links of r apart
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from l and the upstream link of r for s.

7.3 LMS Corre
tness

In this se
tion, we state the 
orre
tness of our model of the LMS proto
ol against the reliable

multi
ast servi
e spe
i�
ation of Chapter 3.

As in the 
ase of the SRM and CESRM proto
ols, our model of the LMS proto
ol involves the

LMS pro
esses at ea
h host and the underlying IP multi
ast servi
e; that is, the automaton

Q

h2H

LMS

h

� LMS-IP, where LMS

h

= LMS-mem

h

� LMS-IPbuff

h

� LMS-re


h

. We de�ne

the automaton LMS to be the 
omposition

Q

h2H

LMS

h

� LMS-IP after hiding all output

a
tions that are not output a
tions of the spe
i�
ation RM(�), for any � 2 R

�0

[ 1; that

is, LMS = hide

�

(

Q

h2H

LMS

h

�LMS-IP), with � = out(

Q

h2H

LMS

h

� LMS-IP)nout(RM(�)).

Furthermore, we let LMS

I

and RM

S

(�), for any � 2 R

�0

[1, denote the implementation and

the spe
i�
ation of the reliable multi
ast servi
e ea
h 
omposed with all the 
lient automata; that

is, LMS

I

= LMS� rmClients and RM

S

(�) = RM(�)� rmClients.

The 
orre
tness analyses of both SRM and CESRM in Se
tions 4.4.4 and 6.3, respe
tively, show

that SRM

I

and CESRM

I

, respe
tively, are faithful implementations of RM

S

(1). However, the

reliable multi
ast spe
i�
ation RM

S

(1) enfor
es no timeliness guarantee as to the delivery of the

pa
kets transmitted using the reliable multi
ast servi
e. Thus, the 
orre
tness proofs of SRM

I

and

CESRM

I

e�e
tively state that both SRM

I

and CESRM

I

may deliver the appropriate pa
kets to

the appropriate members of the reliable multi
ast group.

The fun
tionality that di
tates whi
h pa
kets are delivered to ea
h member of the reliable multi
ast

group is identi
al in all reliable multi
ast proto
ol implementations SRM

I

, CESRM

I

, and LMS

I

.

Moreover, this fun
tionality is independent of the fun
tionality governing how losses are re
overed

in ea
h of the proto
ols. Thus, we 
laim that the 
orre
tness proof of ea
h of the proto
ols is

pra
ti
ally identi
al, with minor proof modi�
ations. For purposes of brevity, instead of repeating

the 
orre
tness proof for LMS

I

, we simply state it.

Lemma 7.1 R is a timed forward simulation relation from LMS

I

to RM

S

(1).

Proof: The proof is similar to that of Lemmas 4.11 and 6.11. On
e again, the proof involves

introdu
ing the history variables of Se
tion 4.4.2, de�ning the relation R from LMS

I

to RM

S

(�),

for any � 2 R

�0

[1, similar to that of De�nitions 4.1 and 6.1, and showing that R is a timed

forward simulation relation from LMS

I

to RM

S

(1). ❒

Theorem 7.2 LMS

I

� RM

S

(1)

Proof: Follows dire
tly from Lemma 7.1. ❒

7.4 LMS Informal Timeliness Analysis

In this se
tion, we informally 
omment on the timeliness of LMS. We begin by stating the worst-


ase re
overy laten
y a�orded by LMS when the re
overy pro
ess pro
eeds smoothly; that is, when

its not inhibited by, for example, unstable repliers, host 
rashes and host leaves. Then, we estimate

the re
overy laten
y of LMS in s
enarios in whi
h re
overy pa
kets are dropped, the replier state is
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Figure 7.14 Example of LMS lossy transmission s
enario. The dashed lines 
orrespond to the

replier links of the routers.

l

h

s

r

r

0

h

0

h

00

unstable, and hosts either 
rash or leave the reliable multi
ast group. We 
on
lude by summarizing

the 
on
lusions of our simple re
overy laten
y analysis of LMS and 
ompare its performan
e to

that of SRM and CESRM.

Throughout this se
tion, we 
onsider the transmission s
enario depi
ted in Figure 7.14 involving the

transmission of a pa
ket p by s and the loss of p on the link l. Moreover, we let DET-BOUND 2 R

�0

be an upper bound on the time it takes for reliable multi
ast group member to dete
t the loss

of a proper pa
ket, d 2 R

�0

be an upper bound on both the IP uni
ast and the IP multi
ast

transmission laten
ies, and RTT = 2 d be an upper bound on the inter-host round-trip-time.

7.4.1 Ideal Re
overy

In this se
tion, we 
onsider the ideal s
enario in whi
h the re
overy of p pro
eeds smoothly. For

simpli
ity, we presume that, throughout the re
overy of p, the IP multi
ast topology and replier

hierar
hy remain stable (un
hanged), no re
overy pa
kets are dropped, no repliers either 
rash or

leave the reliable multi
ast group, and h

0


onsiders p to be a proper pa
ket.

A

ording to the replier state depi
ted in Figure 7.14, the designated requestor and replier that

are responsible for re
overing p are the hosts h

0

and h, respe
tively. Thus, upon dete
ting the loss

of p, h

0

multi
asts a request for p. This request is routed a

ording to the replier state of the

IP multi
ast tree to h. Upon re
eiving this request, h uni
asts p to the router r and, in turn, r

forwards p on l. The worst-
ase re
overy laten
y in
urred during su
h a re
overy s
enario is given

by:

DET-BOUND+ 3d: (7.1)
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This worst-
ase re
overy laten
y in
ludes the time required for h

0

to dete
t the loss of p, the laten
y

of multi
asting the request from h

0

to h, the laten
y of uni
asting the reply from h to r, and the

laten
y of multi
asting the reply from r to any of its des
endant hosts.

7.4.2 Improper Pa
ket Re
overy

In our model of LMS, we presume that hosts take the initiative to dete
t and to re
over from the

loss of proper pa
kets only. However, sin
e hosts may a
t as designated requestors on behalf of

other hosts, they may need to initiate and 
arry out the re
overy of pa
kets whi
h they 
onsider

to be improper. Sin
e the re
overy of an improper pa
ket is initiated by the designated requestor

upon re
eiving a request for the given pa
ket, the pa
ket's re
overy in
urs some additional delays.

We pro
eed by giving an example of su
h a s
enario and estimating the re
overy laten
y a�orded

in su
h 
ases.

In the transmission s
enario depi
ted in Figure 7.14, suppose that h

0


onsiders p to be improper

and h

00


onsiders p to be proper. In this 
ase, h

0

does not initiate the re
overy of p until it re
eives

a request for p from h

00

. Thus, the worst-
ase re
overy laten
y of p is given by:

DET-BOUND+ 4d: (7.2)

It follows that the re
overy laten
y is in
reased by d time units. This additional delay 
orresponds

to the time it may take for the request of h

00

for p to rea
h h

0

and, in e�e
t, instru
t h

0

to initiate

the re
overy of p. It is plausible for su
h delays to a

umulate when the reliable multi
ast group is

large and there are several repliers that must su

essively be instru
ted to initiate the re
overy of

a pa
ket.

Although this extraneous delay may seem arti�
ial sin
e it results from our treatment of proper

and improper pa
kets, we argue that, even in the 
ase of LMS, it is preferable for hosts to take the

initiative to dete
t and re
over from the loss of proper pa
kets only. By adopting this behavior,

hosts initiate the re
overy of improper pa
kets on a need basis and, thus, avoid in
urring the

overhead of re
overing from pa
kets whose delivery is not required.

7.4.3 Lossy Re
overy

In LMS, a parti
ular pair of repliers is responsible for 
arrying out the re
overy of a parti
ular loss.

Sin
e the re
overy of a pa
ket relies on the su

essful transmission of the request and the reply for

the given pa
ket, a single loss may 
ause the failure of any single re
overy attempt. Suppose that

the transmission and the re
overy of the pa
ket p (whose transmission is depi
ted in Figure 7.14)

in
urs at most k 2 N

+

pa
ket drops. Presuming that ea
h attempt of h

0

to re
over p fails solely

due to pa
ket drops, at most k � 1 re
overy attempts of h

0

may fail | the transmission and the

re
overy of p in
urs at most k pa
ket drops and the �rst su
h drop 
orresponds to the loss of p on

l.

Presuming that requests are periodi
ally transmitted by h

0

every RQST-TIMEOUT time units (whi
h

is one of the s
hemes proposed by Papadopoulos et al. [32, 34℄), the worst-
ase re
overy laten
y of

p is given by:

DET-BOUND+ (k � 1) RQST-TIMEOUT+ 3d: (7.3)

Presuming that requests are transmitted by h

0

at exponentially in
reasing intervals, the worst-
ase
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re
overy laten
y is given by:

DET-BOUND+ (2

k

� 1) RQST-TIMEOUT+ 3d: (7.4)

Of 
ourse, this simplisti
 analysis presumes that the re
overy attempts pro
eed smoothly; that

is, that h

0


onsiders p to be a proper pa
ket, that the replier state of all the routers involved in

forwarding the requests of h

0

to h remains un
hanged during the re
overy of p, that h and h

0

neither 
rash nor leave the IP multi
ast group, and that all hosts that share the loss of p remain

des
endants of r

0

so as to re
eive h's retransmissions of p.

7.4.4 Unstable Replier State

In this se
tion, we des
ribe a subtle s
enario that demonstrates that unstable (rapidly 
hanging)

replier state may delay the re
overy of a pa
ket. In parti
ular, we demonstrate that if the replier

state of r

0


hanges rapidly, it is possible to temporarily trap the requests for p within the subtree

rooted at r

0

and, thus, delay the re
overy of p. We pro
eed by des
ribing an example of su
h a

s
enario.

Suppose that h

0

does not 
onsider p to be a proper pa
ket and thus does not initiate the re
overy of

p until it re
eives a request from h

00

. Suppose that h

00

dete
ts the loss of p and multi
asts a request

for p. This request is routed by r

0

to h

0

. Moreover, suppose that immediately after forwarding the

request from h

00

to h

0

, r

0

re
eives a refresh pa
ket from h

00

advertising a lower replier 
ost. Then,

r

0

swit
hes replier links and its new replier is now h

00

. Upon re
eiving the request of h

00

for p, h

0

initiates the re
overy of p by multi
asting a request for p. However, upon re
eiving this request,

r

0

forwards it to h

00

sin
e its replier link now leads to h

00

. Unless the replier state of r

0

remains

stable for a suÆ
iently long enough time, r

0

may keep forwarding all requests for p downstream.

The re
overy of p may thus be delayed.

For our simple example, it may be highly unlikely for the replier state of r

0

to os
illate among its

two downstream links fast enough to delay the re
overy of p by a large amount of time. However,

replier state may be more sus
eptible to su
h instability in large IP multi
ast trees where routers

have a large number of downstream links and des
endant hosts.

7.4.5 Replier Crashes/Leaves

As explained in Se
tion 7.1.1, perhaps the most important weakness of LMS is its la
k of robustness

to s
enarios in whi
h hosts either 
rash or leave the reliable multi
ast group. A

ording to the replier

state depi
ted in the transmission s
enario depi
ted in Figure 7.14, the designated requestor and

the designated replier for the loss of p on l are the hosts h

0

and h, respe
tively. Thus, the re
overy

of p relies on h

0

multi
asting a requests for p and on h replying to this request for p. However, if

prior to 
arrying out the re
overy of p either h or h

0


rashes or leaves the reliable multi
ast group,

then the re
overy of p may be substantially prolonged.

We �rst 
onsider the s
enario in whi
h either h or h

0


rashes prior to 
arrying out the re
overy of

p. In parti
ular, 
onsider the s
enario in whi
h h

0


rashes prior to requesting the retransmission

of p. Until the replier state of r

0


hanges, any requests re
eived by r

0

would be forwarded to h

0

and, thus, fail to re
over p. However, it may take up to REPL-TIMEOUT time units for the replier

state at r

0

to be
ome stale and be refreshed. Presuming that the re
overy of p pro
eeds smoothly

thereafter, a rough upper bound on the re
overy laten
y of p is given by:

DET-BOUND+ d+ REPL-TIMEOUT+ RQST-TIMEOUT+ 3d: (7.5)
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This re
overy laten
y is exhibited by the following re
overy s
enario. The host h

0

dete
ts the loss

of p after DET-BOUND time units, sends a refresh pa
ket, and then 
rashes. This refresh pa
ket is

re
eived by r

0

after d time units, at whi
h point it the replier state of r

0

for s is refreshed. The replier

state of r

0

for s be
omes stale REPL-TIMEOUT time units thereafter. Presuming that the re
overy of

p pro
eeds smoothly on
e the replier state of r

0

be
omes stale and that h

0

transmits requests for p

periodi
ally with a period of RQST-TIMEOUT time units, it may take up to RQST-TIMEOUT time units

for h

00

to transmit another request for p. On
e this request is transmitted, the re
overy of p takes

3d time units to 
omplete | d time units for the request to be re
eived by h, d time units for the

uni
ast reply to be re
eived by the turning point router r, and d time units for the reply sub
ast

on the turning point link to be re
eived by all the des
endants of the turning point link.

The re
overy of p may also be prolonged when either the designated requestor or the designated

replier for the loss of p on l leaves the reliable multi
ast group. When a host issues a request to

leave the IP multi
ast group, the IP multi
ast servi
e uses a prune pa
ket to prune the IP multi
ast

tree and to 
ush the replier state pertaining to the given host. Provided it is not dropped, this

prune pa
ket appropriately prunes the bran
h of the IP multi
ast tree leading to the given host

and 
ushes the replier state of any router whose replier link leads to the given host. Presuming

that the re
overy of the pa
ket pro
eeds smoothly thereafter, a rough upper bound on the re
overy

laten
y of p is given by:

DET-BOUND+ d+ RQST-TIMEOUT+ 3d: (7.6)

This re
overy laten
y is exhibited by the following re
overy s
enario. The host h

0

dete
ts the loss

of p after DET-BOUND time units and leaves the reliable multi
ast group prior to transmitting a

request for p. The prune pa
ket of h

0


ushes the replier state of r

0

within d time units. Thereafter,

r

0

forwards all requests for p upstream. Subsequently, presuming that h

00

periodi
ally transmits

requests for p with a period of RQST-TIMEOUT time units, it may take h

00

up to RQST-TIMEOUT time

units to transmit another request for p. On
e this request is transmitted the re
overy of p takes 3d

time units to 
omplete.

Thus, when either the designated requestor or the designated replier leaves the IP multi
ast group,

it is possible for some re
overy attempts to fail. The re
overy during su
h leaves may be prolonged

further when the prune pa
ket is dropped prior to 
ushing the replier state of the appropriate

repliers. In fa
t, the re
overy delay in su
h s
enarios is equivalent to that of s
enarios where

the same designated requestor/replier 
rashes, given in (7.5). It follows that, in a highly lossy

environment, even gra
eful leaves may substantially prolong pa
ket re
overy.

7.4.6 Comparison to SRM

Sin
e SRM does not rely on parti
ular members of the reliable multi
ast group to 
arry our the

re
overy of ea
h loss, SRM's re
overy s
heme is not as sus
eptible as is LMS to either 
rashes or

leaves. In parti
ular, irrespe
tive of whether hosts 
rash or leave the reliable multi
ast group while

a pa
ket is being re
overed, a rough upper bound on the average re
overy laten
y of a su

essful

�rst-round re
overy of SRM is given by:

DET-BOUND+ (C

1

+ C

2

=2)d + d+ (D

1

+D

2

=2)d + d: (7.7)

This re
overy laten
y is a�orded by the re
overy s
enario in whi
h both the request and reply

are s
heduled for transmission at the midpoint of the request and reply s
heduling intervals,

respe
tively. This is a rough upper bound for two reasons. First, d is an upper bound on the

inter-host transmission laten
ies and their estimates. Se
ond, sin
e multiple requests may be
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s
heduled per loss, the request that instigates a pa
ket's re
overy is either sent or re
eived with

higher probability in the �rst half of the request interval. This is similarly true for replies.

Given the typi
al SRM s
heduling parameter values used by Floyd et al. [12,13℄ of C

1

= C

2

= 2 and

D

1

= D

2

= 1, the rough upper bound on the average re
overy laten
y of a su

essful �rst-round

re
overy of SRM is 6:5d, or 3:25RTT .

We now roughly estimate the average re
overy laten
y of LMS when either the designated requestor

or the designated replier 
rashes. By presuming that the re
overy pro
eeds smoothly on
e the replier

state leading to the 
rashed host be
omes stale and, potentially, gets updated, the average re
overy

laten
y of LMS is roughly:

DET-BOUND+ d+ REPL-TIMEOUT=2 + RQST-TIMEOUT=2 + 3d: (7.8)

The amount of time REPL-TIMEOUT that a router's replier state remains 
urrent, prior to be
oming

stale, is on the order of several round-trip times. For our analysis in this se
tion, we adopt a

valuation of 3 RTT for the parameter REPL-TIMEOUT. Moreover, sin
e hosts must allo
ate enough

time for a parti
ular request to instigate a pa
ket's re
overy prior to transmitting another request,

it follows that RQST-TIMEOUT > RTT . Choosing RQST-TIMEOUT 
lose to the worst-
ase round-

trip-time would result in re
overing a pa
ket sooner, but would potentially also introdu
e the

transmission of extraneous (super
uous) requests. Thus, for our analysis in this se
tion, we adopt

a valuation of 2 RTT for the parameter RQST-TIMEOUT. Even for these modest valuations of the

parameters REPL-TIMEOUT and RQST-TIMEOUT, the re
overy laten
y a�orded by LMS is roughly

equal to DET-BOUND+ 9 d = DET-BOUND + 4:5 RTT , whi
h is worse than that a�orded by SRM.

Choosing higher values for the parameters REPL-TIMEOUT and RQST-TIMEOUTwould further in
rease

the re
overy laten
y a�orded by LMS.

SRM is also relatively robust to re
overy pa
ket drops. In SRM, when a pa
ket su�ers a loss, all

the hosts that reside in the subtree of the IP multi
ast tree a�e
ted by the loss s
hedule requests

for the given pa
ket. Depending on how e�e
tive the suppression of requests is, one or more of

these requests get multi
ast. Similarly, ea
h host that re
eives su
h a request and has re
eived the

requested pa
ket s
hedules the transmission of a reply for the given pa
ket. Again, depending on

how e�e
tive the suppression of replies is, one or more of these replies get multi
ast. Thus, even

if SRM su�ers losses during a pa
ket's �rst re
overy round, the pa
ket may still be re
overed by

the �rst re
overy round as a result of the transmission of dupli
ate requests and replies. SRM

e�e
tively trades o� the additional overhead of transmitting dupli
ate requests and replies for

robustness against re
overy pa
ket losses.

In 
ontrast, LMS relies on a parti
ular request and a parti
ular reply to re
over a parti
ular loss.

If either this request or this reply is dropped, then the parti
ular re
overy attempt fails. In e�e
t,

LMS's re
overy s
heme introdu
es spe
i�
 points of failure and is thus less robust to losses in

re
overy pa
kets.

Although SRM may perform 
omparably and, often even better, than LMS in highly dynami
 and

faulty environments, SRM's performan
e remains the same even when the topology is stati
 and

the re
overy is lossless and fault-free; that is, a rough upper bound on SRM's average re
overy

laten
y a�orded by su

essful �rst-round re
overies is DET-BOUND+ 3:25RTT . Conversely, in su
h


ases, LMS a�ords a worst-
ase re
overy laten
y of DET-BOUND+3d = DET-BOUND+1:5RTT , whi
h

is substantially better.
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7.4.7 Comparison to CESRM

CESRM bridges the performan
e gap between SRM and LMS. When the topology is stati
,

CESRM's 
a
hing-based expedited re
overy s
heme e�e
tively establishes a hierar
hy of repliers

similar to the one established by LMS | CESRM's hierar
hy is di
tated by the lo
ality in the IP

multi
ast losses as opposed to replier state maintained by the IP multi
ast routers in LMS. When

the topology is stati
, we expe
t CESRM's expedited re
overy s
heme to su

essfully re
over a large

per
entage of the losses. Re
all that su

essful expedited re
overies in CESRM in
ur a worst-
ase

re
overy laten
y of DET-BOUND+2d = DET-BOUND+RTT . Thus, the worst-
ase re
overy laten
y of

all losses re
overed by CESRM's expedited re
overy s
heme is 
omparable to (if not better than)

than that a�orded by a smooth re
overy in LMS.

In highly dynami
 and faulty environments, CESRM's 
a
hing-based expedited re
overy s
heme

may fail to re
over a large per
entage of the losses. In su
h 
ases, CESRM falls ba
k onto SRM's

re
overy s
heme, whi
h is highly robust to losses and failures.

In 
on
lusion, CESRM provides an attra
tive alternative to LMS. CESRM's expedited re
overy

s
heme promptly re
overs from a large per
entage of losses in stati
 environments, while CESRM's

fall-ba
k re
overy s
heme, whi
h mimi
s that of SRM, ensures CESRM's robust to highly dynami


and faulty environments.

7.4.8 Summary

Our simple analysis of the re
overy laten
y a�orded by LMS in a variety of s
enarios has 
on�rmed

that, while LMS promptly re
overs pa
kets in stati
 environments, it is not parti
ularly robust to

highly dynami
 and faulty environments. This weakness 
an be mitigated by requiring routers to

refresh their replier state more frequently, i.e., redu
ing the value of the parameter REPL-TIMEOUT,

and by having hosts transmit requests at a higher frequen
y, i.e., redu
ing the value of the

parameter RQST-TIMEOUT. Tuning LMS in this fashion, however, introdu
es additional overhead

and, potentially, the transmission of extraneous requests for pa
kets. When the parameters

REPL-TIMEOUT and RQST-TIMEOUT of LMS must be 
hosen to redu
e this overhead, then LMS

may loose its performan
e advantage to SRM and, in parti
ular, CESRM.
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Chapter 8

Con
lusions

In this thesis, we 
ondu
t an extensive 
ase study on formally modeling, analyzing, and designing

retransmission-based reliable multi
ast proto
ols. We begin by presenting an abstra
t model of the

reliable multi
ast servi
e that several reliable multi
ast proto
ols [12, 13, 32{34℄ strive to provide.

This model pre
isely spe
i�es i) what it means to be a member of the reliable multi
ast group,

ii) whi
h pa
kets are guaranteed delivery to whi
h members of the group, and iii) how long it takes

for a pa
ket to be delivered to the appropriate members of the reliable multi
ast group.

We pro
eed by modeling the S
alable Reliable Multi
ast (SRM) proto
ol [12, 13℄ and proving

that this model is a faithful implementation of our reliable multi
ast servi
e model. Under some

timeliness assumptions and presuming a �xed number of per-re
overy pa
ket drops, we also show

that our model of SRM guarantees the timely delivery of pa
kets. This timeliness guarantee is

shown by bounding the number of re
overy rounds that may fail prior to re
overing a pa
ket. Our

timeliness analysis of SRM reveals that the 
areless sele
tion of SRM's s
heduling parameters may

introdu
e super
uous re
overy traÆ
 and may undermine the loss re
overy pro
ess. This is an

important observation that has, to date, been overlooked.

We then design, model, and analyze the Ca
hing-Enhan
ed S
alable Reliable Multi
ast (CESRM)

proto
ol. The design of CESRM is motivated by our observation that losses in IP multi
ast

transmissions exhibit lo
ality | the property that losses su�ered by a re
eiver at proximate times

often o

ur on the same link of the IP multi
ast tree. This observation stems from our analysis

of the e�e
tiveness of a simple 
a
hing-based expedited re
overy s
heme. In this s
heme, re
eivers


a
he information about the re
overy of re
ently re
overed pa
kets and use this information to

estimate the links responsible for subsequent losses. The e�e
tiveness of this s
heme when applied

to the IP multi
ast transmission tra
es of Yajnik et al. [41℄ reveals that, indeed, IP multi
ast losses

exhibit substantial lo
ality and that 
a
hing 
an be very e�e
tive.

CESRM augments SRM with a 
a
hing-based expedited re
overy s
heme that exploits pa
ket

loss lo
ality in IP multi
ast transmissions by attempting to re
over from losses in the manner

in whi
h re
ent losses were re
overed. Sin
e CESRM uses SRM's re
overy s
heme as a fall-ba
k,

when an expedited re
overy fails to re
over a loss, either due to additional losses or be
ause the

replier has also shared the loss, then the pa
ket is re
overed, in due time, through SRM's re
overy

s
heme. Thus, CESRM inherits SRM's robustness to dynami
 environments while, thanks to its


a
hing-based expedited re
overy s
heme, drasti
ally redu
ing SRM's average re
overy laten
y in

stati
 environments. We show that CESRM is a faithful implementation of our reliable multi
ast

servi
e model. Furthermore, we analyti
ally show that the worst-
ase re
overy laten
y for su

essful

expedited re
overies in CESRM is roughly 1 round-trip time (RTT) where as that of su

essful �rst-

round re
overies in SRM (and, similarly, in CESRM) is 4 RTT (for typi
al s
heduling parameter

settings). Finally, we evaluate the performan
e of CESRM using tra
e-driven simulations. By
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using tra
es to drive our simulations, the simulated IP multi
ast transmissions exhibit the pa
ket

loss lo
ality of a
tual IP multi
ast transmissions. Our simulations reveal that CESRM redu
es the

average re
overy laten
y of SRM by roughly 50% and in
urs less overhead in terms of re
overy

traÆ
.

Finally, we model the Light-weight Multi
ast Servi
es (LMS) router-assisted reliable multi
ast

proto
ol [32{34℄. This proto
ol enhan
es the fun
tionality of IP multi
ast routers so as to

intelligently forward re
overy traÆ
 and a
hieve lo
alized loss re
overy. Again, we show that LMS

is a faithful implementation of our reliable multi
ast servi
e model. Furthermore, through 
areful

reasoning, we show that, although LMS promptly re
overs from pa
kets in stati
 membership and

topology environments, it may not perform well in dynami
 environments. Thus, our analyses of

CESRM and LMS demonstrate that CESRM is a preferable reliable multi
ast proto
ol to both

SRM and LMS; CESRM inherits SRM's robustness to dynami
 environments and, thanks to its


a
hing-based expedited re
overy s
heme, drasti
ally redu
es the average re
overy laten
y of SRM

in stati
 environments.

8.1 Contributions

Our 
ase study on formally modeling, analyzing, and designing reliable multi
ast proto
ols makes

several 
ontributions of distin
t nature.

First, a byprodu
t of using a formal modeling and analysis approa
h are the formal spe
i�
ations

of both the reliable multi
ast servi
e and the reliable multi
ast proto
ols. The spe
i�
ation of

the reliable multi
ast servi
e formalizes the notion of eventual delivery in the multi
ast setting.

Moreover, by parameterizing our spe
i�
ation by a worst-
ase pa
ket delivery bound, parti
ular

instantiations of our spe
i�
ation formalize the notion of a timely reliable multi
ast 
ommuni
ation

servi
e. This timely spe
i�
ation may be used to prove both the 
orre
tness and the timeliness of

parti
ular reliable multi
ast proto
ols. Furthermore, the spe
i�
ations of SRM, CESRM, and LMS

pre
isely and 
ompletely des
ribe the behavior of the respe
tive proto
ols. In so doing, they also

abstra
tly spe
ify the underlying 
ommuni
ation primitives ea
h of the proto
ols uses. The abstra
t

spe
i�
ation of these underlying 
ommuni
ation primitives is also an important 
ontribution. This

is espe
ially true in the 
ase of LMS where the IP multi
ast 
ommuni
ation servi
e in
ludes the

behavior of the extended router fun
tionality introdu
ed by LMS.

Se
ond, we demonstrate how simulation relations 
an be used to prove both proto
ol 
orre
tness

and performan
e. The use of a simulation proof to show the 
orre
tness of an implementation with

respe
t to a more abstra
t spe
i�
ation is standard pra
ti
e. We use a similar approa
h to show

that a parti
ular reliable multi
ast proto
ol guarantees the timely delivery of multi
ast pa
kets.

This is a
hieved by instantiating our abstra
t model of the reliable multi
ast servi
e with the worst-


ase pa
ket delivery laten
y. Instantiating this model using a worst-
ase pa
ket delivery laten
y

of in�nity spe
i�es an eventual delivery guarantee. Thus, showing that a proto
ol implements

su
h a timely reliable multi
ast servi
e 
onstitutes a timeliness 
laim about the proto
ol. We also

demonstrate how to state and show 
onditional timeliness guarantees. This is parti
ularly useful

when a reliable multi
ast proto
ol guarantees timely delivery only under parti
ular assumptions.

Conditioning the simulation proof on these assumptions leads to a 
onditional performan
e 
laim

about either a proto
ol's 
orre
tness or timeliness.

Third, our timeliness analysis of SRM reveals that 
hoosing SRM's s
heduling parameters arbitrarily

may result in either super
uous re
overy traÆ
 or the failure of parti
ular re
overy rounds due

to s
heduling issues rather than losses. Our analysis gives rise to several 
onstraints on SRM's

s
heduling parameters. These 
onstraints 
onstitute guidelines for 
hoosing SRM's s
heduling

parameters so that s
heduling issues do not indu
e super
uous traÆ
 and re
overy round failure.
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To our knowledge, these 
onstraints, or even similar ones, have not been expressed to date. This

demonstrates that a formal approa
h to proto
ol modeling and analysis may often help in better

understanding and, potentially, redesigning a proto
ol's behavior.

Fourth, we present a methodology for estimating the potential e�e
tiveness of 
a
hing in multi
ast

loss re
overy. This methodology analyzes the performan
e of a 
a
hing-based loss lo
ation

estimation s
heme that estimates the links responsible for the losses su�ered by ea
h reliable

multi
ast group member. By applying this methodology to the IP multi
ast transmission tra
es of

Yajnik et al. [41℄ we observe that indeed pa
ket loss lo
ality in IP multi
ast transmissions 
an be

exploited through a 
a
hing-based s
heme very e�e
tively.

Fifth, motivated by the expe
ted e�e
tiveness of 
a
hing in multi
ast loss re
overy, we demonstrate

su
h a 
a
hing s
heme by designing the Ca
hing-Enhan
ed S
alable Reliable Multi
ast (CESRM)

proto
ol. CESRM employs a 
a
hing-based expedited re
overy s
heme that opportunisti
ally

attempts to re
over from losses in the manner in whi
h re
ent losses were re
overed. By using

SRM as a fall-ba
k loss re
overy s
heme, CESRM may only redu
e the average re
overy laten
y

in
urred by SRM. In fa
t, tra
e-driven simulations reveal that, under realisti
 pa
ket loss lo
ality


onditions, CESRM redu
es the average re
overy times of SRM by an average of roughly 50%,

redu
es the total number of retransmissions, and in
urs 
omparable 
ontrol pa
ket traÆ
 to that

of SRM.

Sixth, CESRM also demonstrates the e�e
tiveness of the system design paradigm in whi
h an

opportunisti
 and highly eÆ
ient s
heme for performing a task is 
omplemented by a more robust

but less eÆ
ient s
heme to handle the 
ases where the opportunisti
 s
heme fails. The opportunisti


s
heme is usually based on a parti
ular assumption about the behavior of the system at hand.

When this assumption indeed holds, the opportunisti
 s
heme su

eeds in performing the task

at hand. When the assumption does not hold, the task is performed by the fall-ba
k s
heme,

albeit not as eÆ
iently. In CESRM, this assumption 
orresponds to the assumption that pa
ket

losses in IP multi
ast transmissions exhibit lo
ality and, thus, that the replier to whi
h CESRM's

expedited request is sent is indeed 
apable of retransmitting the given pa
ket. This design paradigm

is prevalent in many 
omputer systems, e.g., the traditional 
a
hing s
hemes used in pro
essor

memory designs. CESRM demonstrates that the same paradigm 
an very e�e
tively be used in

wide-area network proto
ols.

Finally, through 
areful reasoning, we expose several s
enarios in whi
h pa
ket loss re
overy

in LMS may be prolonged and even inhibited due to 
hanges in either the reliable multi
ast

group membership or the replier hierar
hy. With the proliferation of host mobility and wireless


onne
tions, a proto
ol's performan
e in dynami
 environments be
omes in
reasingly important.

This suggests that future proto
ol designs should put substantial emphasis on their performan
e

in highly dynami
 and faulty environments. Moreover, it indi
ates that CESRM is a preferable

reliable multi
ast proto
ol to both SRM and LMS; CESRM inherits SRM's robustness to dynami


environments and, thanks to its 
a
hing-based expedited re
overy s
heme, takes advantage of pa
ket

loss lo
ality and a�ords good re
overy laten
y in stati
 environments.

8.2 Future Work

Similarly to other router-assisted reliable multi
ast proto
ols, LMS uses the enhan
ed IP multi
ast

router fun
tionality to introdu
e a re
overy hierar
hy. This hierar
hy is very e�e
tive in a
hieving

lo
alized re
overy and, thus, redu
ing re
overy exposure. However, it may not fare well in

highly dynami
 environments where reliable multi
ast group members may either leave or 
rash

unexpe
tedly. In su
h 
ases, the replier state maintained by the IP multi
ast routers be
omes stale

and must be updated. Su
h updates may prolong and even inhibit pa
ket loss re
overy.
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CESRM's 
a
hing-based expedited re
overy s
heme establishes a similar hierar
hy of repliers. This

hierar
hy is di
tated by the pa
ket loss lo
ality exhibited by the losses su�ered during the IP

multi
ast transmission. Moreover, it evolves to mat
h the 
hanging reliable multi
ast group

membership resulting from member leaves and 
rashes. Although this adaptation may not be

immediate, the re
overy of pa
kets is undisturbed be
ause when expedited re
overies fail, losses are

re
overed by SRM's re
overy s
heme, whi
h is robust to failures and membership 
hanges.

As future work, we propose designing a router-assisted CESRM proto
ol in whi
h expedited

re
overies are 
arried out lo
ally. This 
an be a
hieved by augmenting IP multi
ast routers to:

i) annotate reply pa
kets with their turning point routers, i.e., the routers at whi
h reply pa
kets

are re
eived from and forwarded on downstream links with respe
t to the sour
e of the original

pa
ket, and ii) allow the sub
asting of expedited reply pa
kets downstream. This fun
tionality is

nearly identi
al to that of LMS [32, 34℄, with the ex
eption that LMS requires routers to maintain

replier state.

CESRM may exploit this extra router fun
tionality as follows. Re
overy tuples may be augmented

to in
lude the turning point router involved in the re
overies of the respe
tive pa
kets. By

annotating ea
h expedited request with the pertinent re
overy tuple, in
luding the pertinent turning

point router, the resulting expedited reply may be uni
ast to the parti
ular turning point router,

whi
h may subsequently sub
ast the reply downstream. Sin
e IP multi
ast routers need not

maintain replier state, su
h a s
heme o�ers a lighter-weight lo
al re
overy s
heme than that of

LMS. Moreover, by employing SRM as a fall-ba
k re
overy s
heme, this s
heme is also robust to

highly dynami
 and faulty environments.
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