Abstract—The multi-version coding problem described previously by Wang and Cadambe is motivated by applications to distributed storage and computing. Here, we consider a modification to the previously described multi-version coding problem that retains the essence of the earlier definition, and show that our modification leads to a reduced storage cost. We consider a setting where there are $n$ servers that aim to store $\nu$ versions of a message, where there is a total ordering on the versions from the earliest to the latest. We assume that each message version has size $\log_2 M$ bits. Each server can receive any subset of the $\nu$ versions and stores over an alphabet of size $q$ a function of the message versions it receives. The $(n, c, \nu, M, q)$ multi-version code we consider ensures that, a decoder that connects to any $c$ of the $n$ servers can recover the message corresponding to the latest common version stored among those servers, or a message corresponding to a version that is later than the latest common version. Unlike our earlier paper, we allow for the message version that is decoded to be one that is later than the latest common version. Through an achievable scheme and a tight converse, we describe the optimal multi-version code for $\nu = 2$ versions from the perspective of the storage cost $\log_2 q$ when $c$ is odd and $\frac{2(c+1)}{\nu+2}$ when $c$ is even. We also present achievable code constructions for arbitrary values of the parameter $\nu$.

I. INTRODUCTION

In this paper, we consider a modification to the multi-version coding problem presented in [1]. Consider storing a message of size $\log_2 M$ bits in a distributed storage system with $n$ server nodes, where the storage capacity of each server is $\log_2 q$ bits. To accommodate for the possibility that the message changes with time, assume that it has two versions, the old version and the new version. We are interested in a coding scheme that allows a client to connect to $c$ of the $n$ servers and decode the latest common version among the $c$ servers, or a version that is later than the latest common version. To begin with, assume that the old version is dispersed to all the servers, and every server contains at most $\log_2 q$ bits of an encoded form of the old version. We require that from any $c$ servers, the old version is recoverable in this state (see Figure 1 (a)). Then the new version is dispersed to the servers, and due to network failures or delays, only a subset of the servers get the new version. Every server contains a total of at most $\log_2 q$ bits, which are obtained by encoding its received message versions. In this new state, we require that from any $c$ servers that received the new version, the client should recover the new version which is the latest common version among the $c$ servers (see Figure 1 (b)). If any of the $c$ servers did not receive the new version, the latest common version among the $c$ servers is the old version, and the client should decode either the old or the new version (see Figure 1 (c)). We measure the performance of the code by the storage cost defined as $\frac{\log_2 q}{\log_2 M}$.

A multi-version code is a generalization of the above setting to accommodate an arbitrary number $\nu \geq 2$ of versions. Multi-version coding promises to have many applications in distributed storage and computing. Specifically, it could be useful for shared memory emulation [2]–[8], which in turn has applications in multiprocessor programming [9] and as key-value stores in distributed storage systems [4]. For a more detailed description of the motivation behind our formulation, we refer the readers to [1].

Our description of the multi-version code here is a modification of the definition in reference [1], where the latest common version was forced to be recoverable. That is, reference [1] omitted the possibility that a message version which is later than the latest common version can be recovered by the client. For example, in Figure 1 (c) the code in [1] only recovers the old version. We note that our modified definition does not alter the spirit of the multi-version code definition of [1], and is relevant to all its potential applications. Interestingly, however, we show here that our modification leads to significant savings in terms of storage cost.

Two straight-forward solutions to our problem are as follows: (i) replication, where every server stores $\log_2 M$ bits of its latest version, and any $c$ servers suffice to recover the latest version among the servers; and (ii) simple MDS code, where every server stores $\log_2 M/c$ bits of every version it has, and the latest common version is recoverable. Here we present coding schemes that outperform both these solutions. It is worth noting that replication does not necessarily recover the latest common version since it sometimes returns a version that is later than the latest common version. Therefore replication does not fit in the definition of [1]. but is a multi-version code as per the definition we consider.
Multi-version coding with an informal definition, and present the formal definition is essentially a relaxation of the definition of [1]. We begin with some notation. We write $[i] := \{1, 2, \ldots , i\}$, for integer $i \in \mathbb{N}^+$. For any set $S = \{s_1, s_2, \ldots , s_{|S|}\} \subset \mathbb{Z}$ where $s_1 < s_2 < \ldots < s_{|S|}$, and for any ensemble of variables $\{X_i : i \in S\}$, we denote the tuple $(X_{s_1}, X_{s_2}, \ldots , X_{s_{|S|}})$ by $X_S$.

The main contributions of the paper are: (i) an appropriate modification to the multi-version coding problem of [1], (ii) an information-theoretic lower bound for the storage cost of the multi-version code for all possible values of the parameters $n, c, \nu, q, M$, and (iii) a code construction for arbitrary number of versions, which is optimal for $\nu = 2$ versions.

II. SYSTEM MODEL AND MAIN RESULTS

A. The multi-version code

We begin with some notation. We write $[i] := \{1, 2, \ldots , i\}$, for integer $i \in \mathbb{N}^+$. For any set $S = \{s_1, s_2, \ldots , s_{|S|}\} \subset \mathbb{Z}$ where $s_1 < s_2 < \ldots < s_{|S|}$, and for any ensemble of variables $\{X_i : i \in S\}$, we denote the tuple $(X_{s_1}, X_{s_2}, \ldots , X_{s_{|S|}})$ by $X_S$.

We now define the multi-version coding problem, which is essentially a relaxation of the definition of [1]. We begin with an informal definition, and present the formal definition in Definition 1. The multi-version coding problem that we study is parameterized by positive integers $n, c, \nu, M$ and $q$.

We consider a setup with $n$ servers. Our goal is to store $\nu$ independent versions of the message, where each version of the message is drawn from the set $[M]$. We denote the value of the $i$th version of the message by $W_i \in [M]$ for $i \in [\nu]$. The symbols of the codewords come from the set $[q]$, so the quantity $\log_2 q$ can be interpreted as the number of bits stored in each server in the system. Each server receives an arbitrary subset of the versions. We denote $S(i) \subseteq [\nu]$ to be the set of versions received by the $i$th server. We refer to the set $S(i)$ as the state of the $i$th server. We refer to $S = (S(1), \ldots , S(n)) \in \mathcal{P}([\nu])^n$ as the state of the system, where $\mathcal{P}(\nu)$ denotes the power set of $\nu$. For the $i$th server, denoting its state $S(i)$ as $S = S(i) = \{s_1, s_2, \ldots , s_{|S|}\}$ where $s_1 < s_2 < \ldots < s_{|S|}$, the $i$th symbol of the codeword is generated by an encoding function $\varphi_S^{(i)}$ that takes an input, $W_S = (W_{s_1}, W_{s_2}, \ldots , W_{s_{|S|}})$, and outputs an element in $[q]$.

We assume that there is a total ordering $\prec$ on the versions, with $W_i \prec W_j$ if $i < j$. For any set of servers $T \subseteq [n]$, we refer to $\max_{i \in T} S(i)$ as the latest common version in the set of servers $T$. The purpose of multi-version code design is to generate encoding functions such that, for every subset $T \subseteq [n]$ of $c$ servers, a message $W_m$ should be decodable from the set $T$, where $m \geq \max_{i \in T} S(i)$ for every system state. The goal of the problem is to find the smallest possible storage cost per bit stored, or more precisely, to find the smallest possible value of $\frac{\log_2 q}{\log_2 M}$ over all possible $(n, c, \nu, M, q)$.

We present a formal definition next.

Definition 1 (Multi-version code): An $(n, c, \nu, M, q)$ multi-version code consists of

- encoding functions $\varphi_S^{(i)} : [M]^{|S|} \rightarrow [q]$, for every $i \in [n]$ and every $S \subseteq [\nu]$, and
- decoding functions $\psi_S^{(T)} : [q]^c \rightarrow [M] \cup \{\emptyset\}$, for every set $S \in \mathcal{P}(\nu)^n$ and set $T \subseteq [n]$ where $|T| = c$, that satisfy

\[
\psi_S^{(T)} \left( \varphi_{S|_{\{t_1}\}}(W_{S(t_1)}), \ldots , \varphi_{S|_{\{t_c\}}}(W_{S(t_c)}) \right) = \begin{cases} W_m & \text{for some } m \geq \max_{i \in T} S(i), \text{if } \cap_{i \in T} S(i) \neq \phi, \\ \emptyset, & \text{o.w.,} \end{cases}
\]

for every $W_m \in [M]^c$, where $T = \{t_1, t_2, \ldots , t_c\}$, $t_1 < \cdots < t_c$.

Definition 2 (Storage Cost of an $(n, c, \nu, M, q)$ multi-version code): The storage cost of an $(n, c, \nu, M, q)$ multi-version code is defined to be equal to $\frac{\log_2 q}{\log_2 M}$.

Note that replication, where the latest version is stored in every server, i.e., $\varphi_S^{(i)}(W_S) = W_{\max(S(i))}$, incurs a storage cost of 1. An alternate strategy would be to separately encode every version using an MDS code of length $n$ and dimension $c$, with each server storing an MDS codeword that takes an input.
symbol corresponding to every version that it has received. Such a coding scheme would achieve a storage cost of $\nu/c$.

B. Main Results

**Theorem 1:** Given parameters $(n, c, \nu)$, there exists an $(n, c, \nu, M, q)$ multi-version code with a storage cost that is equal to

$$\max \left\{ \frac{\nu t - \nu + 1}{tc}, \frac{1}{t} \right\},$$

where

$$t = \left\{ \begin{array}{ll} \left\lceil \frac{c-1}{\nu} \right\rceil + 1, & \text{if } c \geq (\nu - 1)^2, \\ \frac{c}{\nu-1}, & \text{if } c < (\nu - 1)^2. \end{array} \right.$$

**Theorem 2:** The storage cost of an $(n, c, \nu, M, q)$ multi-version code satisfies

$$\frac{\log_2 q}{\log_2 M} \geq \left\{ \begin{array}{ll} \frac{e^2}{c+1}, & \text{if } c \text{ is odd,} \\ \frac{2}{c(c+2)}, & \text{if } c \text{ is even.} \end{array} \right.$$ We make some remarks before proceeding.

**Remark 1:** Theorems 2 implies that the code construction that achieves the storage cost described in Theorem 1 is optimal from the perspective of storage cost if $\nu = 2$. The multi-version coding problem remains open for $\nu > 2$.

**Remark 2:** The achievable scheme of Theorem 1 strictly outperforms replication, simple MDS codes, and the scheme of [1].

**Remark 3:** It is worth noting that, under the relaxed definition of multi-version coding presented here, the converse of [1] is not applicable. In fact, the achievable scheme of Theorem 1 achieves a storage cost that is lower than the storage cost lower bound of [1] by exploiting the fact that a version that is later than the latest common version can be recovered.

III. PROOF OF THEOREM 1 - CODE CONSTRUCTION

We first describe our construction. After describing our construction, we show that our construction is a multi-version code in Theorem 3.

In our construction, each server encodes different versions separately. So that the total number of bits stored at a server is the sum of the storage costs of each of the versions it has in that state. The encoding strategy at the servers satisfies the following property: Suppose that Server $i$ stores $\alpha_{i,v} \log_2 M$ bits of Version $v$, then Version $v$ can be recovered from the $c$ servers $i_1, i_2, \ldots, i_c$, so long as

$$\sum_{j=1}^{c} \alpha_{i_j,v} \geq 1.$$

Note that such an encoding function can be found for a sufficiently large value of $q$ using standard coding techniques.

1In fact, using random linear coding suffices to satisfy this property with non-zero probability, implying that there exists a coding scheme with the property.

We also note that, in our approach, the storage allocation $\alpha_{i,v}$ only depends on the server state but not on the server index. Therefore, we can write $\alpha_{i,v} = \alpha_v(S(i))$ for any Server $i$ at a nonempty state $S(i) \subseteq [\nu]$.

To describe our construction, we only need to specify the parameter $\alpha_v(S)$ for every possible server state $S \subseteq [\nu]$ and every $v \in S$, that is, we only need to specify the amount of Version $v$ stored at a server in state $S$. We denote $\alpha = \log_2 q / \log_2 M$. Note that we have $\alpha = \max_{S \subseteq [\nu]} \sum_{v \in S} \alpha_v(S)$. In our description, for every possible system state, we partition our servers into $\nu + 1$ groups. For $i \in [\nu]$, Group $i$ has the set of servers which have Version $i$ as the latest version. So, for instance, if $\nu = 2$, Group 1 has the servers in state $\{1\}$, and Group 2 contains the servers in states $\{2\}$ and $\{1, 2\}$.

Before giving the general construction, we start by describing our construction for the case of $\nu = 2$ versions. Define $t = \left\lceil \frac{c-1}{\nu} \right\rceil + 1$, and construct code as in Table I. The storage size is $\alpha = \frac{2}{c+1}$. It is easy to check that the code works for odd values of $c$. In this case $\alpha = 1/t$, $t = (c+1)/2$, and a server in Group $i$ stores $\frac{c}{c+1}$ of Version $i$. For any subset of $c$ servers, note that we have at least $(c+1)/2$ servers in Group 1, or at least $(c+1)/2$ servers in Group 2. Because $\alpha = \frac{2}{c+1}$, in the former case Version 1 is recoverable, and in the latter case Version 2 is recoverable. Finally, we note that the latest common version or a version that is later than the latest common version is recovered using this strategy.

For even values of $c$, the validity of the construction can be verified as follows.

- If the latest common version is Version 2, then all the $c$ servers are in Group 2. Since we have $c \geq t$ servers, and each server contains $1/t$ amount of Version 2, Version 2 is recoverable.
- If the latest common version is Version 1, then the $c$ servers may be in state $\{1\}$ or state $\{1, 2\}$. If there are at least $t$ servers in state $\{1, 2\}$, then we can recover Version 2. Otherwise, there are at most $t - 1$ servers in state $\{1, 2\}$, and at least $c - t + 1$ servers in state $\{1\}$. Thus the total amount of Version 1 in these servers is at least

$$(c - t + 1)\alpha + (t - 1)(\alpha - 1/t) = 1,$$

so we can recover Version 1.

Table II is an example with $c = 7, \nu = 3, \alpha = 1/3$.

Notice in this case, each server only stores (a function of) the

<table>
<thead>
<tr>
<th>State</th>
<th>State</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>${1, 2}$</td>
<td>$1/3$</td>
<td>$1/3$</td>
</tr>
<tr>
<td>${1}$</td>
<td>$1/3$</td>
<td>$1/3$</td>
</tr>
<tr>
<td>${2}$</td>
<td>$1/3$</td>
<td>$1/3$</td>
</tr>
</tbody>
</table>
It is useful to note that if \( c > (\nu - 1)^2 \), then \( t \geq \nu \) and if \( c \leq (\nu - 1)^2 \), then \( t < \nu \).

**Construction 1:** Given the above parameters, we construct the \((n, c, \nu, M, q)\) code with storage cost

\[
\alpha = \frac{\log_2 q}{\log_2 M} = \max \left\{ \frac{\nu t - \nu + 1}{tc}, 1 \right\},
\]

For state \( S \), the parameter \( \alpha_{\nu}^{(S)} \) is set as follows:

- If Version \( j, j \geq 2 \), is the latest version in state \( S \), then \( \alpha_{\nu}^{(S)} = 1 \), that is, store \( \frac{1}{\gamma} \log_2 M \) bits of Version \( j \).
- If Version 1 is the latest version, namely \( S = \{1\} \), then \( \alpha_{\nu}^{(S)} = \alpha \). That is, store \( \alpha \log_2 M \) bits of Version 1.
- If Version 1 is not the latest version in state \( S \), and \( \{1\} \in S \), then, \( \alpha_{\nu}^{(S)} = \alpha - \frac{1}{\gamma} \), that is, store \( (\alpha - \frac{1}{\gamma}) \log_2 M \) bits of Version 1.

Note that in our construction, a server in Group \( j \) only stores encoded symbols of Version \( j \) and Version 1.

**Remark 4:** It can be easily verified that the storage cost of Construction 1 can be expressed more explicitly as follows:

\[
\alpha = \begin{cases} 
\frac{c}{t}, & \text{if } c \in [(t-1)\nu+1,(\nu-1)t], t < \nu, \\
\frac{1}{\nu}, & \text{if } c \in [\nu t - \nu + 1,1], t < \nu, \\
\frac{1}{\frac{c}{\nu} + 1 - t c}, & \text{otherwise.}
\end{cases}
\]

where \( t \) is defined as in (1).

**Remark 5:** We note that when \( \nu/(c-1) \), \( t = \frac{c}{\nu} + 1 \) irrespective of whether \( c \) is bigger than \( \nu - 1 \) or not. As a result, we have \( \alpha = \frac{\nu}{\nu t - c + 1} \) when \( \nu/(c-1) \).

In Figure 2 we show the storage size of the construction with \( \nu = 5 \) versions, we can see the advantage of the proposed code compared to previous results.

Table III is an example for \( t = 3, c = 5, \nu = 3, \alpha = 7/15 \). In this example, the storage size of the states are not equal, but one can simply treat the worst-case size as \( \alpha \). One can check that the above code recovers the latest common version, or a version that is later than the latest common version. For example, suppose the latest common version is Version 1.

- If at least three of the \( c \) servers are in Group 2, then Version 2 is recoverable.
- If at least three of the \( c \) servers are in Group 3, then Version 3 is decodable.
- Otherwise, among the \( c \) servers, at most two servers are in Group 2, at most two servers are in Group 3, and at least one server is in state \( \{1\} \). The amount of information of Version 1 in these \( c \) servers is at least \( 7/15 + 2/15 \times 4 = 1 \), which implies that Version 1 is recoverable.

**Theorem 3:** The code in Construction 1 is a multi-version code.

**Proof:** To show a version is recoverable, it suffices to show that the total storage allocation for that version in the connected servers is at least 1. Let \( j \) be the latest common version among \( c \) servers. Note that there are at most \( \nu - j + 1 \) groups, since Group 1, Group 2, ..., Group \( j - 1 \) are empty.

- When \( j \geq 2 \), there exists a group, say Group \( k \), with at least \( \left\lceil \frac{c}{\nu - j + 1} \right\rceil \geq \left\lceil \frac{c}{\nu - 1} \right\rceil \) servers. In our construction, each server in Group \( k \) stores \( \frac{1}{c} \) of Version \( k \). To prove the theorem, it suffices to show that \( \left\lceil \frac{c}{\nu - j + 1} \right\rceil \geq \left\lceil \frac{c}{\nu - 1} \right\rceil \), since this implies that Version \( k \) is recoverable from the servers in Group \( k \). When \( c \leq (\nu-1)^2 \), then \( \left\lceil \frac{c}{\nu - 1} \right\rceil = t \).
Therefore, we need to show this for \( c > (\nu - 1)^2 \). When \( c > (\nu - 1)^2 \), we have \( t = \left\lceil \frac{c}{\nu - 1} \right\rceil + 1 \). Therefore, we have \( c \in [\nu(t - 2) + 2, \nu(t - 1) + 1] \). Notice also that \( c \geq \nu \). These imply the following.

\[
\begin{align*}
&\frac{c}{\nu - 1} \\
\geq &\frac{\nu(t - 2) + 2}{\nu - 1} \\
= &\left\lceil t - 1 + \frac{t - \nu + 1}{\nu - 1} \right\rceil \\
\geq &\left\lceil t - 1 + \frac{1}{\nu - 1} \right\rceil \\
= &t.
\end{align*}
\]

Therefore, the theorem is proved for the case where \( j \geq 2 \).

- When \( j = 1 \) is the latest common version, if Group \( i \) has at least \( t \) servers for any \( 2 \leq i \leq \nu \), then Version \( i \) is recoverable and therefore the theorem is proved. Otherwise, there are at most \( t - 1 \) servers in Group \( i \), for all \( 2 \leq i \leq \nu \), each of which stores \( \alpha - \frac{1}{2} \) size of Version 1; and thus at least \( c - (\nu - 1)(t - 1) \) servers in Group 1, each storing \( \alpha \) size of Version 1. The total storage size for Version 1 in these servers is at least

\[
(\alpha - \frac{1}{7})(\nu - 1)(t - 1) + \alpha(c - (\nu - 1)(t - 1)).
\]

And by the choice of \( \alpha \), we know the above amount is at least 1. Therefore, Version 1 can be recovered.

We have thus completed the proof.

We would like to mention here that in fact, the construction in this section is inspired by computer search for \( \nu = 3 \) and small values of \( c \) using integer linear programming.

IV. CONVERSE: PROOF OF THEOREM 2

From the definitions, note that an \((n, c, \nu, M, q)\) multi-version code is also an \((n, c, 2, M, q)\) multi-version code. Therefore, it suffices to prove the theorem for the special case where \( \nu = 2 \). Consider any \((n, c, 2, M, q)\) multi-version code, and consider the first \( c \) servers. For any arbitrary state \( S \in \mathcal{P}(\nu)^n \), let \( S[w] \) denote the projection of the state onto the first \( c \) servers. To prove the converse, we first make the following claim.

\footnote{We note that an arbitrary set of \( c \) servers can be considered for the converse. We consider the first \( c \) servers without loss of generality.}

A. Proof of Theorem 2 when \( c \) is odd

We first consider the case where \( c \) is odd, whose converse proof is simpler. We begin with the following claim.

Claim 1: For any achievable \((n, c, 2, M, q)\) code, there are two states \( S_1, S_2 \in \mathcal{P}(\nu)^n \) such that

- The \( c \)-length tuples \( S_1^{[c]} \) and \( S_2^{[c]} \) differ only in one element, that is, they differ only with respect to the state of one of the first \( c \) servers
- The decoding function \( \psi^{(c)} \) outputs the first version \( W_1 \), whereas the decoding function \( \psi^{(c)} \) outputs the second version \( W_2 \).

In other words, from the perspective of the first \( c \) servers, states \( S_1 \) and \( S_2 \) differ only in the state of one server. Furthermore, \( W_1 \) is decodable from the symbols stored among the first \( c \) servers in state \( S_1 \), and \( W_2 \) is decodable from the symbols stored in the first \( c \) symbols in state \( S_2 \).

Proof of Claim 1: To prove Claim 1, consider the set of all states where every server has Version 1. That is, consider the set of states \( \{\{1\}, \{1, 2\}\}^n \). Notice that for this set, every subset of \( c \) servers has Version 1 or Version 2 as the latest common version. This means that, for every state in this set, the corresponding decoding function must return Version 1 or Version 2. We partition this set of states into two partitions. The first partition \( P_1 \subset \{\{1\}, \{1, 2\}\}^n \) is one where the decoding function returns the first version \( W_1 \) from the first \( c \) servers. The second partition \( P_2 \subset \{\{1\}, \{1, 2\}\}^n \) is one where the decoding function returns the second version \( W_2 \) from the first \( c \) servers. Consider a state with the smallest number of occurrences of \( \{1, 2\} \) in partition \( P_2 \) and denote this state as \( S_2 \). In other words,

\[
S_2 = \arg \min_{S \in P_2} |\{i : S(i) = \{1, 2\}\}|.
\]

Let \( S_1 \) be a state obtained by replacing one of the occurrences of \( \{1, 2\} \) of \( S_2 \) by \( \{1\} \). Notice that, since the number of occurrences of \( \{1, 2\} \) in the state tuple \( S_1 \) is smaller than the number occurrences of \( S_2 \), the state \( S_1 \) does not lie in \( P_2 \). Furthermore state \( S_1 \) lies in \( \{\{1\}, \{1, 2\}\}^n \). Therefore \( S_1 \) lies in \( P_1 \). It is easy to verify that states \( S_1 \) and \( S_2 \) satisfy the conditions of the claim.

Informal proof of Theorem 2 for odd \( c \): Based on the conditions of Claim 1, Version 1 is decodable from the \( c \) servers in state \( S_1 \), and Version 2 is decodable from the first \( c \) servers in state \( S_2 \). But, notice that the encoded symbols of the servers 2, 3, ..., \( c \) are the same in both states \( S_1 \) and \( S_2 \). This implies that both Version 1 and Version 2 are decodable.

<table>
<thead>
<tr>
<th>Version 1</th>
<th>State {1}</th>
<th>State {2}</th>
<th>State {1, 2}</th>
<th>State {3}</th>
<th>State {1, 3}</th>
<th>State {2, 3}</th>
<th>State {1, 2, 3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>7/15</td>
<td>1/3</td>
<td>1/3</td>
<td>2/15</td>
<td>0</td>
<td>0</td>
<td>1/3</td>
<td>1/3</td>
</tr>
</tbody>
</table>

Table III: Server storage allocations for \( c = 5, \nu = 3, \alpha = 7/15 \).
from the following $c + 1$ symbols: the $c$ codeword symbols of first $c$ servers in state $S_1$, and the codeword symbol of the first server in state $S_2$. Since 2 versions, each of alphabet size $M$ are decodable from $c + 1$ symbols from an alphabet of size $q$, we need that $(c + 1) \log_2 q \geq 2 \log_2 M$. This gives the bound for odd $c$.

**Formal proof of Theorem 2 for odd $c$:** Let $S_1$ and $S_2$ be two states that satisfy Claim 1. Notice that among the first $c$ servers, $S_1$ and $S_2$ differ with respect to the state of only 1 server. Without loss of generality, assume that $S_1(1) \neq S_2(1)$. Therefore $S_1(j) = S_2(j), j = 2,3,\ldots,c$. For $W_1,W_2$, let $X_i = \psi^{(1)}_S(W_{S_1(i)})$ and $Y = \psi^{(1)}_S(W_{S_2(1)})$, where $\psi_S$ represents the encoding functions of the $(n,c,2,M,q)$ multi-version code. By the system model, $W_1, W_2$ are independent. Since the code should work for any distribution for each version $W_i$ over $[M]$, we consider the case when $W_1,W_2$ are each uniformly distributed over $[M]$. Denoting the binary entropy function by $H(\cdot)$, note that

$$H(W_1 | X_1, X_2, \ldots, X_c) = H(W_2 | Y, X_2, \ldots, X_c).$$

The above equality implies that

$$H(W_1,W_2 | Y, X_{[c]} = 0) = 0.$$  \hspace{1cm} (a)

$$\Rightarrow H(Y, X_{[c]}) \geq 2 \log_2 M.$$  \hspace{1cm} (b)

$$\Rightarrow H(Y) + \sum_{i=1}^{c} H(X_i) \geq 2 \log_2 M.$$  \hspace{1cm} (c)

$$\Rightarrow \max(H(Y), H(X_1), \ldots, H(X_c)) \geq \frac{2 \log_2 M}{c+1}.$$  \hspace{1cm} (d)

$$\Rightarrow \log_2 q \geq \frac{2 \log_2 M}{c+1}.$$  \hspace{1cm} (e)

Here (a) follows from the fact that $H(Y, X_{[c]} | W_1, W_2) = 0$, and the final inequality follows because $\log_2 q \geq H(X_i)$ for all $i \in [c]$ and $\log_2 q \geq H(Y)$ for any distribution on the random variables $X_{[c]}, Y$. The above argument completes the proof for odd $c$.

### B. Proof of Theorem 2 when $c$ is even

Notice that the proof of the lower bound for the case where $c$ is odd did not use the fact that $c$ is odd. The argument is valid for the case where $c$ is even as well. Therefore, we automatically have

$$\frac{\log_2 q}{\log_2 M} \geq \frac{2}{c+1}.$$  \hspace{1cm} (f)

We aim to prove the stronger bound stated in the theorem for the case where $c$ is even. We begin by strengthening Claim 1. As in the proof of Claim 1, we partition $\{(1), \{1,2\}\}^n$ into two partitions $P_1$ and $P_2$. The partition $P_1$ contains the set of states where the decoding function $\psi^{(1)}_S$ returns the first version $W_1$ from the first $c$ servers. Partition $P_2$ contains the set of states where the decoding function on the first $c$ servers returns the second version. Now, we make the following claim.

**Claim 2:** For any $(n,c,\nu,M,q)$ multi-version code if $\{(1), \{1,2\}\}$ is partitioned into two partitions $P_1, P_2$ as described above, and

$$a = \min_{S \in P_2} |\{i : S(i) = \{1,2\}, i \in [c]\}|,$$  \hspace{1cm} (g)

we have

(i) $\log_2 q \geq \frac{(2 - \frac{1}{a}) \log_2 M}{c}$.  \hspace{1cm} (h)

(ii) $a \geq \frac{\log_2 M}{\log_2 q}$.  \hspace{1cm} (i)

The desired storage bound simply follows from the above claim. In particular, suppose as a contradiction, we have

$$\frac{\log_2 q}{\log_2 M} < \frac{2(c+1)}{c(c+2)}.$$  \hspace{1cm} (j)

Then, combining (2) with (i) of Claim 2, we have $a < (c+2)/2$. Now, since $a$ is an integer, this implies that

$$a \leq c/2.$$  \hspace{1cm} (k)

However, combining (2) with (ii) in Claim 2, we have

$$a \geq \frac{\log_2 M}{\log_2 q} > \frac{c(c+2)}{2c+1}.$$  \hspace{1cm} (l)

which contradicts with (3). Therefore, we cannot have $\log_2 q < \frac{2(c+1)}{c(c+2)}$.

We now aim to prove Claim 2. Let

$$S_2 = \arg \min_{S \in P_2} |\{i : S(i) = \{1,2\}\}|.$$  \hspace{1cm} (m)

Now, note that in state $S_2$, $a$ of the first $c$ servers are in states $\{1,2\}$, and the remaining $c-a$ servers are in state $\{1\}$. Without loss of generality, assume that the first $a$ servers are in state $\{1,2\}$, that is, the codeword symbols of the first $a$ servers are functions of both $W_1, W_2$, and the codeword symbols of the remaining $c-a$ servers are functions of $W_1$ alone. Denote $X_i$ to be the $i$th codeword symbol in state $S_2$. Claim 2 follows from the following three lemmas.

**Lemma 1:** For any subset $P \subset [a]$, such that $|P| = a-1$

$$I(X_P; W_1) \geq \log_2 M - (c - a + 1) \log_2 q.$$  \hspace{1cm} (n)

**Lemma 2 (Han [10]):**

$$\sum_{P \subset [a], |P| = a-1} H(X_P; W_1) \geq (a-1)H(X_{[a]}; W_1).$$  \hspace{1cm} (o)

The above lemma, also known as the subset entropy inequality, has been shown in [10].

**Lemma 3:**

$$H(X_{[a]}; W_1) = \log_2 M.$$  \hspace{1cm} (p)

**Proof of Lemma 1:** For a given set $P$, define state $S_1$ as follows:

$$S_1(i) = \begin{cases} S_2(i), & i \in P \text{ or } i \in \{a+1,a+2,\ldots,c\}, \\ \{1\}, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (q)

Note that with respect to the first $c$ servers, states $S_2$ and $S_1$ differ only in the state of one server - the server in the
singleton set $[a] - P$. Now, note that among the first $c$ servers, only $a - 1$ servers are in states $\{1\}$ which means that $S_1$ lies in partition $\mathcal{P}_1$. This implies that the first version $W_1$ is decodable from $X_{\mathcal{P}}$, $X_{\{a, a+1, \ldots, c\}}$ and $\varphi_{\mathcal{S}_1(k)}(W_1)$, where $[a] - P = \{k\}$ and $\varphi$ represents the encoding function of the multi-version code. This implies that

$$I(X_{\mathcal{P}}; X_{\{a, a+1, a+2, \ldots, c\}}; \varphi_{\mathcal{S}_1(k)}(W_1); W_1) = \log_2 M.$$ 

$\Rightarrow$ $I(X_{\mathcal{P}}; W_1)$

$\Rightarrow$ $\log_2 M - H(X_{\{a, a+1, a+2, \ldots, c\}}; \varphi_{\mathcal{S}_1(k)}(W_1))$

$\Rightarrow$ $\log_2 M - H(X_{\{a, a+1, a+2, \ldots, c\}}; \varphi_{\mathcal{S}_1(k)}(W_1))$

$\Rightarrow$ $\log_2 M - (c - a + 1) \log_2 q$, 

where (b) follows because the servers in $\{a + 1, a + 2, \ldots, c\} \cup ([a] - P)$ are in state $\{1\}$, meaning that their codeword symbols are functions of $W_1$, therefore, $H(X_{\{1\}}; X_{\mathcal{P}}, X_{\{a, a+1, a+2, \ldots, c\}}; \varphi_{\mathcal{S}_1(k)}(W_1); W_1, X_{\mathcal{P}}) = 0$.

**Proof of Lemma 3:** In state $\mathcal{S}_2$, the codeword symbols of the first $a$ servers depend on both $W_1$ and $W_2$. The remaining $c-a$ codeword symbol of the first $c$ servers depends only on $W_1$. Furthermore, note that $W_2$ is recoverable from the first $c$ symbols because $S_2$ is in partition $\mathcal{P}_2$. This implies that, the message $W_2$ must be decodable from $X_{[a]}$ and $W_1$, since $W_1$ can be used to reconstruct $X_{\{a, a+1, a+2, \ldots, c\}}$. Therefore, we have

$$H(W_2 | X_{[a]}, W_1) = 0.$$ 

$\Rightarrow$ $H(W_2, W_1, X_{[a]}) = H(X_{[a]}, W_1)$.

$\Rightarrow$ $H(W_1, W_2) \overset{(c)}{=} H(W_1) + H(X_{[a]} | W_1)$.

$\Rightarrow$ $\log_2 M = H(X_{[a]} | W_1)$.

Here (c) follows from the fact that $H(X_{[a]} | W_1, W_2) = 0$. The last equality uses the fact that the two versions are independent.

**Proof of Claim 2:** Lemmas 1, 2 and 3 together imply that

$$a(a - 1) \log_2 q \geq \sum_{P \subseteq [a], |P| = a - 1} H(X_P)$$

$$= \sum_{P \subseteq [a], |P| = a - 1} (I(X_P; W_1) + H(X_P | W_1))$$

$$\geq a \log_2 M - (c - a + 1) \log_2 q + (a - 1) H(X_{[a]} | W_1)$$

$$= a \log_2 M - (c - a + 1) \log_2 q + (a - 1) \log_2 M.$$ 

$\Rightarrow \log_2 q \geq \left(2 - \frac{1}{a}\right) \frac{\log_2 M}{c}$.

which proves (i) in Claim 2. The proof of (ii) follows simply from Lemma 3 as follows:

$$a \log_2 q \geq H(X_{[a]} | W_1) = \log_2 M,$$

which implies that $a \geq \frac{\log_2 M}{\log_2 q}$.
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