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ABSTRACT 

In the area of comm~nication-networks,many protocols	 have been 

suggested, ~n~ some are in 'practical use. In the case of networks 

whose topology. continuously changes, no protocol has been proved~ 

since nQ fd~al ground rules have be~n suggested. 

We present a mathemati~al model of such a network, by means 

of 7 axiom's. 

A protocol, BBP, for performing broadcast is presented and 

proved to be reliable, if the net~ork behavior allows reliable 
~ 

broadcast at all. W~ know ,of no previous protocol which achieves 

this goal . 

I. 

* Department of Electrical Engineering 

**	 Department of Computer Science. 
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~ 1. INTRODUCTION 

1.1 The Model .. 
Consider astore-and-forward computer communication network 

descriped by an undirected graph G(N,L) where the nodes, N, represent 

computing units responsible for communication and the links, L, repres

en~ bidirectipnal noninterfe:ring conununication ch.annel.s operating 

between them. Nodes connected by a link are said to be neighbours. 

Each node has unbounded processing and memory capabIlities and is 

pre-programmed to perform its part of the computation as well as to 

receive and send messages to neighbours. These actions are assumed 

to be performed in zero time. In a £ixed topology network, each link 

in each direction has some finite positive delay. which may change 

7't 
with time arbitrarily, subject to the FIFO rule. In other words, each 

message sent by node i to node j arrives correctly within a finite 
*' 

undetermined time and all m~ssages are received at j in the same 

order as they have been sent by i. 

In the present paper we deal with networks of changing topology, 

where links may fail qnd recover again arbitrarily, but nodes never 

fail. The communication properties of the links of such networks are 

more complicated than those of fixed topology, and are described in 

Section 4. 

1. 2 The Problem 

Broadcast is the delivery of covies of a message to all nodes in 

the communication network. Broadcast messages will be referred to as 

.. packets. The most imP9rtant properties that any "good" broadcast 

protocol should possess are: reliability, low broadcast cost and low 
• 

..
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• 

delay. Completene7s means that all the packets which are accepted ~t 

a nod~ are accepted in the same order as they have been released by 

the source, without duplication or omi~sion. Finiteness means that 

'I 
~ 

I 

" i 

every packet is qccepted at every node ~n finite time. Reliability 

is the comBination of completeness and finiteness. The Broadcast Cost , 

of a packet B~'''BCB' is the number of t~mys B trCJ.ve;ses links of 

the network. 
-..'. 

1.3 Existing Solutions 

A survey of existing broadcast algorithmS is given by Dalal and 

Metcqlfe in t4,S]. They argue ~hat the most practical broadcast 

,.. 
protocol is the "Extende'd Reverse Path Forwarding" (ERPF). In this 

protocol, broadcast from a source s is performed along the Routing 

~ 

Structure of s (see Section 2.1) in the reverse dire~tion, and thus 

no special trees peed be maintained for broadcast. ~QweverJ they show 

that broadcast in ERPF may not be reliable even if the network'S 

topology is fi~ed. For the special case of constant topolo~y ~etwork 

and th~ routing protocol of Merlin &Segall [2J, an improved reliable 

version of ERPF was proposed in [6]~ However, thi~ rne~hod does not 

apply to other situations, i.e. changing topolo~y or other routing 

protocols. In fact, none 9f the exi~ting protoCQls achieve reliable 

broadcast in networks with changing topology, Moreover, no rigorous 

description of Gornmunicatlon properties of such networks is known to us. 

1.4 The Contents 
• 

o~ 
; 

this Paper
If 

~ In Section 2 we present the Basic Broadcast Protocol (8BP). The 

• 
input to BBP is an arbitrary se~ of links on which broadyast must be 
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performed. The BBP operates in a net~orK with arbitrarily changin~ 

topology where lin~s may fa~l ~nd recov~r ~nfinitely m~y times. Th~ 

communication properti~s of such links are ax~Qmatized in Section ~, 

(Similar -assumptions ~re informally described QY Segall [1].) No 

univ~rsal time.mea~urement is ~ssumed, i.e. eaGh node has its own 

(:j.ndep1:md~~t) clock. The properties of 13l3P ~",e rigorq\lsly p:roved in 

Section 5 using the axioms prese~ted in Section 4. It is shown that 

BBP is always complete. Bounds pn broadcast cost of BBP are given, 

The notion of "eventl\al connectiv~ ty"- is def~ned for dynamic Hructurcs 

in Section 3-. It is shown that if the "input ~tl"uctUl'e of the BBP is 

eventually conne9t~d, then ,the B~P is finite. Otherwise, no broa4cast 

protocol can be finite. 

Since a successful Royting PrQtocol cpnstrvct an eventually 

connected Routing ~tructure,. it~ choice as ~n input to the B8P Yielqs 

a reliable broadcast. Thus, ERpF can be~ade r~li~ble eve~ in netwo~k~ 

with chang~ng topology. It.c~n be shown that other choices Of th~ 

input yielq improve~ versions of other known broadcast algorithms. 

..
 

I .. 
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2. THE BAS1C BROADCAST PROTOCOL (B~P) 

2.1 The Routing Protocol and Routing Stru~ture 
¥ " ~ ¥, ;~ .. 

A familiarity with ~he notions of Routin~ Protocol (RP) anq 

Routing Structure (RS) -is usef~l in order to understand the natur~ 

of the input t~ BBP. Let us de~cribe briefly tnese not~ons. For. 

detail¥, see [2,3]. 

The pUrPose of RP ~s to de~~ver the $ingle-sp~~ce single-destination 

me~sages' along "sl)o'rt" p~ths (in a sense of pelay, global net\'?oJ:k cost, 

etc,). RP specifies, fo~ every node i ~ N, time t for this nod¥ 

and every possible destination s ~ i, the 'p~ef~rred neighbours' set 

P~[t]. A message 4estined for s, arrivi~g at node i Qt time t1 . 

is forwarded by i to ~ no,de j € .p.~Jt]. This process is repeated 

(at j) until the message evel)tually arrives at s. T11(~ set of 'iiiTecl:~d 

links pS[t] ; {(i,j) i € N and j ~ P7 [t]} for £i xed s , t is 
1 

called the s-th RQuting Structure (as} at time t (!?ec Figure 1), 

2.~ The Inpu~ to BBP 

The input structure fS is an arbitrary time-varying subset of 
; . 4 • ". 

the directed network's links. It is distributively updated by Some 

external prqtocpl whi~h specifies for each POq~ i € N, time t 

(at i) and each pos$ible broadcast source s ~ i, the set pf ~athers 
'liP '4'. 

F~[t], w.r.t. s'. It contain;:; the neighbours of i which i:re in 
1 

charge of delivery of pack~ts f~om t~e bro~dcast SOUrce s to i. 

For exa~ple, this external pro~ocol mi~qt be the RP, i.e. one 

may choose F7 [tJ = P~ [t] for _.each i, t, s, Then, SBP will pe~form
1. J. 

reliable broadcast on ~he lin~s of the s-tn RS and can be viewed 

as a reliable ver~iqn of 6RPF, 
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Note that the input does not· , in~o~ nod~ i to which neighbours 

it should deliver the packe~s of s, i~e. for ~hiCh k i E F; holds . 

The set Z~[t] of nodes to which node i forwards packets (of s 
1 

at time t) is called the set pi sons of i (w.~.t.'s). Jt includ9s 
i 

those nodes k for whi~h i E F~ holds according to the (possibly, 

outdated) infor.m~tibn i has. This information is obtained u~in~ 

special updating m~ssages. 

It is only reasQnable to assu~e that the set of times (at node ~1 

when Fi is'''changed contains no infinite' convergent s4bsequence. 

2.3 Prelfminaries 
" 

W~ assum~ th~t the packets are' al1- different, so that d~plicates 

can be detected. The basic idea of BBP is th~t every new packet
h 

arriving at a node is accepted f contvary to the operation of ERPF 

and its improveq versions (6,7]7 wher~ only packets arriYin~ f~om 

the father ar~ accepted. Reliability is achieved by introd~cing 

additional memory to the, nodes. 
\ 
Befo~e descrlbing the protPcol~ 

let us explain our notations. The prQtQCO~ is performed by all nodes 

i of the network f and ,each one performs the same nOde algorithm.
;, If j 

The notation 'I~~ [t]" meaRs: "val1'iable x kept at node i at 
1 

moment t with respeGt to source S". From here on, we aSSllm~ that 

there exists a single broadcast sou~ce $, (i.e. broadcast processes 

from different sources do not irtterfere) and the super~cript swill 

b~ omitted. We also omit "[t]" when the time in question i~ clear 

from the context. When we write: "node j sends message M(x.) to 
J 

j at time 'T" it means that this message contains the value of 

x.[T], When this message arrives at i, it is stamped with the 
J 

T
ec

hn
io

n 
- 

C
om

pu
te

r 
Sc

ie
nc

e 
D

ep
ar

tm
en

t -
 T

eh
ni

ca
l R

ep
or

t  
C

S0
28

4 
- 

19
83



,. ".' .I
 

,j 

identification ~ of the nDd~ it ~ame f.rom.and bas the format 

M(),X), wh~re x is the value of Xj[TJ.• 

2.4 Description	 of the BBP 
$.4 , Ii	 • 4 

Each node. i is requir~d to keep the following v~riaoles; 

1) . LfSTi' where' every. a~cepted packet is stored in the receive~ 

order, since the	 beginn1ug of the. algorithm; 

,) !Si' which keeps -count of the number of packets in LISTi; 

3) IC. (j) which	 is the estimate of IC. at node i, kept for every
-1-- J
 

neighbour j;
 

t4) F. set uf fathers of node i;
-l. 

5) Z. set of so~s of node i;..	 -1 

6) E. set of neighbot~ of node i.
-1 

"$ 

Now J we present formal,ly the node a~~ori thm. It specifies the 

actj.ons taken at node i for all possible events J which fl.re either 

receipt of a ~essage M(j,x) or chang~ In F.. 
1 

.(I	 

"For M(j,x)" means: "whenever M',(j,x) arrives at· i J i perfolnns the 

following" . Faj.lure and recoveTy of ~ U.nk (i, j) Clre represented 

~y receipt of FAIL(j) and WAKE(j) messages at node i. 

SBP-A1gorithm for node i 
j 

F.	 For change in Fi : 

1) if j becomes a'new m~mber of f. then send DCt(IC.) to J' . .1 ..----, 1 . 

/* j l; E. */
1 

2)	 if k c~ases to be a.member of p., and k E E. then send 
1 1	 -.....---. 

CNCL	 to k. 

I 
I
 

• 
01, 

- 6 .. 

.~
 
'
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Q. For DCL(),IC): 

~ 

1) Zi ~ Zi U {j}; 1* recogn±z~ j a$ a s9n */ 

2) 

3) 

if IC.(j) < 
- 1. 

whi,l~ ~Ci(j) 

Ie then IC.(j) 
.-  1. 

< IC i , do: 

+0 Ie; /* else 1-eave IC.(j) 
- 1. 

unthan~ecl 'It/ 

(> 

,4) 

5) 
I 

send to j th~ ~ontents ~of 

Ie. (3) +0 IG·(j) + 1 od 
1. + ~ 

LISTi(ICi(j) + 1); 

B. Par B(j) /* a packet B arriving from j */ 

1) 

2) 

if B ~. LIST. then 
....,..., 1- 

IC. «00 IC. + 1;
1 1 

/* .. B IS 

, 

ne~ -10/ 

.. 

3) 

4) 

5) 

put B in LIST,(IC.); /* acceptance */
1 1. 

if j E Z., IC.(j) ;;:'lC. - 1 then IC.(j)
- 1 1 1. -.-.  1, 

for every k E Z., IC. (k) :: IC. ~ 1 40 
---..  1. 1 . '1 -

+ IC.;
1, 

.;>. 
~ 

~ 

C. 

6) send B to·k, 

Fpr CNCL(j) 

IC. (k) 
1 

+ IC. 
1 

oq. 
- 

1) Zi «00 ~i ~ {j} 1* drop j from th~ list 9f sops */ 

W. For WAKE(j) 

1) E. +0 
1 

E. U {j};
1. 

2) IC. (j)
1 

+ 0 /* reset the variab1e$ */ 

FI... For FAIL(j) 

1) E. «00 
1. 

E. 
1. 

- {j}; 

2) 

3) 

F. -4
1. 

Z. «00 
1. 

F. ~ 
1. 

Z. -
=I

{j}; 

{j}. 

'..
 

..
 

...
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3. PRQPERTU~S	 OP SBP 
~ 

3~1 ~a?o~ Properties 

We state now the pro~ert~es of BBP~ whi~h hold for the most 

general c:onditiqns, i.~. for ar.bitrary input ~~ructure 

F and for a	 ~etwprk wh~ch suffer$ fro~ ~ 

arb~tl"arr ,(maybe', infini tel seql.,i~llce of tQP(1~ogica~ 'ah~ng~s. The!?e 
, ,p if. 

Pfopertie:;' are p.ed:y<;:ed f~om the aJCioIl)s preJi(mted. in Section 4' r We 

first l;ief~ne 'th~ concept 0:( i'eventuq.! ~onneC1;ivity"'. 

t 
oefin~t~o~~ Deno~e f· ;:; n .~ .F. [t·) allq F:; (,Ci~j)!j ~ F. Land f

1 t'~t 1 1 ,
oonsider the digraph G(NjF). This graph contijins the links
 

.. (i,j) which are persi?tent in F, i.e., r~appe~~ af1;~~ ~ach dyletiQn .
 

F i~ saip to be ev.~ntuaPy connecteq w. r. t. nqo.e ~. ;j,f tb~fe e~i~ts
 

..	 
a qirec;ted patn froIIl ~very, node i lo nod~ s. in ~he digraph G'(~, F) ,.'
 

The p;"otocol h $a~d "to p~l'forro proa4~ast on l1nk& .of F" if' for ev~rY
 

link (i. j) ( F, th~ prQtocol. ·at. ~ome time 1 ~e3se~ to pl'opa~atq packets
 

.froJ'll j tQ	 i. 
~.I 

ijroaqcast i$ alw~ys complet~.~~~~~_!
 

Claim 2 Broaac~s~ is fi~ite (an~ thus, reliable) iff the inp~~
 
.... --- ... -

stru~1;\,lre" F	 is eventu~l1y conpE:eted w. r. t, ~he broa.d~ast SO\lr.ce s. 

Note: A~CQrding to the ~eFinition ~bov~" it can be~easf~y shown that .........-

nQ protocol ¢an ~erform r~~iaD~e pl'oadcqst from s on th~ links of R 

if F is not eventu~lly con~ect~d w.r.t. s. 

Def~p~tiop~: L~t BCB~' V~, E~ qe ~he npmber ,Qftimes packet' B 

tr~verses th~	 networ~'s links, ~he n~b~+.of nodes which acc~~t B~ 

..	 an upper bound Qn the numbe~ of undirec~e~ lin~~ between nQPe~ which 

aCG~pt B, respectively. Also, let 20 denote ~n upper bound on 

I 
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~ 

the ~ouhdtrip del~y of a link and let f be a lower bound on the 

time betweep two non~trivfal changes in f" (of the kind Fo+ F.U {J0}, 
~ 1 • J J
 

j t- i).
 

C"laim J: Broad,cast cost in BBP satisfies: 
-~- ....... .,..

(a) BeB ~ 2EB - (VB-I) 

(b) If IF. [.t] I~l for all i E N and all t 1 then 
l. 

Be B ~ mi"n{"2EB - (VB-I), (VB-I) (2 + 2DXn. 

.(q) If f' conve~ge~ to a (constant) spanning tree, then BC = INI-It· B .
 
\ 

hOldS for ~ll B rele~seq after such a convergence (INI = total
 

number of nodes)".
 

.. 3.2 Additton~l Interpretation 
4 't " • 

Observe that a structure F is eventually connected w.r.t. node s 
" 

iff for every star~ node and time it is possiQle to r~ach node s 

~ventually by means of the following" Ideal R~uting process: 

1) At time t, Il}ov~' "f:t:om i to j E F. [t] in zero time. 
1 

2) Upon arrival at intefIDediate node, walt there for undefinite, . 
time an.d then'p~rt:orm 1), 

The Routing Pr9to~pl (see Section 2.1) 4elivers the messages tp· 

4estination by ~eans of the following Actual Ro~ting process: 

(1) At time t, nove from i to j E F. [i) in time equal to the 
1 

~ delay of the Hnk. (i,j) (at time t). 

(~) Upon arrival at intermediate node 

is non-e~pty and, then perform 1), 

i, wait ~ntil the set s
P. 

1 
.. 

• 
Clearly~ the Actual Routing can be simulated by ~~e Ideal Routing 

• 
by wa~ting at the intermediate node for the time equal to the delay 

of t~e inaomins link. 
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Let us define a Rout:in,g Protocol.. 1;9 be ~el~able if the Ac.tua~ 

, Routing process deliver~ each mes~q~e in "finite ~im~ ~9 lts de~tinq~ 

·t~on ~. By·th~ abQve arg~~ntl the ~-th .R9utiqg Str4ctur~ ~~ed 

by' thiS\ Roudn~ Protocol must' b'e C;;ventuany Gonnected w. r, t. $, 

Thus,. 1,1sing tpe s~1;.h Routing Strvciure qS the input to the BBP. i. e. 

choosing f. [t] .. P:, [tj for all is t we ~cMeve the reHt;lhle'
1. 1. " 

broadcast, 

Corollary. If th~ input to the BBP is ~he s-th Rbu~ing StTucture. , 

then if th~.Roijtin~ to s is reliable then th~ ~rOadcast from s is 

reliqble. Thus. BBP can be viewed as a reduction from the problem 

of Broad~ast to the p~oblem of Ro~t~pg . 
.. 

'" 

.~ 

• 

• 

"',.. 

J. 
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4. PROPERTIES OF A LINK 

a 
Here, we define	 precisely th~ communication' pro~erties of a lin~ 

(i,j) in pr~sence of to~ological ch~nges. These properties we seaured 

by the undetlying lin~ - RrotocQ1. Less formal a~$~tions were 

presented by Se,gall -[ 1]. We. postulate 5 propel't:i.~~ AI, A2, A3, A4, 

AS, A6, A7 -ahd start with their informal description. 

Al ~ay~ tnat ~essages can be sent and received aver the link only 

in SOIlle "oper~ting' int~rvals". At sa:ys that when a link recovers, 

no messages can be in transi t thro~gh it,. A3' says tha,t the T(Iessages 

sent in the same operating interval 'obey'the FIFO (fi~s1; in - f~rst ,~ 

out) rule. A4 says that fai14re~ of a link are ~etected iu f~nite 

.. 
tiT(l~. AS says that if link (i,j) is operating, there is a "fair 

chance" that a me~sag~ sent by i to j wi 1i indeed ~:J;ri ve ~t j,.. 
i.e. there i~ a correspondence between the status of link (i,~) as 

seen at i and the actua4 capability qf ~h~ lin~ to delivet meSSage~ 

to' j. Thus, if tl'le Hn~ does not fail terminapy and i "insists" 

on delivery pf a messag~ to j, i~wiil eventually succeed. /\6 ~ars 

that mes~age travelling in the network cannot return to its start. 
~ 

paint before it was sent. A7 says that an unbDund~d s~q4ence of 
r 

departvre times c~nn6t yi~l~ a Daun~ed infinite s~qpence of arrival 

times. 

The axioms r~fer to f~ct~ as vi~wed, by nod~ ~: 

AI) Oper~t~n~ ~n~erv~1s: At both ends- (i,j) of the link the, link 

protocol generates alternating sequences of WAKE and FAIL me~s~ges, 

.. which inform 'the recoveri~s and failures of the llnk, FrOm the point 

of view of node i the link (i,j) ts sa~d to be 0Eerating in the 
•	 . i ~ 

closed time interval betw~en receiving WAKE(j) ~d FAIL(j) mes~a~es. 
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~ The above ~nterval is cail~d the operating }~tenva~ (e.g~ (tl~ti) of 

• 

Figure 2). Node- i 

only when link Ci,j) 

can ..send Crec~i vel messages to (from) npae 

is operating: A message sent by i to j 

~ 

does 

not necessarily arrive at j. 

A2) CplUmunicating intervals": 
, h: 4\i 

Two' operating intervals 1T, 4l at 

opposIte' sides 

is possiJi~e for 

so that it ~ijl 

i, j of th~ Iln~ are said to be communicat~ng if it
• 

nooe i to send a messag;e to noqe j ;it interva~ Tl', 

be ~eceived a~ j at interval * or vice ver~a. 

We d'enote this relation by IT·..... ,.,. ... If "inte.rval ':"'1 prec~eds ~nter\~l 

'TT z ' we wJ;ite 

(TIl < 1T Z)] ~ 

in time . 

rr < IT j • It is post~lated that [Cr. 
l1 ~ 

(~l < ¢z) i.e. communication relation 

N ¢,) A CF, - ~2) A 
J.. _ 

",......'1 is monQtonQj.Js 

.. 

i 

§~~l?1{: In Figu~e 2, TTl ~ ¢l' because .~essages M1, ~12 

at times tA,t B € TIl' arrive at ;. at ~imes (m~asured bvJ r 

'fA,T
13 

E ¢F We conclu4e that 1T 1 -+ ¢ , 1> j n- ":' , ¢1 .{. l' ,o ~ 0 0 

senf lJ:i 

j) 

~ '"J .{ ~ " _ 0 

i 

etc. 

AS) FIFO: 
\ ... ,. 

Svppose messages A, Bare seDt by no\j~ i to j during 

the 5ajIle operating intervaJ. I { A i;> sen~ l:>efore Band B" \:17;ri ves 

at j, then A ~rrives too and it~ arrival time p~~eeds that pf 6. 

R4) Failures detection: 
• If \ 

Suppose ·t~at in response to a message ~r' 

re~eived by j from. i, j will send to i an "a,;knowledgement'l R. 

Th~ existence of ? const,ant 20 '> 0 (caq-ed "bound on roundtrip d'ela.r 

of a link") is assumed sw;:h that in at most ZD time .. uni ts a,fteD H is 

sent from 1 to j, i will receive either FAIL or R. 

~ Consider any unbounde~ sequence of times 

by an on-line algorithm operating at no~e i 
• 

is operating at	 ~ach t k . For any su~h S, we 

•	 time t 
m 

E s such that a message· sent from i 

successfully arrives at j. 

~ 

s; {tk}k=l' generat~d 

such th~t link (i,j) 

?-ssume existence of 

to j at t m 
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~ 

" Comments: We require that s is generated by an on~line algorithm 

.
• 

ror the following reasons. Otherw~se. we might deliberately choose s 

to be a set of times when link (i ,j). is still operating, but is <!-bolJt 

to fail and no message sent at t € s from i will succeed in reach~ 

ing j. If link (i.~) fails many times. then s might be an unbounded 

set and it s·eems that .AS is violated.. However,. this is not the case J 

because generation of such set 

failures of the li~k and thus 

s 

s 

r~quires information about future 
" 

cannot be ~enerated by an on-line 

algorithm. If there were a way to predict the fink's f~ilure in 

advance. ~he link's protocol shoula have used this info~ation to 

declare a FAIL,message. to prevent the hopeless transmission of 

• messages which cannot reach their destination . 

Before proce<;lding further with ad,di tional axioms J' a bri~f discus .. 

i sian is helpful. In a centra~ized algorithm, the statement that 

action A is perfQtmed b~fore action B (or ~n shott. A preeeeds B) 

mean~ tha~ the execution of A may .influ~nce ~h~ execution of B but 

the outcome of B has no influetice on A. Observe that for any A. B 

either A preceed~ B or vice versa. In a distributed algorithm, it 

may happen that actions A. Bare perfqrmed concurrently and therefqre 

neither can influence the other. This happens wh~n action$ A, a are 

performed at diff~rent nodes and nei~her 'can communicate the ovtcome . 
of its action to i/lfluen~e.the action of" the other. 

In the situation above. where. no casuality.~onnectlon exists 

between events A. B it is improper to say that "A is performed 

• 
before 8." or v~ce versa. Also observe ·'that di.fferent 

might have different time scales and rates (say in an 

users of the net\\'Qrk 

interplanet or 

• interstellar communication) so that no global time Glock eX~5ts in 
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·~ in the network, and a quantitative cqrnparison of times at differ~nt 

noelesis impossible.• 
F9r these relisons, we wish to redefine the "before" relation, 

~d will stick to thts definition throughout this paper, upless 

otherWis~ st~ted. 

'For, actions .performed in the sallie Rode, "before'1 rel'at~on i.s 

defineel in the usual sense. Now, we de;fine a new "before" relation 

lind show that is is an extension of the usual IIbefore ll relation~ in 

the sen?e that the new relation cont~ins the old one. 

,Penni tion; Action A is sa,id to be performed "before" action B 

if ~he' outcome of A can rea~h the node which performs B before the 

execution of B. 

We denote this by t A < t B, where t A, t B denote the times 

when aGtions A, B are performed, as measured in the respe¢tive nodes. 

Observe, that the "before" t'elation elefined above is transi.tive. 

Also it constitutes lin extension of the old "before" relation 

in the usual sense, defi~ed fQr events happenning ~t the same node, 

because a node "delivers" mess~ges to itself in ~ero time. 

A6) The relation "before" is irreflexive. 

Q!~~~~~!~~: If t l < t z then A6 i~plies that t l # t z' A~~o, 

by transitivi ty of IIbefore ll this implies that t 2 ~ t 1 . 

The purpose of A6 is to preserve the usual sense of "before", 

.when times are cpmpare~ in the same node. Let t l , t be times z 
of events in the same node. If t < t z' in the new sense, then1 

• 
t l < t in the old sense too, but t z ~ t l by the discussionz 

a 
above. Thus, the ne~ "before", when restricted to times of events· 
in one node yield the old "before" for that node. 
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A7)
-.--. For any 2 infinite sequeuces of times s = ~{tk}k=l and 

•.' s = {Tk}~=l' if Tk < t k for all k anp S is unbounded then s 

is unbounded too. 

~: 

..
 

~ 
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S. FORMAL ANALYSIS 'OF BBP
 

• Her~, we ~rove formally the properti~s of BBp. In'Sections B.l,
 

B.2, B.3 1 we p~ov~ Claims 1,2,3 (Completeness, FiniteQe~s, Broadcast
 

Cost) Stat~d in Section 3. In B.r, we use only assumption A3) A9, A7.
 

In B.2, B.3 w~ u~e all the assumptions.
 

B.'l Completeness
Pi , • 'I • '4' • 

To simplify th'e" proofs, W~ shall modify the origiQaI version of 

BBP, which will 'be r~ferred to as 8BPl, and the ~odified v~~si9n will 

be referred to, as BBP2. We prove that BBP2 is complete and equivalent 

to 8BPI. 

Let the packets be numbered in the order which th~ sour~e releases" 
them. We den9te ~ha Gounter-n~ber of packet 6 by le(B). In BBP2 

it is ass~ed that every packet ~ contains IC(B). The procedure which_. 

handles an arriving p~cket is now modified in ~BP2 as follows: 

B. For ij()) 1* a pack~t B arriving from f */ 
p ~(. 

1) If IC{B) > IC., then /* B is new */ 
~ 1 --.-.-.-. 

2) IC. + lC(B)
,1 

3) put B in LIST. (rc.) /* acc~ptance */ 
1 l

4) if ; € Z., Ie (]') < re., th~n 
~ J. "1 i . 1 

5) for every k € Z.. TC. (k) < Ie. 
--- . l' 1 J. 

6) 'send B to k, IC. (k"' +- Ie ..1,l, l 

Now. we prove tha~ BBP2 is co~plete, 

ary results . 

• 

. 
! 

Ie.fJ')'~ Ie. 
" ).. 1 

do 

We ~eed first ~ome prelimin
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Por the sake pf ~revity J~t' us introdqce the following conven

i don: 
. ~ 

By "condition P'hold.s- at time t" we mean that there e~ists 

an € > 0 such tha~ for every time t' in .the ·open interval (t, t + €) 

the condition P holds. Similarly~ t is defined. 

I,n tne follo'!Y'ing proofs we shall denote th~ line labeled x 
.0' ", 

of alg9r~tbm BBP2 by <x>. " 

Lell,ll11a B.1.l 
; 4 > \ ~ # 

(a) IC. [t]
1 

~s nondecreasing with t. 

(b) If;. Urlt]
1 

is nondecreasing with 1; while li% (i,j) operates, 

(c) IX a packet B is accepted by node i at t, (i.'e. <83> is performed) 

.. then IC[t+] = IC(~) . 

(d) 1f a packet '8 arrives at nPQe ; at t,~ fo~ all t' > t 

i IC. [t'l
1 

~ IC(8'. 

(~) The ,only Locatiop in whi ch 8 is ever stored. in ,LISTi is IG (B) . 

(f) !!.a pac~et B is sePt from i to j ~t tj th~nrCi(j) [t+] ~ IC(ij). 

,i (g) If lilt time t ~ 
,--'9 

node i does not nerUlrm
f 

~ny aGtitlJl of BBP2' and' 

j € Zi [t'] ~ H~i (j).[t] ~ lei [t] . 

Proof of Lemma 8.1:1 
i • i. & 

The proQf of the apove cl~ims, one by one, is s~raightforward. 

For each claim we indicate the lines pf Bep4 anq the previous claims 

which imply it. 

(a) <Bl> , <B2> . 

(b) <W2~, <.02>, .<05>, <B4>, <B5>, ~86>. 

• tC) <Bl>, "B2> . 

(d) <Bl>, ')B2>, (a). 
~ 

! (e) <B2>, <B3;> 
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(f)	 <D4> , <D5>, <~2>, <B6>, 

i. (g)	 <D3>, <D5>, <B4>, <B5>, <B6>, <FL3>~ <W2>: 

(EAIL prec~ds WAKE and therefore on WAKE(j), j It Zi.) 

Q.E.D, 

Lemma B.1.2 
" 

As long as completeness of BBP2 is maintained ~t node i, it 

actually p~rforms the aGt~on~ of BaPl, i.e. 

(a)	 In <Bl>, IC (B) > ICi j.mpl~es IqB) == IC'i + 1 and thus ,in 

<B2>, Ie. + IC. + I i~ performed. 
~ ~ 

(b)	 In <84> and <~5>, ICi(k) < ICi implies IC.(k) = IC. ~ 1 for 
.~ ~ 

all	 sons k E Zi' and thus in <B4> and <B6> I~i(k) + ICi(k) + ~ .. 
i,s performed. 

.Proof: 
44 

(a)	 follows fro~ ~pe,definition of completeness. 

(b)	 follows frqm (a) and ~~rnrna B.l~~ Cg). 

..	 Q.E.D . 
> 

\	 Theorem B.1.1 
i 

Suppose a ~essage M is sent from j at time T and arrives 

at i at time t. Then-:" 

(a)	 IC.(i}[q'-] ~IC.[t-] 
J	 ~ 

(b)	 IC. (i) [1'+] ~·IC. [t"'l.
J	 ~ 

Proof of Theorem B.l.1 
, '\,.F 

If	 M is not a broadcast pqcket, then ~he variables ~entioned-. 
in. the theorem do not change at times T', t (respective ly) Gl1ld thus
 

! (a) is equivalent to (b). Othen~ise (M is a broadcast ~acket), then
 

(b)	 hOlds by Lemma B.l.Y [(d) J(f)], because IC. ~t 
+] ~ IC(M) = IC.(i)[T"+ ]. 

~	 J 
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.' 

Thus, it is sufficient to prove (a). Let us denote x:: IC j (i) [T-]'" 

•	 
.and prove that x ~ lei [t-]. Denote by '1'1 the last time before 'I' when 

IC. (i) ~'X was performed.- If x = 0, the claim is trivia1. Assume x ::. O. 
J 

At time 1 tbe link (i,j) operates, and at tim~ T it operates too. 
1 

It coul..d not have failed and waked in between, since in <W2> 

IC.(i) + 0 is performed.

J
 

At Tl' one of the following events could happen: 

(1) j receives	 DCt;(i,x) with x> ICj(iHT 1] «D2» 

(2) B is accepted at j from i and ~ E ZjlTIL }Cj(i)[T ] < x
l 

«B4» 

(3) B is sent from ,j to i «04>, <B6». 

In cases (1) ~ (2) denote by t the time when node i sent• o
 

the ~ove DCL or B, re?pectively. Clearly, t ~ T > T > t and
 
.	 l 0 ..t	 by tran~itivity, t > to' Thus, t >. to and by a.l.l(a)
 

Ie. [t
P 

~ IC. [t ] ~ IC(B) = x.
 
1.

] 

'1. 0 

In case (3), by	 A3, a~plied to Band M) B arrives at i at time 

t < t. Thus,	 t < t-. By Lemma B.l.. 1 [(a), (d)]
l	 l 

- +IC. [t ] ;.. IC. [t	 J ~' IC(B) :: x. 
J. 1 1 Q.E.D. 

J.,enuna B. 1. 3 

For any event A \'lhich happens, at least on,ce, at various nodes 

of the net~ork, it is possiole to find a time t w~en A hapFens 

for the first time in the network in the following sense; For any 

node n and time t', t' < t, A has not happen~ed at n until t'. 

P~oof:• 
For those nodes n where A happens at least onGe, denote by , 

ten) the first	 time when it happenned 'at n. Now~ pick qny such node 
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, i	 
n1. Either t(n l ) satisfies the requirement of ~he lemma ot there 

exists a node n? with t(n2) < t(n l ). 

App~ying repeatedly the ~vove ccrtstructioh, we'will eventually 

stop· after a ~in1te num~er of steps, finding the re~uited nbde and 

time. the tact that the above procesS indeed stops and cannbt 

continue itltinitely is proVed as 101lows. 
.	 l 

Suppos~ that theI'e exists an irtfini te sequertce of times 

tC rl 1) > t(n2) > t(rl 3) > ... The network is finite an1 Athetefore 

th~re exist integers m < k such that n = n thus, b6th
k

. m 

ten) = t(nk) and t(n) > t(nk), hold. A tonttadictiorl to A6.m	 m, .. 
Q.E.D. 

, 
Theorem B. 1•2, 

Btoadcast in BBP.l and BBP::! is a!\ia}'S comP.1~te. 

~ro,of: It ;5Uffice~ to show, by -Lemma, B. 1.2, that in BB~2 colhpleteness 

is never violated. Assume the contrary, and consider a nQde i ahd 

time t when completerless is violated for the first time ln the net

work in the sense bf Lemma B.l.3\ Tl1us to at time t, a "gap" is 

created in LIST., i.e. node i receives (and thete<fore acc~pts) Some 
1 

packet B with ~C-(B) > IC. [t-J + 1. 
1 

Suppose B waS .sent by node j at time T, T < t. By but 

assumption, completeness was maintained at j until T, and the 

desired contrAdition follows: 

IC(B) = rc. (i)[T.i'J = IC _(1)[t·] + 1 ~ rCdt-] + '11 
J - J	 1• 

The aboie relations (from Left to r~ght) follow from Lemma B.l.l(r) I
 

'i Lemma B.l.2(b). Theorem B.l.l(aj.
 

Q.E.O. 
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• 

" 

a.2- finiteness 
• ; + 'W • t if. 

" De£initJ.ons:.\. , 

Penote 9Y VI
.. 

th~ set of nopes which accept ev~ry R~~ke~ a in 

fiuite ~ime and by V~ the ~et of nodes i such that the~~ ex~s~s 

a d;iteq~e~ ,pa'th from,i tQ s in p(N •F) f 

, '" 
Ob~erve that, bl'pad~ast is f:in~ t~ iff·V~ = N.' By defini tlPI.l 

q( Seotion ~.l p. js eyenlQal1y conn~ct~d •. r.~, s iff y~ ~ N.
 
. '" F
Our p'~~ose ~~ to show tha~ V ~ VI £or the BBP,t 

~qlo~oVslr tp th~' ~efin~tion ~b.Qv~, ~n~ ~~~ 4efin~ ~~ th~ s~t, ~f 

p~i's~st;ent links 9f ~. ;fpr any structure '{(i,j) I'j '¢ 1'i} ~Tl~uced by 

'" .. 
~ets ~i[t] d~;f~Bed for. dl i. t ..Also, defin~ vi:; ttY'!. 

v~ ~ N1'"V~·. S~Ying that P~k (i.j) operfltes after t', we meal'! tll~t 
l~'n~ver fails af~er t. 

~~~a Iff., ~ , 
Fq~ ~ny .~tr4~~~re ~. (i~j~ € ~ If and Qn~y if one ~f ~he 

. jfpHowinS, ~~npi t~~\1~ hqlQs: 
..,
 

(~l·~hr.r~ e~i!its ~f,l such thatj e: xt[t] f~r aoll t ~ t ,
q

·(b) the:re yxists an un1,)Qurid~cJ seq~ence of times s::: {t } ~ ·~J..l~tt t.~~t
k


j jpin? ~i at ~ach ~~.
 

P4l;'QOi~; tt is E(a:?y t<;t ~~e ~hat if (i ~P It xf then pei th~lJ (~) PQr 

(b) <;all hold. 

Suppose t!'t~t· (J,j) E;:' x" If the fiet S:r {tjx ... xi If {)} fit t}i 

b unboun~ed. ~h~n (bl hol~s, ()th"rwis~1 any ~p~el' bounQ t 
.. 0
 

(to> t fQ~ all ~ ~ s) must sati~fy (a).
 

Q·G,p . 

~
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Leunna B.~.2 
I 

oSuppose that link (k~r) operates after time Thel\ theret k· 
* 

~xi5t times * at noqe' k and t at node l' such that:t k	 r 

(a)	 Links (k,r) and (r,k) operate afte~ times t k
* , t * respectiv~~y,r 

and t * ~ to
k k 

*(b)	 E~ch message sent by k to rafter t k s~ccessfully arrives 

at I' after t * . 
I' 

* (c)	 Each messase re~eive~ by k from r a~ter t k w~s sent by r 

* after rr' 

Proof: ~ick any unbounded set Sk ~ {t~} of times at nope k, 

such that t~ > t~ J and send at time t~ (an imaginary) message Mi 

.. 
from k to r. By A4, each Mi arrives succe~sfully at I' ~t some 

time t;, and by A2 these times belon~ ~~ the s~e operating interval. 
T' 

By A7, the set Sr = {t~} is unbounded. 

Now, denote by Ti, 4> the operati~g intervals at noqes k, r 
•	 * 

eontaining sets Sk' Sr and by t k , t the start tim~s of theser
.:.1 

intervals respectively (wh~ch exist because, by Ai, the intervals 

are closed). 

The intervals ~, 4> contain unbounded sequenGes of times Sk~ 

Sr and thus are infin~te; i,e. li~ks (~Jr) and (r,k) operate aft~r 

..* * times and t respeGtively. Also, t)< is the start time of ~t k :t' . 

and thus t k 
* 

~ t
k 
0 , proving (a). 

* By A4, messages sent by k to '1' after t k s~cces?full¥ arrive 

at r. Observe that by constructigo, ~ and 4> are communiGatin~ 

interva~s. By A2, mes~age~ sept by k at t € ~ can reach r only 

at T E ~ and vice versa, proving (b), (c). 
Q 

, 
",. 

Q.E.D,
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Lemma B02.3 
w 

Suppose that a sequence of times S = {tk}k=l satisfies the 

requirements of AS. Then, it contains an unbounded subsequence 

S' = {t }CP suCh that for each m a message sent from i at t
k .	 km m=l m 

successfully arrives at j. 

Proof: By AS, such subsequence s' contains at least on~ member 

l lt ,	 The truncation sl,of s, defined as sl = {tit E s, t > t +ll 

still satisfies the condition of AS, and thus s' contains some 

Zmember t E sl j t '> t + 1. Repeatedly continuing with thez l 

abo¥e argument, we see that s' is unbound~d. 

Q.E.D . 
... \ 

Theo~em B. ,2 • 1 

..	 (j,i) ~ F iff U,j) ~ Z. 

PrQof of Theorem B.2.l By Lemma B.~,lJ it is ~uffiGient to prove 
q 4 4 j • i 

~he two following claims. 

Claim 1: There exists time._ to at i such that j E Fi[t] hold~ 
'~	 -"'Il"-----

fo~ all t ~ t if- and bnly if there exiSts time T at j. SlJch o 0 

that i € Z.[T] for all T~T 
J	 o 

w 
Claim ·2: Tt.ere exists an unbounded sequence S = {tk \:l of 
,..------

times when i ~erforms Fo + F. U {j} if and only if there exists 
1.	 1 

w 
an unqounded sequence S = {Tk}k:l when j perfQ~s z. ~ Z. U {i},

J	 J 

Proof of Claim 1: The "only if':..iart 

Sup~ose tha~ such time t exists. The set of times when F.Q ' 1 

..	 changes contains. no cluster points, as assumed in Section 3.l. Thus, 

there exists the time t when F. + F. U {j} is performed for the
l 1. 1. 

Q>	 

last time. For all t ~·tl' lin~ (i,j) operates; because if link 

0' 
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.:. 

(i,j) eve~ fail~ after then F. + F. - {j) (see <FL2» wouldt l 1. 1. 

have been performed,> i~ contradiction ~o the assu,mption that 
~ 

j € Fi[t] for t ~ t 1. 

Observe ~hat.at t l th~ l~st DCL(i,~) has been sent by i to 

~, and no CNCL{i) is eVeF sent by i to j after t l . 

By ~emma B.2.2[(~),(b)] thts DCL message ~uccessfully arrives 

at j at sQme ti~e T1 , after which ~he lin~ '(i,j) operates (i.e. 

*T ~ t. ~h terms of Lemma B.1.2). Moreover, nQ CNCL(i) can arrive .I J . ' 

to j after '1: by A2, A3. ThUs, i E Z. [T] for all T ~ T ,
1 

imply,:ing iE 'ZF 

.'. 

The "if"- part, 

Su~P?se that such time T exists. 
0'

• 
tiwes of DCL(i1 ·) mess?ges sent ffom i 

points, as assUIlled in Secti~n 3.1. By A7 t 

J l 

Q.E,D, 

" 

The set S of departure 

to j contains no cluster '. 

the set of arrival tiIJIes· 

,does not con~ain. any cluster points ·ei~her. 
~ 

" 

Thus, there.. exists a t,im~ Tl when. Z. 
J

+ Z. 
). 

U {i} is performed 

for the last tim~. 
,------. 

For alL T ~ TI , ~ink (j,i) operates" becau~e if link (Li) ever 

fails after T then ,Zf + Zj - {i} (see ~FL3~) would have been 
l 

performed in' contradiction t~ the assumption that' i E Zj[T] for 

T,~ T •
1 

Obs~rve that at TI' the last DCL(i, ) is received by j and no 

CNCL(i) arrives at j after TI , 
" .. By Lemma B.2.2 [(a),(c)] the above DCL is serit by i at such 

~. * time ~l' after which I~nk (i,j) operates l..e. t 
o l 

."... t·.1. in terms of 
• 

Lemma B.2.2. Moreove~, no CNCL(i) can be sent from i to j after t 
1 

..
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,'I: 

~ 

by A2, A3. Thus, j E F. [t] £or all t ~ t l , implying j E F.. 
1	 1 

Q.E.D. 

Proof	 of-Claim 2 The "only if" Eart, 

At each t a DCL(i,-) message is sent from.i to j. The set s={t }k , 
k

~atisfies the condition of Lemma B.2.3 anq thus, there exists 

an infinite subsequeRce of DeLei, ) message which su~ceed in reaching 

j, whose departure times "constitute an unbounded subsequence of s. 

By A7, the sequence S of'their arrival times is unbounded and each 

arrival causes j to perform Z. ~ Z. U {i}. 1bus, i ~ Z.. 
J	 J J 

Q.E.D. 

The, "if" part:.'"' 
At each Tk , a DCLei,-) message is rec~ived by j from i . 

•	 Denot~ by t the time when this messag~ was sent from i. Clearly,
K: 

F +	 F U {j} was set at t k , and s ~ {tk} is infinite set ofi i 

.times which, by assumption of Section 3.l l contains no cluster points. 

But then s is necessarily unbounded and thus j E, F.1 . Q.E.Q. 

Q.E.D. fQr Theorem B.2.l 

Theorem B.2.2. 
If (j,i) E Z then every packet B accepted at j at time TB 

~s also accepted by i at some finite time t B. In particular, 

* * j e: VI' implies i € VI' 

Proof of, Theorem B.2.2 

(j ,i) E Z 1f i E Z. and thus there exists a sequence of times 
J 

00 

S =	 {Tk}k=l satisfying the premise of AS such that i E ZjIT ).
k

Clearly, T can De chosen so that at every moment Tk , j does notk
" 

perform any qction of BBP (this follows from the fact that the 

"" 
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:l 

line (i,j) operates at T
k
+) and that Tk > TB, (because the trunca

.. tion Sl of the set {Tk} to Tk > Tg, still satisfies the premise 

of AS). Suppose that for every k we send (an imaginary) message 

at time' Tk~ By AS, there exists a message M which arrives~ q.
 

at i at some time t, Then, B is accepted at i before t because:
 q q 

IC. [t ] ~ IC. (i)[T ] ~ IC. [T .] ;;.. IC. [T+ ] ~ .lC(B).
1 q J q J q J B

The above ineqt,1.ali tics are implied by (from' left to right): 

Theorem B.1.l T ~emma B.1.l (g), Lemm? B.l.l {b), Lemma B.l,l (c). 

Q.E.D. 

Theorem B.2 :3 , 
F * In B~P, VI = VI' 

Proof: Is is sufficient to prove the 2 following claims: 

of * 
Claim 1: VI C; VI • 

• 
* FCalim 2: 'y " c VI-"'r----- 1 

-Proof of 'Claim 1:" Proceeds by induction on the length d. of the- , J 

shortest directed p~th in G(V,F) from a node j £ vi Jo the node s. 

Here the fnduction step is the Theorem B.2.2 and the induction 

* basis is the obvious claim: "s E Vi". Q,E.D. 

Proof o~ Claim 2: 'By definiti~n of vi' and v~, for an~ i € v~, 

j E vi, holds j ( i\ (otherw:lse, i E Vi). By Theorem B.2.l, i ( Zj' 

and thus there exi~ts time T(j,i) such that after it i ( Z, holds 
J 

and thus j- wi 11 not forwClrd any packet to i. 

Now, consider the packet B such that 

IC(B) =,max{IC.[T(j,i)] Ii E V~ j E Vi} • . J 

Clearly, no packet B' with IC (B') > IC (B) ~an be forwarded to nodes 

F F 
~ of V by the hodes of But s EVf and thus for any i E·vi,.VI'2 1 
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" 1II 

~ 
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~ 
.... , 

" 

) 

~ 
.. 

*node i never accepts such a packet B' and therefore i E Vz. 

This implies that V~ c vi. 
Q.E.D. 

~.3 Broadcast Cost 

Theorem B'. 3 . ! 

In BBP, for every packet ~ and nodes i,j E V tne following 
..' 

hold: 

(a)	 Packet B cannot arrive from node j at node i more than once. 

(b)	 If B is accepted 'at j from i, then B is never sent back to i. 

(c)	 BCB ~ ZEB~(VB-l) with notations 6f Claim 3 (Section 4) where 

BCB, VB' EB are as defined in Section 3. 

Lemma B.3.~ 

Suppose that for some time T1 and nodes j., i l)olds: 

(*1 for all T3 > Tl , i E Zj[T3] implies ICj(i) [T3] ~ IC(B), then 

B is never sent from j to i after T1. 

Proof of Lemma.. B.3.l 

Assume B is sent from j to i at time T. Thus i E Z. [T]. Also.,
] 

by	 lines <05>, <B6>. of BBP, IC.(j) is incremented by 1 at time T,
] 

and by Lemma B.1.1'(f) IC.(i)[T+] = ICeB). Thus, IC.(i)[T-] = IC(B)-1.
] ] 

By· (*) T ~ Tl' and our claim follows. 

~.E.O. 

Proof of (a): Consider the first arrival of packet B at n~de i 

from node j. Suppose that this copy of B was sent by j at time T
l 

and iirrived at i at time t l ." It suffices to prove that the premise. 

of Lenuna B. 3.1 holds for Tl' i, j. 

Assume T3 satisfies T3 > Tl and i E Zj[T3]. If link (j,i) 

operates during the interval [Tl ,T3] then 
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ICj(i) [T- ] ~ ICj(i) [Tl ] = IC(B) holds by Lemma B.I.I [(b),(f)]3

and we are done. Otherwise, dur~ng the intel~al [Tl ,T3] the link 

(j,i) fails and then recovers at feast ·once. 

Consider the last D = DCL(i,IC) meSsage, which has arrived at" j 

before T Suppose it was sent from i at t and arrived at j3 . z 
at T ' TZ < T3. Since at T3 i E Zj and after FAIL(i) i ( 4j'Z 

the l~nk (i,j) must not h~ve failed during the interval [TZ,T3], i.e. 

it operates during this interval. Therefore, Tl < TZ < ~3 must hold 

(see Figure 3~). SuppQse that the times mentioned above belong to 

the following operating intervals: Tl E WI' TZ,L3 € ~Z' t l ~ ~l' 

t z E ~Z· ;hen ~l ~ WI' ~2 ~ WZ' WI < W~' By A2, ~1 < ~2 and 

thus t < t Then Qne can deduce that:z.l 
. + 

ICj(i)'[T~] ~ ICJ(i) [TZ] ~ Ie = ICiltz] ~ ICi[t l ] ~ IC(B).
 

The above relations (from left to right) follow from;
 

Lemma B.I.l(~), <gZ>, <Fl>, Lemma B.I.I(a), Lemma B.l_l(d). Thus,
 

one can apply Lemma B.3.1;
 
Q.E.D. for (a). 

Proof of (b): Suppose that B was sent by i at t and acceptedl 

by j at T Clearly, B had not been known at j before T andl . l 

therefore could not have been sen~ fromj before Tl , It suffices 

to show that the,-premise of Lemma B, 3.1 holds for Tl' j, i. 

Pi ck any time T3 with T3 > T and i E Zj [T3J and findI 

times and D = DCL(i,IC), the last declared message as inTZ' t z 
the proof of (a) '. Thus, during tl1e interval TTZ' T3] i E Z. and 

J 

link (j,i) operates. Now~ two cases are treated separately: 

1) TZ < T (see F~gure 3b.l)l 

Since link (j,i) operates at interval (TZ,T ), 'it also operates3


during interval (TI ,T3). Then,
 

~ 
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I. 

lC (i) [T ] ;> IC. (i) [T;] .~ lC [T~] ;;. ~C(B)
j 3 j j 0 

The above relations follow (from left to right) by tne Claims (b), 

(g), (d) of Lemma B.1.1. This completes the proof, in this ca~e. 

4) TZ >-T1 (see Figu~e 3b.~). 

Then by A2, A3, t ·< t holds and thus
l z 

IGj(i) [T3] > ICj(i) [T;] ~ IC = ICi[tZ] ~ IC~[t~l ~ IC(S). 

by reasons as in the proof of (a)) 

This completes the proof of the second case and of part (b) of 

Theorem B.3.1 

Proof of (c)~ Note that VB is the number of nodes which accept B 

and E is the number of possible undirected links which connectB 

them. The p~cket B can traverse each such ~ink (i,j) at mast Qnce 

in each direction, (by (a)) and for every node i there exists 

at least one link (i ,1<.) through which B fs. never sent back (by' (b)). 

This completes t}le proof·of. part (c) of Theorem 1.},3,1, and of the 

theorem itself. 

Q:E.D. 

Theorem B.3.2 

If I"F. [t] I ~ l for all i, t then &C B ~ (N~1)(Z+2DA) 
1 

(with N, ~D~ A as def~ned in Section 3). 

Proof: "It is sufficient to show that for every node i and packet B, 

i can receive" 'at 'mos.t Z+ZDA co~ies. of B. Supp!?se that exactly r 

copie.s , B1,oo"Br , of a ,packet B have arrived at node i. We have 

.. to show that r ~ 2+ZDA: 

o~ For m = 1, ... r., suppose that Bm was sent to i by a node 

- k m, km1 i, ~t time TIn 
B 

and arrived at i at time m 
tBo ConsJder 

....
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the last message rim = DCL(i,ICm) which arrtved at k from i rn 

before r:. Denote oy t~ , ~ the times of its departure from i 

and it~ arrival at krn' resp~ctively. Rearrange, if necessary, the 

,111. d' m = I , '.•. r SO t hat t he sequence 1 ... r.,J,ncreaslng.l(,:es t D, to2 to JI'S 

r n ' Observe that t D < t for all n, becauseB 
+ ~ +r

lCiT tl;l = lC <-.lCk (i) [T~ ] ~ lCk (i) [T~ ) :; IC (B) -1 < IC (B) ~ IC i (t~ ]" 
r r 

Since duri~g the Interval [t~,t~] at mQst l+A(t~-t~) DCL 

messages can be sent from i (by d~finixion of ~), 

r ~ l + (I+A(t~ .. t~)). 

By the inequali ty proven above, t~, < t.~'. Thus 

ro, 2 + A(t~-t~), 

and it ~emain~ to show that .t~-t~ ~ 2D. 

Let j = kl · Observe' th~t by the definition of T~, during the 

1 1 
int~rval (TD,TB) the link (j,i) operates, and by A~ the link (i,j) 

operate$ during the interval (t~,~~), If link 'i,jj ever fails at 

interval (t~,t~+2D) then we' are done, because t~ < t~ + 2D holds. 

Ot~erwi~e~ link (i,j) operates during (t~,t~+2D) and, 'by our 

a~sumption 'that IF. [t] I ~ I, node i mus~'have sent a CNC~(i) 
1 

, . 1 1 l 2 message to j at some tlme tc,tD < t ~ t (when F. + F. - {j}
c D 1 1 

was performed). 

Le~ us a~sume that if an whe~ CNCL(i) arrive~ at j, a. confirma

tion message CC(j) i~ sent immediately back to i. Sinc~ no failure 

of link (i,j) occurs during (t~,t~+2D) one deduces f~om A4 that~oth 

tNCL(i) and CC(j) arrive su~cessfully at j and i, respectively. 

Tl lOenote ~he times of their arrivals by and t . Als~, c cc 

t l < t l + 20. cc c 
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t"' 

Clearly, B1 was sent from j to i 4uring. the interval (T~,T~). 

.: 

G 

.. 

ByA2, lin~ U.i) operates i.n this'intervfll. By AS, 

at 

" 

i before 

't I _ t 2 ~ 
B D 

CC(j), i.e., before 

121 
t - t < t + ZU cc D c 

It . Thus. cc 
Zt 
D 

or::;;; 2D. 

~l arr~ves 

Q,E.D . 

C.orol ~ary: 
, ... 4 • 

If IF. [trl ~ I 
1 

BCB'~ min{ZEB 

holds f6r all i, th~n 
" 

(VB - t), (N-I) (2DA + 2)}. 

The co~ollary follows from Theorems B.3.1 ,and B.3.2. 
l 
~ 

t 

'. 
~ 

A~KNQWLEDGEMENT 

Th~ autpors would like to than~ Prof. A. Segall for propQsing 

the SUQj~ct and his valuable help duxjng the earlie~ stages of this 
~ 

.' 

r~seal;"~h. 
" 

,... 

,
 

T
ec

hn
io

n 
- 

C
om

pu
te

r 
Sc

ie
nc

e 
D

ep
ar

tm
en

t -
 T

eh
ni

ca
l R

ep
or

t  
C

S0
28

4 
- 

19
83



L 

/~ ;!'
oJ..... I ~ -Q' 

... 
~ ~2 ... 

-. 
~ 

i 

ReFBR~NCES 

~ ~l] A. Sega.U: "QistriQute~ Netw~)'rk P.rotoco1~".. E13 P~b. No, 4~41 
'JulY 198~. ~TQ aPl?ear in 'I~9E. Ti~~S., on, ~~Ylt'i TJ;i;ort,' 
J~nu~ry ~98-3J. -. 

, 

[~] P. Merlin an~ A. Segalll "Fai~~~.fEl·Di$trn~u~ed RQuf;ing 
Protocol"', IEJ;E Trflns. 'on Conun., Vol. COtoh·27; pp. \2~Q· 
1288, Septelmber 1,91~.:4 , • .. ~'I i 

t3] E. Gafni ~n~ Q. P. Bertl?~l<~s: 'JOhtlibuted Al~6r(thllls.fQr • 
Generating ~qop~free Rou~~s in Nitwprks with 'F~equen~ly 

'C~~~111'n~-o TQPJOIO,gy" 'l~~1E, r.r,~!J.s .. ,,?1'.l'C~~:, Vo~, COM· 29'r 
PIl" -1 p, a.nuary f 

[4) Y.K. Palal.9-nd ~,Metcalt:e: ,"Reverse Path Fp.t'war#l1g of 

\-
BrQadcast packets", CASM~. Vol. 21~ No.~2~ pp. 1040-104~i 

•	 Qe~ember J978. .......,-- ,.
 
" 

'" _I~ [5] y.l" OCj.lal: "I}road~ast Pro~oc91sjn Packet-Swi~ched Computer 
N~twotks", ':Ph.P. Thesis,. Stanford ·Uf\iyevsity. AprH 1917"1 
pSL Tech. Report 148 . 

• 
[6~ A., Segall and B. Aw~rQuch: "A ~yliable !3l'oad,c;ast Protocol". 

(To a~pear t~ IEEE Tl'ffns. Qn 'CQIDm.) 
¥ .' )"..,' +. ;h. po: i*

• [7]	 B,' Awel'b\lch; l'R{fliable aroa<:lcast Algprj.thm". M.Sc. Thf:s~~, 
EE Q~pt., r~chniOJl-, Haifa:, l~rll~ 1, ~Au~u~ ~9H (in 
lieb~ew) , 

~-

..

.,.... 

i 

T
ec

hn
io

n 
- 

C
om

pu
te

r 
Sc

ie
nc

e 
D

ep
ar

tm
en

t -
 T

eh
ni

ca
l R

ep
or

t  
C

S0
28

4 
- 

19
83



"
-,.,. ~ ~ -'-" ~ 

'.r.J 1 

'~ ~l~·---~---~------~----~ ,.. ... :
 
~, I
 ..~ I ..... ' ~
 

'- " ~ ,"-..y"'''' ( '.fa .---- -"\ i ''(:--_.__. b " 
\..::...1... ~ ---' 

" ", I "., " 
\... 'I 

p '. ... 't 
" ..... '(k'v 

, "i 
," , I " 

, ~v' 

(s:....._.. 

Figure 1 - Routin~ structure for s. 

, ps = {(i,P~)}={(c,a),(d,b),(a,i),(b,i),(i,k>.,(k,s)} 
.( e. g. p.~ = k).

1. 

<1>0 <1>1 <1>2, 
_'_~ •._.._ u._--.l"\r.._• ..__.,-----'~.__f"\ /- .y-----~-.- .."\ _._._----, 

" \ 

t:ime at
I T I IA I B I'

1 I Z T' 
.0 0 1 Z 'no<;le j'' .-to . vi t + ~ + 

---'~ 
l' 

4 .;. -I

• 

,mes,sap:. M1 ...liz 
t...i 

time at 
no~e i1> + + ...... Ii ..........,. ....
 

-I- , ~ 
-~~~ 

t' t t· t:,A t B 
t, t'o o 1 1 '~2 Z 

........,-_.. '--'" _.._~ ...... ...... ._...~~ ../
 
~v"'" 

_~ 

Tr lq '"2o 

Fi6u~~ - Link's Operation + - WAKE 

+ - FAIL 

+ 
""""""--1- - Operating 

;ipterval 
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..~~ -- WAIQJ	 • ." T-It __'--f~T 21 

J
FAIL	 

\-- ------_._-.--...",--------,.- V	 . '3 (a) 

4>1 

• 

, 

f: 
f t 

1-	 ~ . -. , " \ . - , '1 

~ 
\ 

B \ 

.\ 
. \ 

\	 \
\	 ~ 
\	 i 
\~ .'j 

.	 ;~~..1__~_-,-~_~~ j 
TZ • TIT3 

(3b .1) 

4>2 

t 1 t 2 
T I ..-'\	 • 

B\ 
\ 

. ·W \. •	 ......\1 
T1 

\

T
\

2 -.- '--'''r; -, 
(3b .2) 

F,igure 3: Timing diagram for probing bound 
on Broadca~t Cost: 
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