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ABSTRACT

Pseudo-label (PL) filtering forms a crucial part of Self-Training
(ST) methods for unsupervised domain adaptation. Dropout-based
Uncertainty-driven Self-Training (DUST) proceeds by first training
a teacher model on source domain labeled data. Then, the teacher
model is used to provide PLs for the unlabeled target domain data.
Finally, we train a student on augmented labeled and pseudo-labeled
data. The process is iterative, where the student becomes the teacher
for the next DUST iteration. A crucial step that precedes the student
model training in each DUST iteration is filtering out noisy PLs
that could lead the student model astray. In DUST, we proposed a
simple, effective, and theoretically sound PL filtering strategy based
on the teacher model’s uncertainty about its predictions on unlabeled
speech utterances. We estimate the model’s uncertainty by comput-
ing disagreement amongst multiple samples drawn from the teacher
model during inference by injecting noise via dropout. In this work,
we show that DUST’s PL filtering, as initially used, fail under severe
source and target domain mismatch. We suggest several approaches
to eliminate or alleviate this issue. Further, we bring insights from
the research in neural network model calibration to DUST and show
that a well-calibrated model correlates strongly with a positive out-
come of the DUST PL filtering step. We demonstrate effectiveness
of our methods on target domain GigaSpeech YouTube dataset.

Index Terms— Data filtering, model calibration, domain adap-
tation

1. INTRODUCTION

In recent years, Automatic Speech Recognition (ASR) has improved
dramatically due to the introduction of novel neural network ar-
chitectures, training frameworks, and large labeled and unlabeled
datasets [1–5]. However, domain generalization remains an un-
solved problem; an ASR model’s performance drops significantly
when the training and testing (or inference) conditions do not match.

Several previous works attempt to address the issue of domain
adaptation, such as consistency regularization, domain-adversarial
training, multi-domain self-supervised pre-training, and the much
simpler Self-Training (ST) method [6–10]. ST is useful when the
target domain data distribution differs significantly from the source
domain data distribution (e.g., read speech to YouTube speech).
ST proceeds by training a teacher model on a labeled set in the
source domain, which generates pseudo-labels (PLs) for the unla-
beled set in the target domain. Then, a student model uses both
labeled and pseudo-labeled data for training. We can iterate over the
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Teacher/Student training such that the student from a previous iter-
ation acts as the teacher for the next ST iteration. Classical ST that
uses all PLs might be sub-optimal as PLs might be noisy. To address
this issue, we previously proposed Dropout Uncertainty-driven Self-
Training (DUST) [11, 12], which appends the original Self-Training
algorithm with PL filtering step to weed out noisy PLs.

Intuitively, the PL filtering stage in DUST computes a proxy for
the model’s confidence in its predictions on an unlabeled speech ut-
terance. It is computed using the agreement between a reference
prediction and T sampled predictions. If the model’s confidence is
below a pre-defined threshold, we discard that utterance. The DUST
filtering stage assumes that the model’s confidence is a reliable es-
timate of PL quality, i.e., high confidence implies low Word Error
Rate (WER) on accepted utterances. In this work, we found that the
DUST algorithm fails when the domain mismatch is severe. Hence,
the DUST filtering method could accept noisy PLs.

The goal of this work is to stress test the DUST PL filtering un-
der severe domain mismatch, and suggest approaches to alleviate the
DUST PL filtering issue. The following are our main contributions:
(i) We show that the DUST algorithm fails when the domain mis-
match is severe. (ii) We propose several approaches to mitigate or
eliminate this breakpoint. (iii) Further, we study, for the first time,
the DUST PL filtering in the context of model calibration (model’s
confidence vs. accuracy). (iv) We show that there is a strong corre-
lation between model calibration and the quality of the filtered PLs.

2. METHODOLOGY

2.1. DUST based Pseudo-Label Filtering

DUST is a method for domain adaptation of Automatic Speech
Recognition (ASR) models. It proceeds by training a teacher on la-
beled source domain data, which is used to provide PLs on unlabeled
target domain data. A student model is then trained on augmented
source domain labeled and target domain pseudo-labeled data. Due
to the source and target domain mismatch, the PLs could be highly
erroneous. Hence, a crucial step in DUST is PL filtering.

For each utterance in unlabelled target domain xu, we sample
T predictions {ŷt1

u , . . . , ŷtT
u } by injecting dropout noise during in-

ference and changing the random seed [13]. A reference hypothesis
ŷref
u is also generated without dropout. DUST uses agreement be-

tween the reference and sampled predictions to measure the model’s
predictive uncertainty as follows:

pred uncert(xu) = max
t∈{1,...,T}

{edstu} (1)

edstu = editdistance(ŷref
u , ŷt

u)/|ŷref
u | (2)

We exclude (xu, ŷ
ref
u ) with pred uncert(xu) > τ , where τ is

a filtering threshold. Lower values of τ leads to less noisy PLs.IC
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2.2. Approaches to Improve Pseudo-Label Filtering in DUST

The low value of predictive uncertainty is a reliable indicator of PL
quality. However, we observe that this assumption breaks under se-
vere domain mismatch. We found that the DUST algorithm fails
to filter good quality pseudo-labeled utterances in the initial stage
of filtering (as demonstrated later in Section 4). This is due to the
model’s high confidence (incorrectly) generated using the T sampled
predictions, where both the reference and the T sampled predictions
are decoded incorrectly. We propose the following approaches to
address this issue with DUST PL filtering algorithm.
Stricter consensus: The main step in the DUST PL filtering pro-
cess is the consensus between the reference and the sampled predic-
tions. Originally, DUST uses only three sampled predictions (T=3).
However, three samples may not be enough to obtain robust esti-
mates of predictive uncertainty on unlabeled points. Hence, we pro-
pose to use more number of sampled predictions to compute the
teacher model’s predictive uncertainty on unlabeled target domain
data. More number of sampled predictions leads to a stricter consen-
sus policy as a large number of sampled predictions need to agree
with the reference prediction such that all the T edit distances be-
tween ŷref

u and {ŷt
u}Tt=1 fall below a filtering threshold τ . This

leads to robust estimates of the model’s predictive uncertainty.
Modified uncertainty estimate: Another important factor is the
choice of tokens for calculating the model’s predictive uncertainty.
As shown in Equation (2), the original DUST PL filtering algorithm
measures the model’s predictive uncertainty per reference-sample
PL pair in terms of edit distance between the word sequences of ŷref

u

and ŷt
u, i.e., edstu. However, the word-based edit distances might not

be the optimal choice as it focuses on the coarse-grained structure
of the candidate PL (yref

u ) to be filtered. We propose a fine-grained
version of DUST, Character DUST (C-DUST) that estimates the edit
distance (edstu) between the reference-sample PL pair ŷref

u and ŷt
u

using the character sequences as opposed to word-sequences. This
helps the filtering algorithm to precisely select PLs by focusing on
finer details.

For example, consider an utterance with the true label as
ytrue
u =“signs of ankylosing spondylitis detected” for which model’s

predictions are; ŷref
u =“signs of ankylosin spondylitis detected”,

ŷt1
u =“sgns o ankylosin spondylitis detectd”, and ŷt2

u =“sgns of avk-
clozin sondilietis detected”. DUST can not distinguish between ŷt1

u

and ŷt2
u as both have edst1u = edst2u = 0.6. Whereas, C-DUST

can distinguish this using the finer tokens (edst1u = 0.085 and
edst2u = 0.2) leading to precise uncertainty estimates.
Robust teacher: The teacher model plays a vital role in PL fil-
tering. In the previous work [11], we do not make any assumption
about the teacher model’s robustness and directly used the most ro-
bust model possible that already shows a reasonable performance on
the target domain. We then used DUST to further improve the per-
formance on the target domain. This is a strong assumption and need
not hold true in many cases, especially when domain mismatch is se-
vere. We show improving the robustness of the teacher model plays
a vital role in the DUST PL filtering algorithm which in turn helps
alleviate the DUST PL filtering issue mentioned above.
Diverse source domain data: In the scenario where the source
domain labeled data is available in abundance with diverse condi-
tions (e.g., high-resource English datasets), it is intuitive to use more
labeled source domain data for training the teacher model. This pro-
vides a better teacher model for PL filtering. Further, we demon-
strate later (in Section 4) that diverse source domain data along with
data augmentation during teacher model training helps to select bet-
ter target domain PLs.

2.3. Model Calibration and Pseudo-Label filtering

Model calibration is a crucial step to bridge the gaps between bet-
ter predictions and the true predictions. A well-calibrated model
assigns prediction probability (i.e., confidence) close to the true cor-
rectness measure (i.e., accuracy) [14]. Let h be a neural network
model (teacher model). Assuming h(X) = (Ŷ , Ĉ), where is Ŷ and
Ĉ are model’s prediction and estimated confidence for the predic-
tion. A perfect calibration is defined as follows [14]:

P (Ŷ = Y |Ĉ = c) = c,∀c ∈ [0, 1] (3)

A measure of confidence in PL filtering: In the context of PL
filtering algorithm (f ) with the teacher model (h), the overall model
can be jointly defined as f(h(xu)). In order to measure how well the
model is calibrated, we need to define accuracy and confidence for
the overall PL filtering model. The PL filtering approach provides a
proxy of confidence in selecting a PL. It uses edit distance as a mea-
sure of the model’s predictive uncertainty as given in Equation (1).

The label errors are a measure of dissimilarities. We define the
confidence of the model for an utterance xu as:

conf(xu) = 1− pred uncert(xu) (4)

Intuitively, edit distance can be thought of as a disagreement be-
tween a reference prediction ŷref

u and a sampled prediction ŷt
u. It

denotes the model’s uncertainty in predicting reference and sampled
hypotheses. Overall, when all the hypotheses are similar, the model
is less uncertain about its prediction and hence the edit distance will
be low and confidence will be high. Similarly, we define a model’s
true accuracy as follows:

acc(xu) = 1− err(xu) (5)

where err denotes true error rate on xu. We lower bound acc and
conf to zero.
We use the following calibration error (CE) metrics [14]:
(i) Expected Calibration Error (ECE):- The approximate Ex-
pected Calibration Error (ECE) is calculated by binning the set of
confidence scores into M disjoint bins as follows:

ECE =

M∑
m=1

|Bm|
n

|acc(Bm)− conf(Bm)| (6)

where n denotes the total number of utterances and Bm denotes the
m-th bin. ECE is a weighted averages of calibration errors over the
bins and denotes the overall miscalibration of the model. Another
variant of ECE is the Root Mean Square ECE (RMS-ECE/RCE) that
takes squares of difference of the scores instead of absolute differ-
ences [14].
(ii) Maximum Calibration Error (MCE):- The Maximum Cali-
bration Error (MCE) shows the the worst-case CE deviation in a bin
as:

MCE = max
m∈{1...M}

|acc(Bm)− conf(Bm)| (7)

3. EXPERIMENTAL SETUP

Datasets: We use the LibriSpeech (LS) dataset [15] as our source
domain and the GigaSpeech (GS) YouTube dataset [16] as our target
domain. Note that LS is a read speech and GS YouTube is a sponta-
neous speech. Hence, the domain mismatch is severe and is a hard
combination for the study. Following the original DUST paper setup,
we use 100 hrs of source domain data (train-clean-100) to train our
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Fig. 1: DUST pseudo-label filtering: (i) Small domain mismatch:
Expected PL filtering trend on LS clean. (ii) Medium domain mis-
match: Small deflection on LS other. (iii) Severe domain mismatch:
Fails when domain mismatch is severe on GS youtube.

teacher model [11]. We perform all our PL filtering experiments on
the GigaSpeech YouTube dev set (GS youtube) as an unlabeled tar-
get domain. Note that the difference in data distribution between
source and target domains can be attributed to various factors such
as different environments, speakers, channels, accents, gender, age
group, topics (e.g., medical, sports, etc.), and many more. We use
domain as a general term comprising all/any of such factors.

Model: We use standard ESPNet [17] transformer recipes and the
configurations to train our teacher model. We use a 12 layer trans-
former with CTC loss for training. The final model is obtained by
averaging the 10 best models with the least loss on the source do-
main validation set. A beam width of 20 is used for inference. Fol-
lowing [11], we keep T = 3 unless otherwise specified.

Language Models and data augmentation: Using target domain
Language Models (LMs) might hide the cause of errors. Hence, to
study the performance in a transparent way, we do not use source or
target domain LMs. Note that this is also helpful when target domain
text is not available for training LMs. Further, unlike multiple data
augmentation schemes used in the previous DUST paper [11] that
makes the teacher model robust to the target domain, for our first
three sets of experiments, we keep data augmentation minimal with
standard SpecAugment [18] (specaug). This minimal setup helps to
understand the filtering algorithm in a transparent way.

4. RESULTS

In this section, we show the breaking point of the DUST PL filter-
ing algorithm, demonstrate the effectiveness of various approaches
that can mitigate this issue, and show how the DUST PL filtering is
highly correlated with the model’s calibration.

DUST PL filtering breakpoint: Fig. 1 shows the WER for differ-
ent filtering thresholds for three different variations in data distribu-
tions compared to the source domain train data (LS train) distribu-
tion. (i) Small domain mismatch: It can be seen that the LS clean
(test-clean in LS), which has data distribution close to that of source
domain train set, shows expected trend. The WER increases with
the threshold, while the cleaner PLs are accepted first. (ii) Medium
domain mismatch: When we filter the PLs in the LS other set (dev-
other in LS), which is noisy compared to LS clean, initially there is
a small deflection in the curve at filtering threshold 0.1 to 0.2 due to
slight domain mismatch. (iii) Severe domain mismatch: When the
domain mismatch is severe (GS youtube), DUST initially accepts
PLs with very high WER, which is undesirable. This is because these
utterances show high consensus (incorrectly) among their reference
and three sampled predictions, but are hypothesized incorrectly (ref-
erence as well as sampled predictions).

We notice this behavior for the initial 1-2% of total unlabelled
target domain data. It is worth highlighting that this, in practice, is
a significant number, as the PL filtering algorithm is used to gener-
ate PLs at a large scale. It is crucial to select good quality initial
PLs precisely. For example, if there are 1000 hours in the unlabelled
target domain set and the DUST PL filtering algorithm with a fixed
threshold (say 0.4) selects 100 hours to be used for training a stu-
dent model. Note that 10-20 hours (out of the selected 100 hours)
of utterances are wrongly filtered having noisy PLs. This is a signif-
icant number of noisy PLs in the training data, which might affect
the student model training adversely. As this work focuses on PL
filtering, self-training experiments are out of the scope of this paper
and we leave investigations in this direction for future work. From
here on, we demonstrate all PL filtering results on the target domain
GigaSpeech YouTube (GS youtube) dataset.
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Fig. 2: Approach-1: Increasing number of sampled predictions (T )
makes PL filtering decisions stricter and eliminates bad PLs.

Approach-1, Stricter consensus: Fig. 2 shows the plot for filter-
ing threshold and the WER for different numbers of sampled pre-
dictions. We vary the value of T from 2 to 10. It can be seen
that increasing the number of sampled predictions is beneficial. It
makes the filtering condition stricter as more number of samples are
involved in mutual consensus leading to robust filtering decisions.
With T > 6, it eliminates the initial PLs with very high WER.
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Fig. 3: Approach-2: Smaller tokens (character). C-DUST filters
better quality PLs compared to DUST.

Approach-2, Smaller tokens: Fig. 3 shows the filtering mecha-
nism when word-based edit distance is used as predictive uncertainty
(in case of DUST) and when character-based edit distance is used
as predictive uncertainty (in case of C-DUST). Note that since the
range of edit distances (i.e., pred uncert(xu) values) in DUST and
C-DUST are quite different, it is not possible to compare DUST and
C-DUST for a given filtering threshold. Hence, we compare them
using the percentage of accepted PLs (x-axis). Also, we notice that
the WER for a given percentage of accepted PLs for both algorithms
is similar, while the C-DUST shows improvement in terms of CER.
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Fig. 4: Approach-3: Robust teacher (M2) and Approach-4: Robust
+ Diverse source data (M3). PL filtering improves from M1 to M3.

Table 1: Different configurations for teacher models.

Models Source domain Data Augmentation

M1 100 hrs specaug
M2 100 hrs specaug+sp
M3 960 hrs specaug+sp

This is because C-DUST precisely selects PLs based on finer units
(i.e., characters) as opposed to coarse word-based DUST process-
ing. Note that the set of utterances selected by both algorithms can
be different. Importantly, the C-DUST consistently selects better
PLs compared to DUST irrespective of the number of sampled pre-
dictions (T ).

The improvements for C-DUST in the initial filtered PLs are
more compared to those selected later. This is desirable as the initial
set of filtered PLs included in the selected PL list are less noisy.
Further, it is worth mentioning that as C-DUST focus on finer tokens,
it is most beneficial when target domain text is not available to train
LM. For example, it is very difficult to obtain specific target medical
domain transcriptions [19–21].

Approach-3 and 4, Teacher model: In this set of experiments, we
train three teacher models covering different variations in the source
domain as shown in Table 1. For data augmentation with speed per-
turbation (sp), we use sp factors of 0.9, 1.0, and 1.1. Fig. 4 shows the
performance of DUST PL filtering using different teacher models. It
can be seen that the model M2 trained with source data augmenta-
tion using speed perturbation filters better target domain PLs com-
pared to M1. This shows that training a robust teacher model helps
in obtaining better PLs. We use model M3 which is trained on 960
hours of labeled source domain data along with data augmentation
using speech perturbation. It covers diverse conditions in the source
domain. It can be seen that M3 outperforms the other two models.
Hence, when source domain labeled data is available in abundance
with diverse conditions, it can be used to train teacher models.

It can also be seen that as we improve the teacher model from
M1 to M3, the severity of selecting an initial set of bad PLs is re-
duced. This is because the teacher model becomes more robust and,
overall the filtering process becomes more confident about PL filter-
ing decisions (as discussed in the next section). Hence, improving
the PL filtering model’s confidence along with the accuracy helps
alleviate the DUST filtering issues under severe domain mismatch.

Model calibration and PL filtering: Following [14], we plot the
reliability diagram for different teacher models with DUST PL fil-
tering in Fig. 5. The bottom row shows confidence vs accuracy for
each of M bins (each dot represents a bin, M=15). All the bins
are sorted in ascending order of bin confidence, i.e., conf(Bm).
A perfectly calibrated system have acc(Bm) = conf(Bm),∀m ∈
{1, . . . ,M}, i.e., accuracy for each bin equals to confidence. It can
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Fig. 5: Reliability diagram for different teacher models using DUST.
Model’s confidence and accuracy improve from M1 to M3.

Table 2: Model calibration errors (ECE, MCE, RCE), average con-
fidence (CNF) and average accuracy (ACC) using different teacher
models with DUST PL filtering. ↓ denotes smaller values are better,
and ↑ denotes larger values are better.

Models ECE ↓ MCE ↓ RCE ↓ CNF ↑ ACC ↑

M1 0.0353 0.7500 0.0509 0.2485 0.2500
M2 0.0318 0.3519 0.0488 0.3287 0.3477
M3 0.0280 0.3700 0.0486 0.4381 0.4422

be seen that the trend improves as we go from M1 to M3. The top
row shows the percentage of utterances in corresponding bins. It can
be seen that the M1 model’s first bin (B1) have more than 15% of
utterance’s PLs with low confidence. As we go from M1 to M3, this
distribution shifts towards the right (high confidence), and DUST PL
filtering is more confident about filtered PLs quality. This strongly
correlates with Fig. 4, where filtering of PLs improves with various
improvements to the teacher model (from M1 to M3).

Table 2 shows the calibration errors for different teacher models
with DUST PL filtering. It can be seen that the main CE metrics ECE
and RCE improve (reduces) consistently from models M1 to M3. We
see a minor increase in MCE (worst-case bin error) for M3 compared
to M2. This might be due to an outlier bin error which can also be
observed in Fig. 5c. Notice that the confidence and accuracy aver-
aged over all PLs increases from M1 to M3. This also strongly cor-
relates with better filtering and better WER in Fig. 4. Hence, better
calibrated models with high accuracy and high confidence improve
PL filtering. This finding opens up the potential future research di-
rections in training well-calibrated PL filtering models using model
calibration techniques, e.g., temperature scaling [14].

5. CONCLUSIONS

We revisited the DUST PL filtering algorithm and found that it fails
to filter correctly the PLs when domain mismatch is severe. We sug-
gest the following approaches to eliminate or alleviate this limitation,
(i) Stricter consensus, (ii) Use of smaller tokens for estimating un-
certainty, (iii) Robust teacher model, and (iv) Diverse source domain
data for training teacher model. We demonstrate the effectiveness
of each of these approaches using YouTube speech as our target do-
main. Finally, we show that the quality of filtered PLs is strongly
related to the model’s calibration error. In the future, we plan to ex-
plore this further for training well-calibrated models for PL filtering.

Authorized licensed use limited to: MIT Libraries. Downloaded on September 03,2023 at 19:33:05 UTC from IEEE Xplore.  Restrictions apply. 



6. REFERENCES

[1] Alex Graves, Santiago Fernández, Faustino J. Gomez, and
Jürgen Schmidhuber, “Connectionist temporal classification:
labelling unsegmented sequence data with recurrent neural net-
works,” in Proc. International Conference on Machine Learn-
ing (ICML), June 2006, pp. 369–376.

[2] Alex Graves, Abdel rahman Mohamed, and Geoffrey E. Hin-
ton, “Speech recognition with deep recurrent neural networks,”
in IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), May 2013, pp. 6645–6649.

[3] Jan Chorowski, Dzmitry Bahdanau, Dmitriy Serdyuk,
Kyunghyun Cho, and Yoshua Bengio, “Attention-based mod-
els for speech recognition,” in Proc. Advances in Neural Infor-
mation Processing Systems (NIPS), Dec. 2015, pp. 577–585.

[4] Daniel Povey, Vijayaditya Peddinti, Daniel Galvez, Pegah
Ghahremani, Vimal Manohar, Xingyu Na, Yiming Wang, and
Sanjeev Khudanpur, “Purely sequence-trained neural networks
for ASR based on lattice-free MMI,” in Proc. Interspeech,
Sept. 2016, pp. 2751–2755.

[5] Takaaki Hori, Shinji Watanabe, and John R. Hershey, “Joint
CTC/attention decoding for end-to-end speech recognition,”
in Proc. Association for Computational Linguistics, 2017, pp.
518–529.

[6] Kuniaki Saito, Kohei Watanabe, Yoshitaka Ushiku, and Tat-
suya Harada, “Maximum classifier discrepancy for unsuper-
vised domain adaptation,” in Proceedings of the IEEE Confer-
ence on Computer Vision and Pattern Recognition, 2018, pp.
3723–3732.

[7] Yaroslav Ganin, Evgeniya Ustinova, Hana Ajakan, Pascal Ger-
main, Hugo Larochelle, François Laviolette, Mario Marchand,
and Victor Lempitsky, “Domain-adversarial training of neural
networks,” The Journal of Machine Learning Research, vol.
17, no. 1, pp. 2096–2030, 2016.

[8] Peter Bell, Joachim Fainberg, Ondrej Klejch, Jinyu Li, Steve
Renals, and Pawel Swietojanski, “Adaptation algorithms for
neural network-based speech recognition: An overview,” IEEE
Open Journal of Signal Processing, vol. 2, pp. 33–66, 2021.

[9] Abolfazl Farahani, Sahar Voghoei, Khaled M. Rasheed, and
Hamid Reza Arabnia, “A brief review of domain adaptation,”
ArXiv, vol. abs/2010.03978, 2021.

[10] Junxian He, Jiatao Gu, Jiajun Shen, and Marc’Aurelio Ran-
zato, “Revisiting self-training for neural sequence generation,”
ArXiv, vol. abs/1909.13788, 2019.

[11] Sameer Khurana, Niko Moritz, Takaaki Hori, and Jonathan Le
Roux, “Unsupervised domain adaptation for speech recog-
nition via uncertainty driven self-training,” in IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2021, pp. 6553–6557.

[12] Sameer Khurana, Antoine Laurent, and James Glass, “Magic
dust for cross-lingual adaptation of monolingual wav2vec-2.0,”
in IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), 2022, pp. 6647–6651.

[13] Yarin Gal and Zoubin Ghahramani, “Dropout as a bayesian
approximation: Representing model uncertainty in deep learn-
ing,” in Proc. International Conference on Machine Learning
(ICML), 2016, pp. 1050–1059.

[14] Chuan Guo, Geoff Pleiss, Yu Sun, and Kilian Q. Weinberger,
“On calibration of modern neural networks,” in Proc. Inter-
national Conference on Machine Learning (ICML), 2017, pp.
1321–1330.

[15] V. Panayotov, G. Chen, D. Povey, and S. Khudanpur, “Lib-
riSpeech: An ASR corpus based on public domain audio
books,” in IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), 2015, pp. 5206–
5210.

[16] Guoguo Chen, Shuzhou Chai, Guan-Bo Wang, Jiayu Du,
Weiqiang Zhang, Chao Weng, Dan Su, Daniel Povey, Jan Tr-
mal, Junbo Zhang, Mingjie Jin, Sanjeev Khudanpur, Shinji
Watanabe, Shuaijiang Zhao, Wei Zou, Xiangang Li, Xuchen
Yao, Yongqing Wang, Yujun Wang, Zhao You, and Zhiyong
Yan, “Gigaspeech: An evolving, multi-domain asr corpus with
10, 000 hours of transcribed audio,” in Proc. Interspeech, 2021,
pp. 3670–3674.

[17] Shinji Watanabe, Takaaki Hori, Shigeki Karita, Tomoki
Hayashi, Jiro Nishitoba, Yuya Unno, Nelson Enrique Yalta So-
plin, Jahn Heymann, Matthew Wiesner, Nanxin Chen, Adithya
Renduchintala, and Tsubasa Ochiai, “ESPnet: End-to-end
speech processing toolkit,” in Proc. Interspeech, 2018, pp.
2207–2211.

[18] Daniel S. Park, William Chan, Yu Zhang, Chung-Cheng Chiu,
Barret Zoph, Ekin D. Cubuk, and Quoc V. Le, “SpecAugment:
A simple data augmentation method for automatic speech
recognition,” in Proc. Interspeech, 2019, pp. 2613–1617.

[19] Nauman Dawalatabad, Yuan Gong, Sameer Khurana, Rhoda
Au, and James Glass, “Detecting dementia from long neu-
ropsychological interviews,” in Findings of the Association
for Computational Linguistics: EMNLP 2022. Dec. 2022, pp.
5270–5283, Association for Computational Linguistics.

[20] Tuka Alhanai, Rhoda Au, and James Glass, “Role-specific
language models for processing recorded neuropsychological
exams,” in Proceedings of the 2018 Conference of the North
American Chapter of the Association for Computational Lin-
guistics: Human Language Technologies, Volume 2 (Short Pa-
pers). June 2018, pp. 746–752, Association for Computational
Linguistics.

[21] Tuka Alhanai, “Detecting cognitive impairment from spoken
language,” 2019, [Doctoral dissertation, Massachusetts Insti-
tute of Technology].

Authorized licensed use limited to: MIT Libraries. Downloaded on September 03,2023 at 19:33:05 UTC from IEEE Xplore.  Restrictions apply. 


