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Abstract

Vector representations for language have been shown to be useful in a number of Natural Language Processing (NLP) tasks. In this thesis, we aim to investigate the effectiveness of word vector representations for the research problem of Aspect-Based Sentiment Analysis (ABSA), which attempts to capture both semantic and sentiment information encoded in user generated content such as product reviews. In particular, we target three ABSA sub-tasks: aspect term extraction, aspect category detection, and aspect sentiment prediction. We investigate the effectiveness of vector representations over different text data, and evaluate the quality of domain-dependent vectors. We utilize vector representations to compute various vector-based features and conduct extensive experiments to demonstrate their effectiveness. Using simple vector-based features, we achieve F1 scores of 79.9% for aspect term extraction, 86.7% for category detection, and 72.3% for aspect sentiment prediction.
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Chapter 1

Introduction

In this thesis, we investigate Aspect-Based Sentiment Analysis (ABSA), and explore the effectiveness of using vector-based features to tackle this problem. In this Chapter, we will discuss the motivation for this research, our goals, problem definition, and, finally, our contributions to this topic.

1.1 Motivation

Sentiment analysis, or opinion mining, deals with computational analysis of people’s opinions, sentiments, attitudes and emotions towards target entities such as products, organizations, individuals, topics and their attributes (Liu 2012). The majority of early approaches to this research problem (Baccianella et al. 2009, Pang and Lee 2005, Pang et al. 2002) attempted to detect the overall sentiment of a sentence, paragraph, or text span regardless of the entities (e.g., restaurants) and their aspects (e.g., food, service) expressed in context. However, considering only overall sentiments (like the total star ratings of a restaurant, as shown in Figure 1.1) fails to capture the sentiments over the aspects on which an entity can be reviewed (Lu et al. 2011).

In this thesis, we are interested in a more granular approach to analyzing the sentiments captured in user generated restaurant reviews. One of the most exciting applications that motivate us for this research is more effective processing of the increasing amounts of user-generated content on the web. Today more and more people are leaving comments and reviews online in amounts much larger than our ability to read. Every restaurant or product has hundreds, if not thousands, of opinions written about it. Many platforms, such as Amazon and Yelp try to develop better ways to display opinions to users.
One of the most popular techniques is summarizing the information for an entity by looking for similar phrases with high frequency over the reviews with high ratings.

The limitation of these methods is the loss of important information by summarization techniques. Instead, when we apply ABSA on these large sets of reviews, we can easily build representative models for aspects of the entity and associated sentiments.

**Figure 1.1:** Applying our model to reviews can give us a deeper understanding about users’ sentiment towards the entity. In this example, we see the different aspects of the restaurant highlighted with the sentiment attached with them.

ABSA can automatically extract the aspects in the review and define what the reviewer thought about the aspects’ sentiments, as shown in Figure 1.1. Having this knowledge allows us to easily answer questions such as “What is the best dish at restaurant X?” or “Why do people not like the burger at Y?”.

Furthermore, we aggregate specific aspect level information from all the reviews to build an understanding of how people perceive a particular entity. In Figure 1.2 we show an example where we see the associated sentiment for different categories of a restaurant. As Figure 1.2 shows, while the user has negative sentiments towards food and price, they have positive sentiments towards service and ambiance.
In conclusion, applying ABSA techniques to the world of online opinion spaces would be extremely beneficial in terms of extracting meaningful information from those large sets of data. It would allow the user to quickly understand the aggregate sentiment about a specific entity and it would also be very helpful to entities to understand the online perception about entities and the drivers behind them.

1.2 Goal

Natural Language representation in vector spaces has been successfully used in many NLP tasks. Previous research has employed vector representations to present the syntactic and semantic information in textual contents. In this thesis, we investigate the effectiveness of vector space representations for Aspect-Based Sentiment Analysis, in which we aim to capture both semantic and sentiment information encoded in user generated content, such as restaurant reviews.

1.3 Task Description

In this section, we will describe Aspect-Based Sentiment Analysis. ABSA is a new direction in sentiment analysis research. The goal of ABSA is to identify the aspects (or semantic labels) of given target entities and the sentiment expressed towards each aspect. For this purpose, three sub-tasks need to be addressed: (1) aspect term extraction, (2) aspect category detection, and (3) aspect sentiment prediction. We describe those tasks in the following subsections.
Our agreed favorite is the orechiette with sausage and chicken and usually the waiters are kind enough to split the dish in half so you get to sample both meats. But, the music which is sometimes a little too heavy for my taste.

Table 1.1: A sample restaurant review that illustrates the subtasks of Aspect-Based Sentiment Analysis.

1.3.1 Aspect Term Extraction

The objective of this task is to identify the aspect terms (or semantic labels) appearing in a given text about a target entity.

Given a set of sentences that target a specific pre-identified entity (e.g., a restaurant review), we need to identify all the aspect terms in that set and return a list of distinct aspect terms. For instance, in the review in Table 1.1, the aspects are “orechiette with sausage and chicken”, “waiters”, “dish”, “meats” and “music”, and the target entity is “restaurant”. In addition, multi-word aspect terms are treated as a single aspect, like “orechiette with sausage and chicken” in the example is all considered one aspect.

1.3.2 Aspect Sentiment Prediction

The objective of this task is to identify the sentiment of aspect terms as positive, negative, neutral, or conflict (i.e., both positive and negative) for a given set of aspect terms in a text.

Given a set of aspect terms for a specific entity, we need to determine the sentiment assigned to each unique aspect. Each aspect can be assigned one of the following sentiments: positive, negative, neutral, or conflict; where in conflict the aspects have both positive and negative sentiments. For example, in the review in Table 1.1, the aspects “orechiette with sausage and chicken” and “waiters” are positive, while “music” is negative, and “dish” and “meats” are neutral.

1.3.3 Aspect Category Detection

The objective of aspect category detection is to identify (latent) aspect categories available in a given text. Aspect categories are coarser than aspect terms, and they do not necessarily occur as terms in the text. For example, the review in Table 1.1 contains the latent aspect categories “food”, “service”, and “ambiance”. Aspect categories are often considered as predefined categories (e.g., “price”, “food”) with respect to the target entities.
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Figure 1.3 highlights a high-level overview of the subtasks we need to perform for ABSA. It starts with collecting the data we are interested in analyzing. Next, Aspect Term Extraction is performed. Then, once we have the aspects, we can predict the sentiment of the aspects as well as detecting the categories discussed in the review.

![Diagram showing the tasks: Review, Extract Aspect Terms, Aspect Sentiment Prediction, Aspect Category Detection]

1.4 Contributions

In this thesis, we employ word vector representations to compute vector-based features to tackle the problem of Aspect-Based Sentiment Analysis. We successfully introduced several effective vector-based features and showed their utility in addressing aspect term extraction, aspect category detection, and aspect sentiment prediction on a publicly available corpus of restaurant reviews. Our vector space approach using these features performed well compared to the baselines. We achieve F1 scores of 79.9% for aspect term extraction compared to a baseline of 47.1%. In Aspect Category Detection, we get an F1 score of 86.7% compared to a baseline of 65.6%. Finally, for Aspect Sentiment Prediction we achieve a 72.3% compared to a 64.2% baseline.

1.5 Thesis Outline

In this thesis, we first review of prior research in sentiment analysis, and ABSA, and also discuss the concept behind word vector representations. Chapter 3 describes the general
architecture of our ABSA system, and the methods and algorithms we implemented to design our experiments. It describes the feature specifications for each of the tasks, and describes the algorithms used in each task. In Chapter 4, we evaluate our vector space method on restaurant reviews, and discuss the results and best performance settings. Chapter 5 describes an online application built to demonstrate the output of our ABSA platform. Finally, we conclude, and discuss future work in Chapters 6 and 7.
Chapter 2

Related Work

Since early 2000, sentiment analysis has become the most active research area in natural language processing. This growth is mainly due to the social media revolution that generates large volumes of opinionated data. Sentiment analysis has become a focus of social media research. From early 2000, it has found its way into a number of other fields, including management sciences, political science, social and economic sciences (Liu 2012).

Nowadays, interest in sentiment analysis spans many domains. Since the concept of “opinion” is critical to many activities, businesses and other entities are interested in knowing what those opinions are. Researchers have applied sentiment analysis in many real-life domains, such as predicting sales performance (Liu et al. 2007), linking Twitter sentiments with public opinion polls (O’Connor et al. 2010), predicting box-office revenues (Doshi 2010), predicting the stock market (Bollen et al. 2011), studying trading strategies (Zhang and Skiena 2010), and studying the relationship between the NFL betting line and public opinions (Hong and Skiena 2010).

Our research touches on ideas in both sentiment analysis, and continuous vector representation of words. In this section we will present related work in these two areas.

2.1 Aspect Based Sentiment Analysis

Sentiment analysis started with an interest in knowing the sentimental polarity of a document. Sentiment polarity indicates whether a given text holds positive, negative, or neutral sentiment. One of the early sentiment analysis works applied a number of machine learning methods to determine the polarity of movie reviews (Pang et al. 2002). Their work was motivated by text categorization; they were interested in finding novel
methods to categorize unstructured text, and sentiment was one aspect for categorizing documents.

Another early work looked at reviews in general, and was interested in understanding if a review recommended a product/service, or did not recommend it (thumbs up or down as they call it). They simply calculated the mutual information between the review and the word “excellent” minus the mutual information between the review and the word “poor.” A review was recommended if the calculated quantity is positive (the review had more mutual information with “excellent” compared to “poor”). The authors applied their algorithm on reviews from many domains including automobiles, banks, movies, and travel (Turney, 2002).

Although work on document-level sentiment analysis is able to generate good levels of accuracy, it misses something critical. It fails to adequately represent the multiple potential dimensions on which an entity can be reviewed, what people liked or did not like. It does not expose the source of the opinion, and, rather, reports just the overall sentiment. For example, although the restaurant review shown in Table 1.1 might express an overall positive sentiment, it specifically expresses positive sentiment toward the restaurant’s food and service, as well as negative sentiment toward the restaurant’s ambiance.

Because of the limitations in document-level sentiment analysis, researchers started investigating finer-grained methods. (Hu and Liu, 2004) built a review summarization system that takes all the reviews of a product and summarizes the features that had a sentiment referring to them and whether it was positive or negative. Also, Popescu and Etzioni (Popescu and Etzioni, 2007) developed an unsupervised system to extract the product features and opinions from online reviews. This research direction introduced the field of Aspect Based Sentiment Analysis (ABSA). The idea behind ABSA is to first perform aspect extraction to identify the aspect terms in the document. Next, the aspect term sentiments are classified. ABSA is critical to understanding the opinions around online user-generated content (Gamon et al., 2005).

Previous works on ABSA (Liu, 2012, Pang and Lee, 2008) attempted to tackle sentiment and semantic labeling using different approaches, such as sequence labeling (Choi and Cardie, 2010, Yang and Cardie, 2013), syntactic patterns (Xu et al., 2013, Zhao et al., 2012, Zhou et al., 2013), and topic models (Lu et al., 2011). While some works first separate the semantic and sentiment information and then label them (Mei et al., 2007, Zhao et al., 2010), other works developed models for joint semantic and sentiment labeling (Jo and Oh, 2011, Lin and He, 2009).
Over the past couple of years a number of ABSA applications were developed in several domains:

- Movie reviews (Thet et al., 2010)
- Customer reviews of electronic products i.e. digital cameras (Hu and Liu, 2004)
- Netbook computers (Brody and Elhadad, 2010)
- Services (Long et al., 2010)
- Restaurants (Brody and Elhadad, 2010, Ganu et al., 2009b)

In this thesis, we attempt to investigate the ABSA problem as three subtasks (i.e., aspect term extraction, aspect sentiment prediction, and aspect category detection) using a publicly available corpus of restaurant reviews (Pontiki et al., 2014).

### 2.2 Vector Space Methods

The research in this thesis investigates the impact of word representation techniques for ABSA. In particular, we are interested in employing recursive neural networks (RNNs) to generate vector-based features over word representations.

Vector representations for words and phrases have been found to be useful for many NLP tasks (Al-Rfou et al., 2013, Bansal et al., 2014, Bowman et al., 2014, Boyd-Graber et al., 2012, Chen and Rudnicky, 2014, Guo et al., 2014, Iyyer et al., 2014, Levy and Goldberg, 2014). Colbert and Weston showed that one particular neural network model can obtain state of the art results on a number of tasks, such as named entity recognition and parts of speech tagging (Collobert and Weston, 2008). Those results were obtained by representing words as continuous vectors compared to the more common bag-of-words discrete vector representation.

In 1957, Firth introduced the idea of representing a word as a function of its neighbors to produce word vectors that can capture both semantics and co-occurrence statistics. This idea proved very powerful recently in NLP, for example, the idea of neural language models (which outperform n-gram models) is to jointly learn word vectors and use them to predict how likely a word occurs given its context (Bengio et al., 2003). It was also shown that the combination of word vectors and neural networks can be used to classify words into different categories, such as parts of speech tags, or named entity tags (Collobert et al., 2011).
Researchers also developed compositional methods to combine word vectors into phrase vectors. Those vectors are then used with a Recursive Neural Tensor Network (RNTN) and the Stanford Sentiment Treebank to predict fine-grained sentiment labels with high accuracy [Socher et al., 2013]. The fine-grained sentiment labels allow us to know the sentiment label of every phrase in the sentence, but it still does not achieve the objective of ABSA. Basically, we still do not have aspects of the target with associated sentiment. Instead we have the sentiment of all phrases in the sentence.

To extend on Socher’s work, another group tried to perform ABSA using the Stanford Sentiment Treebank. The aspect extraction was using a simple rule-based system. After extracting the aspect term they built a sentiment tree and traversed it from the aspect node to the root node, returning the first non-neutral sentiment they found. If all sentiments up to the root are neutral, then the aspect is reported as neutral [Pontiki et al., 2014]. This work did not prove to be very accurate as it obtained an F-score of 0.48 with an accuracy of 0.62 for aspect polarity.

In this thesis we investigated the impact of word representation techniques for ABSA. In particular, we aimed to employ vector-based features using word representations to capture both semantic and sentiment information.
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Experimental Methods

This Chapter outlines the methods used in this thesis to implement the Aspect-Based Sentiment Analysis (ABSA) system. It illustrates the general structure for the approach we take to tackle each of the sub-tasks. Vector space methods are discussed in detail, followed by a description for the models used in each of the sub-tasks.

3.1 System Architecture

The general structure of our approach is shown in Figure 3.1. As shown in the figure, we start by processing the user generated content (e.g. restaurant reviews) using the Unstructured Information Management Architecture (UIMA) framework and dkpro-te framework (Daxenberger et al., 2014). UIMA is a framework architecture built to support analysis of unstructured data (Ogren and Bethard, 2009). It defines interfaces and guidelines for designing analysis components as well as easy access to libraries of recyclable components. Each component is called an Analysis Engine (AE), and takes input text and performs a specific analysis task on it. For example one AE can perform tokenization and pass the output to another AE to perform parts of speech tagging, and so on. After computing all the features of interest we generate vector-based features vectors and pass them to a classifier, as shown in Figure 3.1. We implement a feature engineering cycle to understand each feature’s effect on the classification results and report the best features alongside highest performing classification.
Figure 3.1: Illustration of development framework using UIMA and dkpro-tc. The sentences will feed to UIMA to compute the features of interest and we will use the features to start an iterative process of classification and picking the best set of features until we have the set of features that produces the best classification.

3.2 A Vector Space Approach for Aspect-Based Sentiment Analysis

Distributed vector representations, described by Schütze (Schütze, 1992a,b), associate similar vectors with similar words and phrases. These vectors provide useful information for the learning algorithms to achieve better performance in NLP tasks (Mikolov et al., 2013c). Most approaches to computing vector representations use the observation that similar words appear in similar contexts (Firth, 1957, Mikolov, 2012, Sahlgren, 2006, Socher, 2014).

To compute the vector representations of words, we use the skip-gram model of Word2Vec (Mikolov, 2014, Mikolov et al., 2013a,b,d). The Skip-gram model aims to find word representations that are useful for predicting the surrounding words in a sentence or document (Mikolov et al., 2013b). The model needs a large amount of unstructured text data for training the word vector representations.

When training the skip-gram model we use the GoogleNews dataset (Mikolov, 2014) that contains 3 million unique words and about 100 billion tokens. To account for the effect of domain information on the quality of word representations, we also use a dataset of restaurant reviews\footnote{This dataset is available on: \url{http://www.yelp.com/dataset_challenge}} from Yelp that contains 131,778 unique words and about 200 million tokens. We trained 300-dimensional word vectors from these combined data.

We propose to utilize word vector representations to compute vector-based features for the three sub-tasks of ABSA. We employ these features in a supervised learning setting to address the tasks. Our data (reviews) are first analyzed by the Stanford
tokenizer (Manning et al., 2010), POS-tagger (Toutanova et al., 2003) and dependency-tree extractor (de Marneffe and Manning, 2008). Then, the pre-processed data and word representations are used to compute task-specific features as explained in the following subsections.

3.2.1 Aspect Term Extraction

The objective of this sub-task is to extract aspect terms from reviews with respect to a target entity (e.g., restaurant) as explained in Chapter 1. This task can be considered as part of Semantic Role Labeling (SRL). Previous research has shown that Conditional Random Fields (CRFs) (Lafferty et al., 2001) and sequence tagging with Structural Support Vector Machines (SVM-HMM) (Altun et al., 2003a) are effective for the SRL task (Cohn and Blunsom, 2005). As such, we employ CRFsuite (Okazaki, 2007) and SVM-HMM (Altun et al., 2003a) with word vector representations as features to label the token sequence with respect to two possible tags: “Aspect” and “Not-Aspect”, where an aspect can be multi-word.

We can formulate the Aspect Term Extraction subtask as a single-label sequence labeling task where the input is the sequence of words

$$S = (w_1, w_2, ..., w_M)$$

For each word $$w_i$$ in the sequence, we compute the feature vector $$\vec{x}_i$$ resulting the following feature matrix

$$X = (\vec{x}_1, \vec{x}_2, ..., \vec{x}_M), \text{ s.t. } \vec{x}_i \text{ is a feature vector}$$

and the output is the label sequence

$$y = (y_1, y_2, ..., y_M)$$

where $$y_i \in \{\text{Aspect, Not Aspect}\}$$ for all $$i$$, such that each word is labeled either as an Aspect or Not Aspect.

To the best of our knowledge, this is the first attempt to solve aspect term extraction using CRFsuite or SVM-HMM with vector representations as features. In addition to the vector-based features, we employ POS-tags information as an additional feature. This is mainly because “nouns” are strong indicators for aspects (Blinov and Kotelnikov, 2014).
However, as we will discuss in Chapter 4, this feature is more effective for the single term aspects.

Given that the Aspect Term Extraction subtask is formulated as a one-label sequence tagging problem, we will be exploring two models that solve the sequence tagging problem: the Conditional Random Fields and the Hidden Markov Support Vector Machines.

### 3.2.1.1 Conditional Random Fields

Statistical models are able to learn patterns from data sets. In this subsection, we give a quick overview of the statistical model we use in this study, Conditional Random Field (CRF). Given a data set, the CRF model is able to learn from the feature patterns, in the data set and utilize that to do tasks on unseen data. Given a set of tagged data, we would like our model to learn how to correctly tag an unlabeled sentence it has not seen before. There are many methods for developing such models, mainly generative models and classification models. Conditional Random Fields (CRF) bring together the best of generative and classification models by combining key aspects of both. [Sha and Pereira 2003](#)

The objective of the CRF is as follows:

given the word feature sequence

\[
X = (\vec{x}_1, \vec{x}_2, ..., \vec{x}_N)
\]

find label sequence \( s = (s_1, s_2, ..., s_N) \), which is a classification for each of the segments \( 1, 2, ..., M \). The CRF models the conditional probability \( p(s|x) \) and as such finds \( s \) that maximizes

\[
p(s|x) = \frac{1}{Z_\lambda(x)} \exp \sum_{i=1}^{N+1} \lambda f(s_{i-1}, s_i, x, i) \tag{3.1}
\]

Where \( \frac{1}{Z_\lambda(x)} \) is a normalization factor, \( \lambda \) is a weight-vector, and \( N \) is the number of words features we have in our sequence of interest (note that \( N + 1 \) donates the end of sequence mark).

The CRF solves two problems at the same time, the \( s \) vector contains both the segmentation of the input vector \( x \) and each segment’s corresponding label. Thus the CRF first segments the sentences, then labels it. The CRF is able to do so by using feature functions \( f(s_{i-1}, s_i, x, i) \). Feature functions that can be used in the CRF can be either
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binary feature functions (examples of feature functions can be: is word $w$ in my dictionary? Is word $w$ followed by a pronoun? Is $w$ the beginning of a sentence?) or real valued feature functions. The choice of proper feature functions is dependent on the task at hand.

Given a set of training data $\{(x, s)\}$, the CRF estimates $\lambda$ that maximizes the conditional probability. This $p(s|x)$ model is used later on to segment and label unseen sequences.

### 3.2.1.2 Hidden Markov Support Vector Machines

While traditional Hidden Markov Models are a very powerful successful model used in a range of applications, it suffers from a number of limitations. Mainly, (i) they are typically trained in a non-discriminative manner, (ii) the conditional independence assumptions are often too restrictive, and (iii) they are based on explicit feature representations and lack the power of kernel-based methods.

Altun, 2003 introduced a novel method for learning label sequences by combining Hidden Markov Models (HMM) with Support Vector Machines (SVMs). This formulation addresses all the previous limitations while retaining the Markov chain dependency structure between labels and an efficient dynamic programming formulation. (Altun et al., 2003b). The objective of the SVM-HMM is as follows:

Given an observed input sequence $X = (\vec{x}_1...\vec{x}_l)$ of feature vectors $\vec{x}_1...\vec{x}_l$, it predicts a tag sequence $y = (y_1...y_l)$ according to the following linear discriminant function:

$$y^* = \arg\max_y \left\{ \sum_{i=1}^{l} \sum_{j=1}^{k} (\vec{x}_i \cdot \vec{w}_{y_i-j-...-y_l}) + \vec{\phi}_{\text{trans}}(y_{i-j}, ..., y_i) \cdot \vec{w}_{\text{trans}} \right\} \quad (3.2)$$

The SVM-HMM learns one emission weight vector $\vec{w}_{y_{i-k-...-y_i}}$ for each different $k$th-order tag sequence $y_{i-k-...-y_i}$ (in this work we use a first-order model $k = 1$) and one transition weight vector $\vec{w}_{\text{trans}}$ for the transition weights between adjacent tags. $\vec{\phi}_{\text{trans}}(y_{i-j}, ..., y_i)$ is an indicator vector that has exactly one entry set to 1 that corresponds to the sequence $y_{i-j}, ..., y_i$. Note that in contrast to a conventional HMM, the observations $\vec{x}_1...\vec{x}_l$ can naturally be expressed as feature vectors, not just as atomic tokens. See Joachims et al. (2009) for more details on SVM-HMM, including some part-of-speech tagging experiments.
3.2.2 Aspect Sentiment Prediction

The objective of this task is to predict the sentiments for a given set of aspects in a sentence as positive, negative, neutral and conflict (i.e., both positive and negative) as explained in Chapter 1. Given that this task is formulated as a single-class classification problem we will be using the SVM method to perform this classification.

For this task, we apply a one-vs-all SVM, as explained in subsection 3.2.2.1), and the following vector-based features for a given aspect:

- **Average Dependency Vector** (ADV) is obtained by averaging the vector representations of the dependency words (DW) for the aspect. We define the dependency words for an aspect as the words that modify or are modified by the aspect in the dependency tree of the input sentence. Figure 3.2 shows the dependency tree of an example review. The aspect terms in the tree are highlighted, and the dependency words are all the nodes directly connected to an aspect term. For the example in Figure 3.2, the dependency words for “sushi” are {fresh, best, the, not} and for “place” they are {clean, the}

![Figure 3.2: The dependency tree for the review “Certainly not the best sushi in city, however, it is always fresh, and the place is very clean, sterile.” generated using the Stanford Parser. We use this dependency tree to find the dependency words of the aspects. Aspect terms in this tree are highlighted by their sentiment (e.g. “place” and “sushi” have positive and conflict sentiments, respectively). Each aspect term has a set of dependency words, and they are defined as the words connected to the aspect term in the dependency tree.](image-url)
• **Rating Vectors** (RV) are the same as ADV features except that they are computed using the vector representations trained on different subsets of our data. We have five subsets, each subset contains only reviews with a specific review rating. Ratings range from 1 (strong negative) to 5 (strong positive). Previous research showed the impact of the word \( w \) distribution over different ratings \( r \) to compute the sentiment of the word (i.e., \( P(r|w) \)) (de Marneffe et al., 2010) and construct opinion lexicon (Amiri and Chua, 2012). Using this feature, we can investigate the distribution of words and their vector representations in different ratings. Figure 3.3 illustrates the difference between ADV and RV.

![Figure 3.3: On the left hand side of the figure we see how ADV is computed using a vector model that is trained on the entire review dataset. In RV, we train four different vector models each trained on one rating level (The rating 3 is ignored, because it mostly contains neutral reviews, so it includes both positive and negative words). Then, we compute the average dependency vector four times, once with each of the models.](image)

- **Positive/Negative Similarities** (PNS) are obtained by computing the highest cosine similarity between DW vectors and the vectors of a set of positive/negative sentiment words. The sentiment words are automatically computed by selecting the top 20 nearest neighbor word vectors to the vectors of the word “excellent” for positive and “poor” for negative seeds, as shown in Figure 3.4.

3.2.2.1 **One-vs-all SVM**

The Aspect Sentiment Prediction subtask is formulated as a standard classification problem at the aspect level. For each aspect in a review we compute a feature vector,

\[
X = (\vec{x}_1, ..., \vec{x}_i, ..., \vec{x}_N),
\]

where \( \vec{x}_i \) corresponds to the feature vector for the \( i \)-th aspect in the review. For each feature vector \( \vec{x}_i \), the output is a class assignment \( c_i \in \{ \text{Positive, Negative, Neutral, Conflict} \} \) that corresponds to the \( i \)-th aspect in the review.
In order to apply a traditional SVM to a multi-class problem (Positive, Negative, Neutral, Conflict), we use a one-vs-all SVM algorithm. The algorithm works by constructing $k$ SVM models where $k$ is the number of classes ($k = 4$ in our case). The $i$-th SVM model is trained by splitting the training set to two classes. The first class contains data points with the $i$-th class label, and the second class contains all other data points (hence the name one-vs-all).

Each one of the SVM models solves the following SVM optimization problem

$$
\text{minimize} \quad \frac{1}{2} (w^i)^T w^i + C \sum_{j=1}^{l} \xi_j^i \\
\text{subject to} \\
(w^i)^T \phi(\vec{x}_j) + b^i \geq 1 - \xi_j^i, \quad \text{if } y_j = i, \\
(w^i)^T \phi(\vec{x}_j) + b^i \leq -1 + \xi_j^i, \quad \text{if } y_j \neq i, \\
\xi_j^i \geq 0, \quad j = 1, ..., l
$$

where the $\phi$ function maps the feature vector $\vec{x}_j$ to a higher dimensional space, and minimizing the objective function implies that we are maximizing $1/||w^i||$, which is the margin between the two sets of data in $D$ dimensional space. Since data is not always
linearly separable, we have the penalty term $C$ that reduces the number of training errors.

After training $k$ SVM models, each of them produces a decision function:

$$
(w^1)^T \phi(x) + b^1,
$$

$$
\vdots
$$

$$
(w^k)^T \phi(x) + b^k
$$

If we need to classify a feature vector $\vec{x}$, we compute each of the decision functions, and assign the class label which corresponds to the function with the maximum value.

### 3.2.3 Aspect Category Detection

The objective of this sub-task is to detect the aspect categories expressed in a sentence with respect to a given set of categories (e.g., food, service, price, ambience, anecdotes/miscellaneous) as explained in Chapter 1. Since a sentence can contain several categories, we employ multi-label one-vs-all Support Vector Machines (SVMs) in conjunction with the following vector-based features for a given sentence:

- **Normalized Average Vector (NAV)** is obtained by averaging the vector representations of the words in the sentence. That is, given a sequence of words $S = w_1, w_2, ..., w_n$, the normalized average vector is computed as follows:

  $$
  NAV = \frac{1}{N} \sum_{i=1}^{N} v_i, \\
  \left\| \frac{1}{N} \sum_{i=1}^{N} v_i \right\|_2
  $$

  where $N$ is the number of words, $v_i$ is the vector representation of $w_i$ in the sentence, and $|x|$ means the $L2$-norm of $x$. In addition, we only consider adjectives, adverbs, nouns, and verbs to compute the NAV. This is because these word types capture most semantic and sentiment information in a sentence.

- **Number of Tokens (TN)** is number of words in sentence that are used to compute NAV. Although NAV is effective for this task, some information like TN is missing during the averaging process.

- **Category Similarities (CS)** are computed for each predefined aspect category. To compute CS, we first identify a set of words (called *seeds*) for each category by selecting top 20 nearest word vectors to the vector of category name, as shown in
Then, for each category, we compute the cosine similarity between its seed vectors and the word vectors of the input sentence. We consider the maximum cosine similarity as a feature representing the similarity between the category and the input sentence.

**Figure 3.5:** This figure shows the projection of category representative vectors on two dimensions. Each cluster represents the set of top 20 vectors that represent that corresponding category. Table 3.1 lists all the representative words.

<table>
<thead>
<tr>
<th>Food</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>food</td>
<td>price</td>
</tr>
<tr>
<td>delicacies</td>
<td>price-</td>
</tr>
<tr>
<td>foods’</td>
<td>price-tag</td>
</tr>
<tr>
<td>staples</td>
<td>pricey</td>
</tr>
<tr>
<td>cuisines</td>
<td>price-wise</td>
</tr>
<tr>
<td>foodstuffs</td>
<td>rates</td>
</tr>
<tr>
<td>items</td>
<td>value</td>
</tr>
<tr>
<td><strong>Ambiance</strong></td>
<td><strong>Service</strong></td>
</tr>
<tr>
<td>ambience</td>
<td>service</td>
</tr>
<tr>
<td>ambience</td>
<td>service-</td>
</tr>
<tr>
<td>atmosphere</td>
<td>service-</td>
</tr>
<tr>
<td>decor</td>
<td>service</td>
</tr>
<tr>
<td>environment</td>
<td>service</td>
</tr>
<tr>
<td>vibe</td>
<td>staff</td>
</tr>
<tr>
<td>decor</td>
<td>consistently</td>
</tr>
</tbody>
</table>

**Table 3.1:** This table lists the category representative words for each one of the categories. Figure 3.5 projects the vectors of those words on a two dimensional space.
3.2.3.1 Multilabel SVM

The Aspect Category Detection subtask is formulated as a multi-label multi-class classification. We treat this subtask at the entire review level. Given a review, we compute one feature vector \( \vec{x} \). The output of the classification algorithm is \( y \) where \( y \subset \{ \text{Food, Price, Service, Ambiance, Misc.} \} \). Every review can be labeled with one or more category labels. To implement this model, we use a multi-label multi-class SVM.

The algorithm works exactly like the one-vs-all SVM, explained in subsection 3.2.2.1, with the main difference in applying the decision function. First, we train one SVM model for each label (one input can contribute to multiple labels), and when we want to classify a new data point, we compute the decision function for all the possible classes, and if the decision value is greater than some threshold \( \tau \), we assign \( \vec{x} \) to that class. Thus, \( \vec{x} \) can have more than one class assigned to it.

3.3 Extra Features

This section will list a number of features that we tried on the subtasks, but it did not prove to be very helpful. In Chapter 4 we will discuss the impact these extra features had, and try to explain why they were not very successful.

3.3.1 Aspect Term Extraction

The aspect term extraction task was tested with some of the features designed for the aspect sentiment prediction, and aspect category detection tasks. For those features, instead of computing a feature relative to an aspect term, it is computed relative to every word in the review. For example, when we apply the ADV feature, we compute the average dependency vector of each word in the review, and use that vector for the feature representation of that word. The same applies to the other features.

Also, some features were computed considering the context as well. For example, we include the POS tag of the word next to the word of interest as another feature. This is indicated by using \text{left \{\text{feature name}\}} \text{ or \ right \{\text{feature name}\}}.

Besides the features mentioned before, additional features designed for aspect term extraction are listed here:

- **Dependency Similarity (Dep-CS)**: The dependency similarity feature is computed just like the Category Similarity (CS) feature (explained in section 3.2.3),
but instead of using the word’s vector representation, we use the ADV vector to represent the word of interest.

- **Word Class (WC):** We used the Yelp dataset and word2vec to cluster the words into 300 clusters. The first step was to compute vector representations of words in the Yelp dataset, then use k-means with \( k = 300 \) to cluster the words into 300 different clusters. The hypothesis was that some clusters are more likely to be aspects than others based on the vector representation of the words. Then for every word we use the cluster number as one feature for that word.

- **Binary Word Class (BWC):** This feature is the same as the Word Class feature except that the feature is represented as a binary one-not 300-dimensions vector. For row \( i \) in the vector, \( i = 1 \) if the word is in cluster \( i \) otherwise \( i = 0 \). This representation adds extra dimensionality to the feature vector.

- **Conditional POS:** Conditional POS is designed for neighboring POS tags to consider the word’s context. To achieve this, we consider the POS tag of the previous/next word unless that POS tag is a conjunction, preposition, determiner, or pronoun. In that case, we skip that word and get the POS tag of the word before/after it.

### 3.3.2 Aspect Sentiment Prediction

- **Rating Vectors - two (RV-two):** this feature is similar to the RV feature (explained in section 3.2.2), but for RV-two, we only consider two subsets of the data. We consider data that is rated 1 (extremely negative) and data that is rated 5 (extremely positive).

- **Dependency Average All Ratings (ADV-AllRatings):** this feature is obtained just like ADV (explained in section 3.2.2), by averaging the vector representations of the dependency words (DW) for the aspect. The difference is that ADV-AllRatings generates 5 different vectors. Each vector is computed using a vector model trained on one of the 5 Yelp ratings subsets, where each subset contains reviews with a specific rating (from 1 to 5).

- **Positive Negative Similarities Difference (PNS-difference):** the PNS-difference feature is computed from the PNS features (described in section 3.2.2). The output of the PNS feature is the maximum positive similarity, and the maximum negative similarity. PNS-difference takes the difference between these two values and considers that as a feature. The idea behind this is to be able to detect reviews with conflict and neutral labels. If a review has both positive and negative sentiments
Table 3.2: List of most common negation words.

<table>
<thead>
<tr>
<th>Negation Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>no</td>
</tr>
<tr>
<td>couldn’t</td>
</tr>
<tr>
<td>isn’t</td>
</tr>
<tr>
<td>scarcely</td>
</tr>
<tr>
<td>not</td>
</tr>
<tr>
<td>won’t</td>
</tr>
<tr>
<td>wasn’t</td>
</tr>
<tr>
<td>barely</td>
</tr>
<tr>
<td>none</td>
</tr>
<tr>
<td>can’t</td>
</tr>
<tr>
<td>shouldn’t</td>
</tr>
<tr>
<td>‘nt</td>
</tr>
<tr>
<td>no one</td>
</tr>
<tr>
<td>don’t</td>
</tr>
<tr>
<td>wouldn’t</td>
</tr>
<tr>
<td>doesn’t</td>
</tr>
<tr>
<td>nobody</td>
</tr>
<tr>
<td>nothing</td>
</tr>
<tr>
<td>hardly</td>
</tr>
<tr>
<td>never</td>
</tr>
<tr>
<td>nowhere</td>
</tr>
<tr>
<td>neither</td>
</tr>
</tbody>
</table>

and the PNS-difference is close to zero, and the overall sentiment will be labeled as conflict.

- **All-PNS**: this feature is computed just like the normal PNS feature, but instead of taking the maximum similarity with negative and positive seeds, it uses all the similarity scores with the seeds as features. So instead of computing which similarity score is larger, instead it includes all of the similarities scores as extra dimensions in the feature vector.

- **PNS-specific**: PNS-specific is computed exactly like the normal PNS feature except that it only considers the similarity for nouns, adjectives, and adverbs.

- **All-PNS-specific**: All-PNS-specific is computed exactly like the normal All-PNS feature except that it only computes the similarity for nouns, verbs, adjectives, and adverbs.

- **Negation**: The negation feature is a binary feature that indicates whether there is a negation term in the word dependency neighborhood (as described in ADV) or not. This feature helps us detect negated sentiments such as “the tea was not good”. To compute this feature, we first generated a list of the most common negation words, as shown in Table 3.2. Then for each aspect term, we compute the dependency words and check if any of them contains one of the negations words.

### 3.3.3 Aspect Category Detection

- **Average Vector (AV)**: this feature is similar to NAV which is explained in section 3.2.3 but this one does not have any normalization. Thus, the corresponding equation 3.3 changes to the following.

\[
AV = \frac{1}{N} \sum_{i=1}^{N} v_i
\]  

(3.4)

where \( N \) is the number of words, \( v_i \) is the vector representation of \( w_i \) in the
sentence. In addition, we only consider *adjectives, adverbs, nouns, and verbs* to compute the AV. This is because these word types capture most semantic and sentiment information in a sentence.

- **Similarity Vectors (SV):** these features are four word vectors of the input sentence that are found by computing the CS features (CS is explained in Section 3.2.3). That is, SV indicate the word vectors with the highest cosine similarities with the category seeds.

- **Weighted Similarity Vectors (WSV):** these features are similar to the SV, but each vector is weighted by its respective cosine similarity with the input sentence.
Chapter 4

Evaluation and Results

In this chapter, first we will explain the experimental settings and the data used in our experiments. Then, we will discuss the results obtained from our approach on the aspect-based sentiment analysis subtasks.

4.1 Task and Data

In the Aspect-Based Sentiment Analysis task, we outlined three subtasks to solve.

1. Aspect Term Extraction: given a user-generated review, label all the aspects in the review. This task is formulated as a single-label sequence tagging task.

2. Aspect Polarity Prediction: given a set of aspects from a review, assign each aspect a sentiment (positive, negative, neutral, or conflict). This task is formulated as a classification task.

3. Aspect Category Detection: given a user-generated review, detect the categories the review is discussing. This task is formulated as a multi-label classification task.

4.1.1 Restaurant Review Dataset

To proceed with achieving the tasks summarized above, we need to use a dataset of reviews. We use the restaurant review dataset\(^1\) provided by [Ganu et al., 2009a, Pontiki et al., 2014] that was used in the 2014 SemEval Challenge. The dataset contains 3,041 training and 800 test sentences. The dataset includes annotations of coarse aspect

\(^1\)This dataset can be found at the SemEval website: http://alt.qcri.org/semeval2014/
categories of restaurant reviews. The dataset is also extended to include annotations for aspect terms in the sentences, aspect term polarities, and aspect category-specific polarities. The annotations were performed by experienced human annotators from the SemEval team (Pontiki et al. 2014).

The training dataset contains 3,693 aspects and 3,713 categories, and the test dataset contains 1,134 aspects and 1,025 categories. On average, a review contains 1.23 aspects, Figure 4.1 shows the distribution of number of aspects in a review. In the histogram we notice an exponential drop in the number of aspects in a review. Generally, reviews are focused, and discuss only a small number of aspects. This tells us that there is high correlation between the general sentiments in the review and the sentiments of the specific aspects.

In the dataset, the predefined aspect categories are food, service, price, ambiance, anecdotes/miscellaneous, Table 4.1 shows the distributions of these categories over the dataset, and Table 4.2 shows the distribution of number of categories over reviews. This table also shows that the categories follow the same behaviour as the aspects, which is expected. Most of the reviews only discuss a single category of interest which makes sense, since reviews also only discuss a small number of aspects.

<table>
<thead>
<tr>
<th>Categories</th>
<th>food</th>
<th>srvc.</th>
<th>price</th>
<th>amb.</th>
<th>misc.</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>1,232</td>
<td>597</td>
<td>321</td>
<td>431</td>
<td>1,132</td>
<td>3,713</td>
</tr>
<tr>
<td>Test</td>
<td>418</td>
<td>172</td>
<td>83</td>
<td>118</td>
<td>234</td>
<td>1,025</td>
</tr>
</tbody>
</table>

Table 4.1: Category distributions over the dataset.

<table>
<thead>
<tr>
<th>#Cats</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2465</td>
<td>611</td>
</tr>
<tr>
<td>2</td>
<td>486</td>
<td>155</td>
</tr>
<tr>
<td>3</td>
<td>84</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

(a) Number of reviews that contain multiple categories in each subset.

<table>
<thead>
<tr>
<th>#Cats</th>
<th>Train (%)</th>
<th>Test (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>81%</td>
<td>76%</td>
</tr>
<tr>
<td>2</td>
<td>15%</td>
<td>19%</td>
</tr>
<tr>
<td>3</td>
<td>2%</td>
<td>4%</td>
</tr>
<tr>
<td>4</td>
<td>0.1%</td>
<td>0.2%</td>
</tr>
</tbody>
</table>

(b) Percentage of reviews that contain multiple categories in each subset.

4.1.2 Word2Vec Datasets

Since we are interested in implementing vector space methods as our main features, we need to use a corpus to train the word2vec model that takes a word a returns its vector representation. Section 3.2 describes the skip-gram model we train for Word2Vec (Mikolov 2014, Mikolov et al. 2013a,b,d). The model needs a large amount of unstructured text data for training the word vector representations.
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4.2 Experimental Platform

To evaluate the vector-based features we developed and described in Chapter 3, we developed a platform in JAVA built on top of uimaFIT (Ogren and Bethard 2009), dkpro-core (de Castilho and Gurevych 2014), and dkpro-tc (Daxenberger et al. 2014). UIMA is a framework architecture built to support analysis of unstructured data (Ogren and Bethard 2009). It defines interfaces and guidelines for designing analysis components as well as easy access to libraries of recyclable components. Each component is called an Analysis Engine (AE), and takes input text and performs a specific analysis task on it. In our pipeline, the cycle starts at a Reader that process the input data, then passes that to the Annotators in order to perform pre-processing on the text. The Annotators pass the output to a Feature Extractor that computes a feature vector from the annotated text. Finally the feature vectors are passed to a classifier for training or testing. The process is illustrated in Figure 4.2.

2This dataset is available on: http://www.yelp.com/dataset_challenge
### 4.2.1 Readers

The first step was to digest the review data. To do, so we developed Readers (as named by dkpro-tc). The Reader parses through the input data and annotates the text and labels into a UIMA jCas to have it accessible by the rest of platform (a good tutorial for UIMA is \cite{Ogren and Bethard 2009}). jCas is a UIMA data structure that holds the raw data as well as all the annotations added to it, it’s used to pass the information from one UIMA component to the other. The input data was in XML format, so we developed a generic XMLReader, and used it throughout all the different subtasks annotating different elements as the labels. For example, in the aspect extraction task we extract the aspect information as the label where in the category detection task we extract the category information as the label.

### 4.2.2 Annotators

After the data is loaded in the UIMA framework, dkpro-tc applies the pre-processing step using the UIMA Annotators. An Annotator will manipulate the data in the jCas and can add extra annotation to it. For the Annotators, we used the Stanford POS tagger, the Stanford Segmenter, the Stanford Lemmatizer, and the Stanford Parser from the dkpro-core library (see Figure 4.2).

One simple example for how the annotators work is the Stanford POS tagger. For every word in the jCas, it will annotate it with its POS tag. After that annotator is applied, every word in the jCas is annotated with its POS tag.

### 4.2.3 Feature Extractors

The next step is computing feature vectors from the processed data. To compute a feature we develop a Feature Extractor that takes in the annotated data and outputs a feature vector (often numeric). Depending on the subtask, Feature Extractors operate either at the Unit level (word level) or the Document level (review level). For each of the 21 features described in Chapter 3, we developed a Feature Extractor that computes that feature.

The output of all Feature Extractors is then passed to generate a single feature vector for each input $w_i$. Those feature vectors are passed to the classifiers, depending on the subtask, to perform the training, testing, or cross-validation (see Figure 4.2).
4.2.4 Classifiers

A number of the classification algorithms used to train and test our model needed some parameter tuning. This section will describe the process used in picking the parameter value for each of those algorithms.

Aspect Term Extraction (Task 1) For the Aspect Term Extraction task, one of the classifiers we used was the Conditional Random Field (CRF) classifier. The CRF does not have any tuning parameters, but there are a number of different ways to train a CRF.

- **arow:** Adaptive Regularization Of Weight Vector minimizes the loss $s(x, y') - s(x, y)$, where $s(x, y')$ is the score of the Viterbi label sequence, and $s(x, y)$ is the score of the label sequence of training data (Mejer and Crammer 2010).

- **lbfgs:** Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method maximizes the logarithm of the likelihood of the training data with L1 regularization terms (Nocedal 1980).

- **l2sgd:** Stochastic Gradient Descent (SGD) with L2 regularization maximize the logarithm of the likelihood of the training data with L2 regularization term(s) using Stochastic Gradient Descent (SGD) (Shalev-Shwartz et al. 2011).

To choose the best training algorithm, we implemented five-fold cross validation using the POS tag feature and the 300 dimension vector representation of a word. In Table
### Training Algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>arow</td>
<td>90.88</td>
<td>73.80</td>
<td>81.45</td>
</tr>
<tr>
<td>lbfgs</td>
<td>92.43</td>
<td>76.51</td>
<td>83.72</td>
</tr>
<tr>
<td>l2sgd</td>
<td>92.38</td>
<td>75.24</td>
<td>82.93</td>
</tr>
</tbody>
</table>

Table 4.3: This table shows the results of using three different algorithms to train the CRF. Each CRF model was trained on the entire training set using 5-fold cross validation and using two types of features, the POS tag and the word vector representation. From this table, we see that lbfgs algorithm has the best performance.

![Tuning C Parameter for SVM-HMM](image_url)

Figure 4.3: This plot shows the recall, precision, and F1 values for different values of the C parameter for the SVM-HMM aspect term extraction model.

From the results table, we can see that the lbfgs algorithm performs better than the other two. Thus it was chosen moving forward with CRF.

We also tuned the C parameter in the SVM-HMM. C is a parameter to trade off margin size and training error. To tune the C parameter, we also implemented a five fold cross validation using the POS tags and word vector representation features. Figure 4.3 shows the precision, recall, and F1 values for different values of C. Based on these results, we observe a wide range of possible C values without effecting the results significantly. We set $C = 100,000$ to obtain the best results and not over penalize the model.

**Aspect Sentiment Prediction (Task 2)** In the Aspect Sentiment Prediction sub-task, we used the one-vs-all SVM algorithm to train the prediction model. As described in section 3.4, the one-vs-all SVM has a parameter $C$ that trades off the size of the
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Figure 4.4: This plot shows the average accuracy for 5-fold cross validation for every $C$ value. In all the experiments we used the Average Dependency Vector (ADV), and the Rating Vectors (RV) as the features. We set $C = 0.1$ margin in the classifier with training error. To tune that parameter, we used a five-fold cross-validation experiment to evaluate each $C$ value. For each of the experiments we used the Average Dependency Vector (ADV), and the Rating Vectors (RV) features. Figure 4.4 shows the average accuracy for each cross validation experiment for a specific $C$ value. From that result, we set $C = 0.1$.

Aspect Category Detection (Task 3) For the Aspect Category Detection subtask, we used the Multilabel SVM with a tunable $C$ parameter, described Section 3.5. $C$ is the parameter that sets the trade off between the margin size in the SVM and the training error. To tune this parameter, we used a five-fold cross-validation on the training set. For the cross validation task, we used three features, the number of tokens (TN), Category Similarities (CS), and Normalized Average Vector (NAV). The average of the cross validation results is reported in Figure 4.5. As we can see, the performance is not very sensitive to change in $C$ for values between 0.15-0.55. Any $C$ in the specified range is expected to perform similarly, to move forward we picked $C = 0.25$. 
4.3 Task 1: Aspect Term Extraction

The objective of Aspect Term Extraction is to identify the aspect terms appearing in the restaurant review text. For restaurants, the aspect terms can be burgers, pizzas, the music played, temperature, etc. This task is formulated as a sequence tagging tasks where every word in the review gets tagged with either aspect or not-aspect.

4.3.1 Evaluation Metrics

For aspect term extraction subtask, we will be using two evaluation metrics (1) Aspect-Level Evaluation, (2) Word-Level Evaluation.

- **Aspect-Level Evaluation:** this metric is based on evaluating how many aspect terms we get correct. Using the known definitions of Precision \((P)\), Recall \((R)\), and \(F1\) scores:

  \[
P = \frac{|S \cap G|}{|S|}, \quad R = \frac{|S \cap G|}{|G|}
  \]

  \[
F1 = \frac{2}{\frac{1}{P} + \frac{1}{R}} = \frac{2PR}{P + R}
  \]
S will be the set of all predicted aspect terms where multi-word aspects compromise a single element in the set. G then will be the gold standard (correct) annotations for the aspect terms where again multi-word aspects are a single element in the set.

- **Word-Level Evaluation:** this metric looks at individual words in a review and evaluates how many of them were labeled correctly. Using the same definition for Precision and Recall, S the set of all words labeled as “Aspect” and G will be the gold standard of all words that are labeled “Aspect”. In this case, multi-word aspects will result in multiple elements in the set where each word is an element.

From the definition of these two evaluation metrics, we can see that the Aspect-Level metric is more strict than the Word-Level. If we predict 3 out of 4 words of an aspect term, the first metric will mark the entire prediction as incorrect where the second metric will mark 3 words as correct and one as incorrect. Even when we predict more words than the aspect has, it’s evaluated in a similar way.

It is important for us to look at those two metrics because we can learn from the difference between them. For example if both metrics are low, we know that our model is not doing a good job identifying where the aspects are within a review. If the Aspect-Level is low, but the Word-Level is high, we know that we are able to capture where the aspects are in the review, but we are not capturing the entire sequence of words in a multi-word aspect. This is important, because about 30% of the reviews in the dataset have a multi-word aspect. For example, the phrase “I liked their hot fries” contains the multi-word aspect “hot fries.”

### 4.3.2 Aspect Term Extraction Results

The results of our vector-based approach for this task are shown in Table 4.4 and Table 4.5. The first cell of Table 4.4 shows the F1 performance of 47.15% produced by our baseline. The baseline creates a dictionary of aspect terms from the training data, and then a given sequence of words are tagged as aspects by looking up the dictionary (Pontiki et al., 2014). This approach cannot handle the out of vocabulary aspects.

As explained in Section 3.2.1 we employ CRFs and SVM-HMM for this task. As features we utilize POS-tags of words, and vector representations computed by word2vec and trained on Yelp (Y300) or GoogleNews (G300) data to generate 300 dimensional vectors. The corresponding results are shown in the last two rows rows of Table 4.4. These results indicate the vector representations trained on Yelp data leads to a high performance for both CRF and SVM-HMM. The GoogleNews dataset contains a larger vocabulary of
around 3M words as compared to the Yelp data with around 100K words. This indicates the effectiveness of the domain in the quality of word representations.

<table>
<thead>
<tr>
<th>Baseline-F1 = 47.15</th>
<th>CRF Suite</th>
<th>SVM-HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Features</strong></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>POS-tags</td>
<td>44.09</td>
<td>9.87</td>
</tr>
<tr>
<td>POS-tags + word2vec (Y300)</td>
<td>82.38</td>
<td>72.57</td>
</tr>
<tr>
<td>POS-tags + word2vec (G300)</td>
<td>82.69</td>
<td>74.16</td>
</tr>
</tbody>
</table>

Table 4.4: Aspect-Level Evaluation results for the aspect term extraction task.

<table>
<thead>
<tr>
<th><strong>Features</strong></th>
<th>CRF Suite</th>
<th>SVM-HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Features</strong></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>POS-tags</td>
<td>64.34</td>
<td>22.17</td>
</tr>
<tr>
<td>POS-tags + word2vec (Y300)</td>
<td>92.55</td>
<td>74.82</td>
</tr>
<tr>
<td>POS-tags + word2vec (G300)</td>
<td>92.43</td>
<td>76.51</td>
</tr>
</tbody>
</table>

Table 4.5: Word-Level Evaluation results for the aspect term extraction task.

To evaluate the effectiveness of the vector-based features, we repeat our experiments with only the POS-tags feature. The performance dropped significantly, as shown in the table. Although nouns can be strong candidates for aspects (Blinov and Kotelnikov, 2014), the majority of aspects, like multi-word aspects cannot be captured by only considering their POS-tags.

As Table 4.5 shows, the performance at the Word-Level increases by more than 8% compared to the Aspect-Level metric, which means we are detecting more aspect terms but the aspect-level evaluation is disregarding them for being incomplete aspects. We could potentially add features that focus on capturing the correct length of the aspect term based on the sentence context improve both metrics. The best performing system for aspect term extraction on the same data set was reported by (Brun et al., 2014) with an F1 score of 83.98 on the Aspect-Level evaluation. That is a 5% increase over our best performance. It is important to note though that they use very specific linguistic and lexical features.

Figure 4.6 is one output example of the aspect term extraction model applied to one of the reviews from the test set. This example illustrates the point about our model being accurate with detecting the location of the multi-word aspect terms but in many cases it does not perform well in labeling all the words in that aspect correctly. In Figure 4.6 we can see this effect in the aspect term “spicy tuna roll” where the model correctly identifies “tuna roll” as an aspect but misses “spicy” in the labeling.
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4.4 Tasks 2: Aspect Sentiment Prediction

The objective of the Aspect Sentiment Prediction task is to classify each aspect to one of the sentiment classes \{positive, negative, conflict, neutral\}. This task is formulated as a multi-class classification task, where each aspect gets assigned to one out of the four possible sentiment classes. We use the aspect terms from the gold standard in this subtask.

4.4.1 Evaluation Metric

To evaluate the performance of our models on this task, we calculated the accuracy of the model prediction. Accuracy is defined as the number of correctly predicted aspect term sentiments divided by the total number of aspect terms. We use the gold standard annotations to check the if we predicted a sentiment correctly.

4.4.2 Aspect Sentiment Prediction Results

The first cell of Table 4.6 shows a performance of 64.28% obtained by our baseline. The baseline tags a given aspect in a test sentence by the most frequent sentiment for the aspect in top $K$ similar training sentences to the test sentence. In addition, for the out of vocabulary aspects (ones that were not encountered in training data), the majority sentiment over all aspects in training data will be assigned. (Pontiki et al., 2014)

The results of our approach for this task are shown in Table 4.6. The SVMs are applied to this task and the parameter $C$ for SVMs is optimized through cross-validation on training data, as explained in Section 4.1.1. The third row of the table shows the results
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Baseline-Accuracy = 64.28%

<table>
<thead>
<tr>
<th>Features</th>
<th>Pos-F1</th>
<th>Neg-F1</th>
<th>Neu-F1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADV (Y300)</td>
<td>82.70</td>
<td>52.30</td>
<td>31.39</td>
<td>71.34</td>
</tr>
<tr>
<td>RV (Y300)</td>
<td>83.26</td>
<td>51.79</td>
<td>32.85</td>
<td>71.95</td>
</tr>
<tr>
<td>RV + PNS (G300)</td>
<td>83.48</td>
<td>53.29</td>
<td>32.97</td>
<td>72.39</td>
</tr>
</tbody>
</table>

Table 4.6: Results for the aspect sentiment prediction task.

The highest performance is achieved when we use the Average Dependency Vector (ADV) computed based on word2vec trained on all the Yelp (Y300) data. As explained in Section 3.2.2, to investigate the distribution of words and their vector representations over different ratings, we present Rating Vectors (RV). RV features include 4 ADVs in which four vector representations for a word are computed on Yelp reviews with ratings 1, 2, 4, and 5, respectively. Reviews with the rating 3 are not considered, because they are mostly of neutral or conflict orientation. Using RV results in a better performance, as shown in the fourth row of Table 4.6. However, there is not a significant difference between the results of experiments with RV and ADV. The reason is that most of the reviews in the Yelp data have positive ratings (i.e., ratings 4 and 5) and as such the distributions of words does not dramatically changed as compared to the whole review data.

The best performing system for aspect sentiment prediction using the same restaurant data set is reported by Wagner et al. (2014). They achieved an accuracy of 80.95% which is 8% higher than our best performance. The best performing system uses a manually designed rule based approach to achieve their result. While our system is less accurate is uses simpler features that are more generalizable.

Figure 4.7 is one output example of the aspect polarity prediction model applied to one of the reviews from the test set. The figure shows two reviews, the first review our model is able to predict the sentiment correctly, as for the second review, the model fails to predict the sentiment of the word “menu”. This is because the model we trained is biased toward positive sentiments since the training data set has very little instances of neutral or conflict aspects.
Figure 4.7: This figure shows the aspect polarity prediction model output on reviews from the test data set. In the second example we can see that our model is biased towards positive sentiments.

4.5 Task 3: Aspect Category Detection

The objective of the Aspect Category Detection task is to label each review with all the categories discussed in that review. Aspect Category Detection is formulated as a multi-class multi-label classification task on the review-level, for every review we label with one or more of the following labels { Food, Price, Ambiance, Service, Misc. }.

4.5.1 Evaluation Metric

Aspect Category Detection is evaluated the same way as the Aspect Term Extraction task. We compute the Precision, Recall, and F1 scores based on the ratio between correctly classified labels and the set of predictions and the gold standard, respectively, as formulated in the Aspect Term Extraction Section.

4.5.2 Aspect Category Detection Results

The first cell of Table 4.7 shows an F1 performance of 65.65% obtained by the baseline (Pontiki et al., 2014). Given a sentence, the baseline first retrieves a set of $K$ similar sentences from the training data. The similarity of two sentences is then determined...
by computing the Dice Coefficient between the sets of distinct words in the two sentences (Pontiki et al., 2014). Finally, the input sentence is tagged by the most frequent aspect categories appeared in the $K$ retrieved sentences. The limitation of this approach is that it employs the text-based similarity measure to measure the semantic similarity between the sentences. However, the results in the table shows that the vector-based features can better capture the semantic similarity between the sentences as compared to the text-based features.

The results of our vector-based approach for this task are shown in Table 4.7. As explained in Section 3.2.3, SVMs are applied to this task with a combination of Normalized Average Vector (NAV), Token Numbers (TN) and Category Similarities (CS) features for a given sentence. These features employ the word2vec trained on Yelp (Y300) or GoogleNews (G300) to obtain the vector representations. Their corresponding results are shown in the 5th and 6th rows of the table. The results imply the impact of our vector-based features that lead to the highest performance using the Yelp data.

To evaluate the effectiveness of above vector-based features, we repeat our experiments with different combinations of those features. Lower performance is achieved by using NAV and TN and ignoring the CS, as shown in the 4th row of Table 4.7 and by using NAV and ignoring both CS and TN, as shown in the 3rd row of the table.

Best performing system for aspect category detection using the same restaurant data set is reported by (Zhu et al., 2014). They achieved an F1 score of of 88.57% which is 2% higher than our best performance. The best performing system uses a set of lexicon features, Ngrams, negation features, POS tags, and clustering features.

Figure 4.8 shows an example category prediction for two reviews from the test data set. The first review “Also, the staff is very attentive and really personable.” talks about service, and our model correctly predicted that. The mention of the word “staff” in a review is a very good indicator for reviews that discuss the service of the restaurant and our model learnt that successfully from the training data. The other example shows a review where our model did not predict the correct categories. The model predicted the category Ambiance for having the word “feel” in the review. Usually, when reviewers

---

<table>
<thead>
<tr>
<th>Features</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAV (Y300)</td>
<td>89.02</td>
<td>80.68</td>
<td>84.64</td>
</tr>
<tr>
<td>NAV + TN (Y300)</td>
<td>90.42</td>
<td>81.07</td>
<td>85.49</td>
</tr>
<tr>
<td>NAV + TN + CS (Y300)</td>
<td>91.18</td>
<td>82.73</td>
<td>86.75</td>
</tr>
<tr>
<td>NAV + TN + CS (G300)</td>
<td>91.51</td>
<td>81.07</td>
<td>85.98</td>
</tr>
</tbody>
</table>

Table 4.7: Results for the aspect category detection task.
discuss how they feel it is often with regards to the ambiance, for example “the lighting feels very romantic”.

Review: Also, the staff is very attentive and really personable.

Categories (Gold Standard): {Service}

Categories (Prediction): {Service}

Review: From the moment you walk in, you feel like you’re in the perfect place.

Categories (Gold Standard): {Misc.}

Categories (Prediction): {Ambiance, Misc.}

Figure 4.8: This figure lists two example reviews from the test data set. For the first one, the model predicts the correct category of Service by seeing the word “staff” in the review. In the second one, the model mistakenly predicts the category Ambiance because of the word “feel” in the review.

4.6 Extra Features Results

In the previous subsections we presented the results for the best performing features. In this subsection we will go over the results for the other features we tried in each of the subtasks.

4.6.1 Aspect Term Extraction-Extra Features

In this section, we are listing the results of using a number of different features to perform the aspect term extraction task. These features did not improve the performance of the algorithm. The results are reported using the CRF on extra features and the results are presented in Table 4.8. For a description of the features in the table, please refer to Chapter 3.
<table>
<thead>
<tr>
<th>Features</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS</td>
<td>64.34</td>
<td>22.17</td>
<td>32.97</td>
</tr>
<tr>
<td>POS + WV(G300)</td>
<td>92.43</td>
<td>76.51</td>
<td>83.72</td>
</tr>
<tr>
<td>POS + WV(Y100)</td>
<td>91.85</td>
<td>74.7</td>
<td>82.39</td>
</tr>
<tr>
<td>POS + WV(Y200)</td>
<td>92.68</td>
<td>74.7</td>
<td>82.72</td>
</tr>
<tr>
<td>POS + WV(Y300)</td>
<td>92.55</td>
<td>74.82</td>
<td>82.74</td>
</tr>
<tr>
<td>POS + W2V(G300) + ADV</td>
<td>89.45</td>
<td>73.55</td>
<td>80.73</td>
</tr>
<tr>
<td>POS + W2V(G300) + CS + Dep-CS</td>
<td>92.34</td>
<td>74.82</td>
<td>82.66</td>
</tr>
<tr>
<td>POS + WV(Y300) + WordClass</td>
<td>92.66</td>
<td>74.52</td>
<td>82.6</td>
</tr>
<tr>
<td>POS + WV(Y300) + BinaryWordClass</td>
<td>92.99</td>
<td>74.28</td>
<td>82.59</td>
</tr>
<tr>
<td>POS + WV(Y300) + CS</td>
<td>92.55</td>
<td>74.88</td>
<td>82.78</td>
</tr>
<tr>
<td>POS + WV(Y300) + CS + WordClass</td>
<td>92.68</td>
<td>74.76</td>
<td>82.76</td>
</tr>
<tr>
<td>POS + WV(Y300) + CS + BinaryWordClass</td>
<td>92.79</td>
<td>74.46</td>
<td>82.62</td>
</tr>
<tr>
<td>POS + WV(Y300) + left WV(Y300) + right WV(Y300)</td>
<td>88.77</td>
<td>74.28</td>
<td>80.88</td>
</tr>
<tr>
<td>POS + right POS + WV(Y300) + CS</td>
<td>92.71</td>
<td>74.34</td>
<td>82.51</td>
</tr>
<tr>
<td>POS + WV(Y300) + CS + left Conditional POS</td>
<td>92.04</td>
<td>75.9</td>
<td>83.2</td>
</tr>
<tr>
<td>POS + WV(Y300) + CS + right Conditional POS</td>
<td>92.77</td>
<td>74.22</td>
<td>82.46</td>
</tr>
<tr>
<td>POS + WV(Y300) + CS + left Conditional POS + right Conditional POS</td>
<td>92.18</td>
<td>75.24</td>
<td>82.85</td>
</tr>
<tr>
<td>POS + right POS + WV(Y300) + right WV(Y300) + CS</td>
<td>90.4</td>
<td>74.88</td>
<td>81.91</td>
</tr>
</tbody>
</table>
4.6.2 Aspect Sentiment Prediction-Extra Features

In this section, we list the results of using a number of different features to perform the Aspect Sentiment Prediction task. These features did not improve the performance of the algorithm. All the extra features were tested on the SVM algorithm described in section 3. All the results are listed in Table 4.9. For a description of the features in the table, please refer to Chapter 3.
<table>
<thead>
<tr>
<th>Features</th>
<th>Negative</th>
<th>Neutral</th>
<th>Positive</th>
<th>Conflict</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>ADV (Y300)</td>
<td>59.87</td>
<td>46.43</td>
<td>52.3</td>
<td>55.13</td>
<td>2194</td>
</tr>
<tr>
<td>ADV (Y300) + PNS</td>
<td>60.54</td>
<td>45.41</td>
<td>51.9</td>
<td>54.32</td>
<td>22.45</td>
</tr>
<tr>
<td>RV (Y300) + PNS (G300)</td>
<td>64.49</td>
<td>45.41</td>
<td>53.29</td>
<td>58.44</td>
<td>22.96</td>
</tr>
<tr>
<td>RV (Y300) + PNS + Negation</td>
<td>62.94</td>
<td>45.92</td>
<td>53.1</td>
<td>58.44</td>
<td>22.96</td>
</tr>
<tr>
<td>RV (Y300) + PNS</td>
<td>64.49</td>
<td>45.41</td>
<td>53.29</td>
<td>58.44</td>
<td>22.96</td>
</tr>
<tr>
<td>RV-two (Y300)</td>
<td>63.78</td>
<td>41.33</td>
<td>50.15</td>
<td>57.58</td>
<td>19.39</td>
</tr>
<tr>
<td>RV (Y300)</td>
<td>62.14</td>
<td>44.39</td>
<td>51.79</td>
<td>57.69</td>
<td>22.96</td>
</tr>
<tr>
<td>ADV-AllRatings (Y300)</td>
<td>62.07</td>
<td>45.92</td>
<td>52.79</td>
<td>55.95</td>
<td>23.98</td>
</tr>
<tr>
<td>PNS + ADV-AllRatings (Y300) + PNS-difference</td>
<td>62.5</td>
<td>45.92</td>
<td>52.94</td>
<td>55.95</td>
<td>23.98</td>
</tr>
<tr>
<td>PNS-specific + ADV</td>
<td>59.44</td>
<td>43.37</td>
<td>50.15</td>
<td>53</td>
<td>27.04</td>
</tr>
<tr>
<td>All-PNS + ADV</td>
<td>61.33</td>
<td>46.94</td>
<td>53.18</td>
<td>57.14</td>
<td>24.49</td>
</tr>
<tr>
<td>All-PNS-specific</td>
<td>66.27</td>
<td>28.06</td>
<td>39.43</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>All-PNS</td>
<td>68.07</td>
<td>41.33</td>
<td>51.43</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>All-PNS + ADV</td>
<td>58.6</td>
<td>46.94</td>
<td>52.12</td>
<td>54.32</td>
<td>22.45</td>
</tr>
</tbody>
</table>
4.6.3 Aspect Category Detection-Extra Features

In this section, we are listing the results of using a number of different features to perform the Aspect Category Detection task. These features did not succeed to improve the performance of the algorithm. All the extra features were tested on the SVM algorithm described in Chapter 3. All results are listed in Table 4.10. For a description of the features in the table, please refer to Chapter 3.

<table>
<thead>
<tr>
<th>Features</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV(Y100) + TN</td>
<td>88.23</td>
<td>77.56</td>
<td>82.55</td>
</tr>
<tr>
<td>AV(Y200) + TN</td>
<td>88.56</td>
<td>80.09</td>
<td>84.11</td>
</tr>
<tr>
<td>AV(Y300) + TN</td>
<td>89.66</td>
<td>80.39</td>
<td>84.77</td>
</tr>
<tr>
<td>AV(Y300) + TN + CS</td>
<td>90.94</td>
<td>82.34</td>
<td>86.43</td>
</tr>
<tr>
<td>AV(Y300) + TN + SimVectors</td>
<td>85.67</td>
<td>81.07</td>
<td>83.3</td>
</tr>
<tr>
<td>NAV(Y300)</td>
<td>89.02</td>
<td>80.68</td>
<td>84.64</td>
</tr>
<tr>
<td>NAV(Y300) + TN</td>
<td>90.42</td>
<td>81.07</td>
<td>85.49</td>
</tr>
<tr>
<td>NAV(Y300) + TN + CS</td>
<td>91.18</td>
<td>82.73</td>
<td>86.75</td>
</tr>
<tr>
<td>NAV(Y300) + TN + CS(G300)</td>
<td>91.51</td>
<td>81.07</td>
<td>85.98</td>
</tr>
<tr>
<td>NAV(Y300) + TN + WeightedSimVecs</td>
<td>86.72</td>
<td>82.24</td>
<td>84.42</td>
</tr>
</tbody>
</table>

Table 4.10: Results for Aspect Category Detection subtask using extra features.

4.7 Discussion of Results

In Chapter 4, we described the restaurant data set that was used to train and test the ABSA system. We followed that with a description of the experimental platform developed in Java to train and test the models for the three tasks: Aspect Term Extraction, Aspect Polarity Prediction, and Aspect Category Detection. For each one of these tasks, we used a machine learning model to perform the task. For each model, we tuned its specific parameters using cross-validation.

In the Aspect Term Extraction task, we were able to achieve an $F_1$ score of 78.19 compared to the state of the art score of 83.98. Our system scores 5 points less than the state of the art, but uses significantly simpler and more generalizable features. In the system we developed, only two features were used. The first feature was the parts-of-speech tag of the word, and the second feature was the word representation in 300 dimensional vector space using the \texttt{word2vec} model. The state of the art system uses manually crafted linguistic and lexical features. In the model we developed, we also tried
a number of extra features to improve the performance. The most important of which was to include more information about the context of the word. We tried including the POS tag of the previous word and the following word, as well as include the entire vector representation of the two surrounding words. There was a slight, non significant, improvement when we include the POS tag of the previous word. Other attempted features did not have any significant increase on performance.

For the Aspect Sentiment Prediction task we achieved an accuracy score of 72.39. Our model performs best on predicting positive sentiments, followed by negative ones, then neutral sentiments, which are the hardest to predict. When we compare our results to the state of art performance, we do worse by 8 percentage points in accuracy. The state of the art system used a rule based approach to predict the sentiments, which can be hard to generalize to other domains. In our approach, we used two vector space features that are much easier to generalize.

As for Aspect Category Detection task, we achieved an $F_1$ score of 86.75, which is only 2 percentage points lower than the state of art system (reported $F_1$ score of 88.57). The state of art system uses a set of lexicon features, Ngrams, negation features, and clustering features to achieve their score. All features are text-based. In our vector-based feature set we are able to achieve very similar performance with a lower complexity feature set. We use the vector representation of the review, as well as a cosine similarity to seed words in each category. We would also like to note that when we use the vector representation of only the review, we achieve an $F_1$ score of 84.64, which is still comparable to the state of the art performance. This is good evidence that a vector space representation is capable of capturing the semantic information of user opinions.

In summary, even though none of our tasks achieved better performance than the state of the art, we were able to build an ABSA system that performs within 10% of the state of the art systems, while using vector-based features. The biggest advantage over methods reported in the state of the art work is generalizability. None of the features we compute are specific to the restaurant domain. Thus, vector-based ABSA method can be applied to any other user-generated opinion content. Moreover, since vector-based representations are potentially complementary to the existing state-of-the-art methods, it is possible that system fusion could improve overall results. This will be left as future work.
Chapter 5

System Demonstration

In order to demonstrate Aspect Based Sentiment Analysis, we built an online tool to visualize the system we have developed. A snapshot of the demonstration is shown in Figure 5.1.

In the demo, we highlighted three sections, just as the three subtasks, Aspect Term Extraction, Aspect Sentiment Prediction, and Category Detection.

In the first section of the demo we can see the review that is being investigated (i.e. “The selection of food is excellent (I’m not used to having much choice at restaurants), and the atmosphere is great.”) and the aspect terms are highlighted (we see two aspects, selection of food, and atmosphere). The color of the highlighting also corresponds to the sentiment of the aspect term as predicted by the second subtask (e.g. all aspects are positive) as explained in Section 3.2.2. In the Sentiment Prediction section, we display the dependency tree for the review. Each node is a word of the review and in the tree we can easily see the dependency neighborhood for aspect terms that is used to compute the features. The aspect nodes are highlighted with the color of their sentiment. Then in the last section, we display a bar chart of confidence distribution over all the categories. If the confidence is above some threshold, we assign the category to the review (marked in blue), as explained in Section 3.2.3 (e.g. the categories are predicted as food and ambiance in the example shown in the snapshot).
Chapter 5. System Demonstration

Figure 5.1: Screenshot of the online system demo.
Chapter 6

Conclusion

The goal of this thesis is to investigate the effectiveness of a vector space representation for Aspect Based Sentiment Analysis, in which we capture both semantic and sentiment information encoded in user-generated content. The ABSA task was broken down into three subtasks: (1) Aspect Term Extraction, (2) Aspect Sentiment Prediction, and (3) Aspect Category Detection.

The ABSA approach addresses a number of limitations faced by traditional sentiment analysis techniques. Mainly it solves the problem of review-level sentiment prediction that can easily overlook critical sentiment information at the aspect level. Our interest was to apply word vector space representation methods to compute vector-based features that can capture both semantic and sentiment information.

6.1 Summary

We first developed an experimental platform in JAVA using UIMA, and dkpro-tc to perform rapid supervised learning on our dataset. Then we experimented with a large pool of vector-based features for each one of the subtasks.

For the Aspect Term Extraction subtask, the best performing model is obtained by employing Conditional Random Fields (CRF). As features, we utilize the POS-tags of words and their vector representations computed by the word2vec model trained on Yelp data or GoogleNews data. Using these features, we get an F1 score of 78.1 which is substantially better than a baseline of 47.1.

For the Aspect Sentiment Prediction subtask, we obtained the best model by using a one-vs-all SVM model. The best performing model was obtained from using the Rating
Vectors (RV) feature and the Positive/Negative Similarities (PNS) feature. Using these features, we obtain an accuracy score of 72.3 compared to a baseline accuracy of 64.2.

The last subtask we investigated was Aspect Category Detection. In this subtask, we used a multilabel SVM as our model to enable us to assign multiple categories to a single review. The best performing model was obtained from using three features. First, the Normalized Average Vector (NAV) feature, that creates a vector representation for the whole review. Second, the Category Similarities (CS) feature that computes cosine similarities between seed words for each of the possible categories and the words for the reviews. Third, the Token Numbers (TN) feature that counts the number of tokens in the review. For this model we were able to obtain an F1 score of 86.7 compared to a baseline of 65.6.

In summary, we employed vector representations of words to tackle the problem of Aspect Based Sentiment Analysis. We introduced several effective vector-based features and showed their utility in addressing the aspect term extraction, aspect category detection, and aspect sentiment prediction sub-tasks. Our vector space approach using these features performed well compared to the baselines, which supports our hypothesis of our ability to capture semantic and sentiment information in the vector space.

6.2 Future Work

The purpose of this research is to explore the effectiveness of using vector-based features to perform Aspect Based Sentiment Analysis. In this Chapter, we will discuss some of the ideas for extending the experiments, and extending the research problem.

6.2.1 Extending the Experiments

In this subsection, we will discuss some ideas on extending the experiments to improve the performance, mainly by extending the features, and using different datasets to test the robustness and domain dependence of the proposed method.

6.2.1.1 Text-based Features

This thesis was focused on investigating the performance of vector-based features in creating models for Aspect Based Sentiment Analysis. All of the features used, except for POS-tags, were vector based features.
Previous work in this field used text-based features to build ABSA models (Chernyshevich 2014, Patra et al. 2014, Zhiqiang and Wenting 2014) and produced good results. The next logical step for our work would be to combine word based features and vector based features together and we expect an increase in the performance.

Some of the text-based features commonly used in sentiment analysis and ABSA:

- POS Frequency: observed aspect terms surrounded by noun or adjectives are also aspects.
- Token Frequency
- Named Entity Feature: whether the token is a named entity
- Head Word
- Head Word POS
- Dependency Relation
- WordNet Taxonomy
- SAO (Subject-Action-Object) Features
- Before the Verb: nouns before the “be” verbs are usually aspects
- Sentiment Words: sentiWordNet collection

For more information about any of the previous features and how they were used, you can refer to the following papers (Chernyshevich 2014, Patra et al. 2014, Zhiqiang and Wenting 2014). As mentioned earlier, we expect an improved performance upon included the text-based features with the vector based features.

6.2.1.2 Extra Data Sources

In our experiments, we attempted to apply our ABSA model to automatically annotate the restaurant data collected and annotated by Ganu et al. (2009a). However, we can investigate our model on different datasets in the same domain (e.g. restaurant data obtained from diningindoha.com) or in a different domain (e.g. data on laptop reviews). In fact, it would be interesting to investigate the generalization power of the model by doing cross-dataset training and testing. For example, we could train the model on a Laptop review dataset and test it on a restaurant review dataset for example, or vice
versa. We can also see the effect of training the model on both datasets and testing it on each one of them.

See Appendix A for some of the data sources collected in the line of this research that can be helpful in extending the data sources used.

6.2.2 Extending the Research Problem

In this thesis we presented the Aspect Based Sentiment Analysis task as a collection of three subtasks: (1) Aspect Term Extraction, (2) Aspect Sentiment Prediction, (3) Aspect Category Detection (each described in Chapter 3). We have a number of ideas for extending the pool of subtasks to further increase the power of ABSA in analyzing large amounts of user-generated data.

6.2.2.1 Category Sentiment Prediction

One idea is to add another subtask to the pipeline of tasks in ABSA. After extracting the aspect terms, determining their sentiments, and detecting the categories discussed in the review, it would be a good idea to predict the sentiment of each one of the categories detected. We can define the subtask as follows:

Given a set of identified aspect categories for a specific review, we need to classify the sentiment of each category. Each identified category can have one of the following classifications, positive, negative, neutral, or conflict. For example, E1 has negative sentiment with respect to its aspect category “price”, and E2 have the negative and positive sentiments with respect to its aspect categories “price” and “food”, respectively.

E1: “The restaurant was too expensive” → \{price: negative\}

E2: “The restaurant was expensive, but the menu was great” → \{price: negative, food: positive\}

Generating that information about the sentiment of the category can help us built a more accurate model about the general sentiment towards an entity while preserving some granularity, where sentiment on the category level is less specific than the aspect-level sentiment, but it is more informative than the entity-level sentiments obtained by star ratings and similar methods.
6.2.2.2 Aspect Sentiment Summarization

Another path that seems very promising to explore is working with aggregate data on a specific entity. In this thesis, we developed methods to predict aspect-level information for a single review regarding a known entity. Then, we used the aspect information predicted to get some information about categories discussed in each review.

The next step would be to aggregate all the information obtained for the reviews on a specific entity. That is, the aspect-level information for all reviews can be combined to create a coarse model for the aspects at entity level in addition to the review level.

For example, when we analyze restaurant reviews we will have multiple reviews written about a single restaurant. Each review can be analyzed to extract the aspects discussed and their sentiments. Then, we can develop a summarization platform that takes the analysis output for all the reviews and present us with the summary. If many users share the same sentiment about a specific aspect, then that sentiment is more likely to reflect the quality in real life. If the users have different sentiments over the aspect, we can mark that aspect’s sentiment as a conflict on the restaurant level.

Having such summarization platform enables us to increase the quality and accuracy of our inference and enables us to achieve some of the applications discussed in the Motivation section in Chapter 1.
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Extra Data Sources

This section will list the different data sources we collected throughout our work on this thesis. Note that most this data was not used in the ABSA application, but is still relevant to sentiment analysis and restaurant reviews.

A.1 Dining In Doha

The website [diningindoha.com](http://diningindoha.com) is an online review system for restaurants in Doha city in Qatar. Each restaurant has a dedicated page on the website with all the relevant information which made simple to systematically collect data for their website. For the data collection process, we developed Python code using the Scrapy library for web crawling.

Every restaurant’s page has the following main sections (page screenshot in Fig A.1):

- **About the Restaurant** For every restaurant, the website owners write a paragraph describing the restaurant. This usually includes information about the type of food they serve and the ambiance of the place. These descriptions tend to be very positive.

- **Restaurant Details** They also have a section for restaurant details. This section differs from restaurant to another, but many attributes are maintained across restaurants. This includes information about hours, website, parking, phone, and coordinates (viewed in GoogleMaps plugin).
Our rating  This section includes the rating diningInDoha staff assigned to this restaurant. They rate the following four dimensions (all ratings are out of 5 stars):

1. Food
2. Environment
3. Service
4. Total

User Rating  DiningInDoha also allows users to leave their rating on the same dimensions mentioned above. This section averages all users ratings.

Reviews/Comments  The last piece of information included in DiningInDoha’s restaurant entry is user comments and reviews. Registered users can leave a comment about the restaurant. Many restaurants have 0-1 comments, but a good number has more than 15 comments.

A.1.1 Data Collection

As mentioned above, every restaurant has a dedicated page on the website. To collect all the restaurant data, we crawled through every page on the website and organized the data in a JSON format.

All restaurant information was collected in a single JSON file that is a list of objects, where each JSON object in the list is a restaurant. The structure of a single restaurant object is as follows:
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Listing 1: Dining In Doha information structure in the generated JSON file. The file name is data with reviews.json

{  
Name: __String  
Type: __String  
Address: __String  
Description: __String  
Times: __String  
Website: __String  
Email: __String  
Delivery: __String  
Take_out: __String  
Licensed: __String  
Booking: __String  
Parking: __String  
Phone: __String  
Location: __String  
Reviews: [[[username, dateString, reviewText], ...]

}

The following table (Table A.1) presents a summary of the data that was collected on February 13, 2014.

<table>
<thead>
<tr>
<th>Source</th>
<th>diningindoha.com</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of restaurants</td>
<td>389</td>
</tr>
<tr>
<td>number of descriptions</td>
<td>389</td>
</tr>
<tr>
<td>number of reviews</td>
<td>688</td>
</tr>
</tbody>
</table>

Table A.1: Summary of the data collected from diningindoha.com on February 13, 2014

A.2 Labeling Reviews on Amazon Mechanical Turk

One application of the data collected from Dining In Doha is to build a labeled corpus of positive/negative phrases in a restaurant review. We launched an AMT task to have the AMT workers provide this labeling.

The task description was very simple, the user is presented with a restaurant review and is asked to label the phrases that are positive and negative, and he assumes that
Figure A.1: This figure is a screenshot of what a restaurant page on diningindoha.com looks like.
unlabeled phrases are neutral. Figure A.2 shows a screenshot of the labeling tasks as the workers use it.

![Figure A.2: Screenshot of the Amazon Mechanical Turk labeling task. The worker highlights the phrase and indicates whether it is positive or negative. Unlabeled text is assumed to be neutral.](image)

Using this AMT task, we asked workers to label the data we collected from Dining In Doha and built a corpus of annotated reviews.
Bibliography


G. Ganu, N. Elhadad, and A. Marian. Beyond the stars: Improving rating predictions using review text content, 2009a.


Y. Hong and S. Skiena. The wisdom of bookies. sentiment analysis versus the NFL point spread. 2010.


