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ABSTRACT

While a wide variety of grammatical mistakes may be observed in
the speech of non-native speakers, the types and frequencies of these
mistakes are not random. Certain parts of speech, for example, have
been shown to be especially problematic for Japanese learners of
English [1]. Modelling these errors can potentially enhance the per-
formance of computer-assisted language learning systems.

This paper presents an automatic method to estimate an error
model from a non-native English corpus, focusing on articles and
prepositions. A fine-grained analysis is achieved by conditioning
the errors on appropriate words in the context.

Index Terms— computer-assisted language learning, second-
language acquisition, grammar checking

1. INTRODUCTION

It is widely recognized that the usage of certain function words in
English is difficult to master. For example, the misuse of articles and
prepositions are among the most frequent types of grammatical er-
rors in the Japanese Learners of English (JLE) corpus [1]. To provide
aid to students of foreign languages, there has recently been much re-
search on building computer-assisted language learning (CALL) [2]
as well as grammar checking [3] systems.

The grammatical errors made by non-native speakers may be
influenced by their first language, and are hardly random. Under-
standing the nature of these errors, and the contexts in which they
occur, can be helpful to grammar checking systems, just as pronunci-
ation tutoring systems have benefited from adaptation of their acous-
tic models with non-native speech corpus (e.g., [4]). However, to our
knowledge, there has not been any reported effort to build non-native
language models automatically from corpora.

This paper illustrates a step towards this direction of research,
by first motivating the utility of such a model and reviewing re-
lated work (§2), then describing the data (§3), and finally present-
ing error analyses on articles and prepositions (§4-5). The nota-
tion [〈crr〉 → 〈err〉] will be used to indicate that the correct word,
〈crr〉, is mistakenly replaced with the word〈err〉 by the non-native
speaker.

2. MOTIVATION & RELATED WORK

A number of NLP applications can benefit from a detailed analysis
of grammatical errors made by non-native speakers.

2.1. Parsing Non-native Sentences

Grammar checkers and CALL systems must be able to process un-
grammatical sentences, and provide high-quality feedback. Various

strategies have been adopted, including the recognition of specific
errors with hand-crafted templates [5], embedding error production
rules in context-free grammars [6], and paraphrasing via a semantic
representation [7]. In these approaches, the grammatical errors to be
covered must be anticipated in advance; typically, the set of errors
are compiled using anecdotal observations from domain experts. A
systematic, corpus-based analysis can help harvest errors that might
otherwise be overlooked.

In some settings, it might be desirable to selectively present
feedback to the user. An error model, possibly personalized and
updated on-line [8], can help prioritize and tailor the feedback.

2.2. Estimating Confidence in NLG

To eliminate the need to anticipate all errors, a class of grammar
checkers adopts an approach centered on natural language genera-
tion (NLG) techniques. Using NLG models trained on a large body
of correct English text, they predict the correct word to be used given
a context, e.g., whether an article should be placed in front of a
noun [9], and, if so, which one. This approach has also been ap-
plied to prepositions [10].

The broader coverage achieved by this approach often comes
with the price of a lower precision. One way to improve precision is
to compute a confidence measure, proposing a correction only when
the measure exceeds a threshold. The measure can be, for exam-
ple, the difference between the scores of the top- and second-place
candidates given by the NLG component [10].

This kind of measure may potentially be sharpened by exploit-
ing known tendencies of the author of the text. Suppose the input
sentence is “We had *the dinner at a restaurant”, and the NLG sys-
tem proposes both “null” and “a”. If an error model informs us that,
in the context of the noun “dinner”, the author is more likely to com-
mit the error [null→the] than [a→the], then the deletion can be made
with more confidence.

2.3. Simulating Non-native Sentences

A recent approach in grammar checking is to adapt statistical ma-
chine translation techniques, which generally rely on large parallel
corpora of the source (i.e., non-native texts) and target (i.e., corrected
version of those texts) languages. Since these resources are not yet
available in large quantity, they are simulated by introducing errors
into well-formed text. For instance, errors are inserted into mass
nouns [11] based on patterns observed in a non-native corpus. Since
the “translation” model is induced by the simulated data, the simu-
lation quality is crucial. The quality depends on both the frequency
and authenticity of the errors.

Without a priori knowledge of the error frequency, an equal
number of grammatical and ungrammatical sentences were repre-



Type Percent Error Percent Example

Del 69.4% [a→null] 41.1% Three people go to
[the→null] 28.4% see [a→null] movie

Ins 17.3% [null→the] 12.9% We had [null→a]
[null→a] 4.4% dinner at a restaurant

Sub 13.3% [a→the] 9.8% How about going to
[the→a] 3.5% see [a→the] movie

Table 1. Relative frequencies of deletions (Del), insertions (Ins) and
substitutions (Sub) of articles, out of a total of 3382. Each error type
is broken down into the specific errors. An example is drawn from
the noun most frequently involved in each type.

sented in the “source language” in [11]. A study on restoring missing
articles [12] created a series of training datasets, in which progres-
sively more articles were removed. These datasets yielded models
with varying degrees of aggressiveness to suit input texts of different
qualities. In both of these cases, an error model could have helped
optimize the error frequency in the simulated training data.

An error model may also improve the authenticity of the simu-
lated data. For example, rather than randomly removing articles [12],
the model would bias towards nouns whose articles are most likely to
be omitted by non-native speakers. Furthermore, authentically simu-
lated data can be easily turned into cloze items [13], for the student’s
own practice and assessment.

3. DATA

While many detailed analyses have been performed on a small num-
ber of subjects (e.g., [14]) or a specific grammatical construction
(e.g., [15]), few large-scale non-native corpora are available. Most,
including the International Corpus of Learner English (ICLE) [16]
and the Chinese Learner English Corpus [17], have very limited an-
notation. One exception is the Japanese Learners of English corpus
(JLE) [1], on which our analysis is based.

The JLE corpus consists of transcribed interviews at the Stan-
dard Speaking Test (SST), an English-language proficiency test con-
ducted in Japan. For 167 of these transcripts, grammatical errors
have been annotated. We segmented [18] the turns of the intervie-
wees in these transcripts, yielding 15637 sentences, with over 153K
words. Our analysis in the rest of the paper is based on parse trees
automatically produced by [19].

Some examples of article and preposition errors drawn from this
corpus are shown in Tables 1, 3 and 5. To the extent that these errors
are specific to native Japanese speakers, the utility of the acquired
error model may be limited outside this linguistic community. How-
ever, our analysis techniques can potentially be applied to corpora
from other communities as they become available.

4. ANALYSIS ON ARTICLES

A noun may be preceded by a determiner, most commonly an article,
i.e., “a”, “ an”1 or “the”. In the JLE corpus, nouns have no determiner
(“null”) 41% of the time, and have “the” and “a” 26% and 24% of
the time, respectively. The remaining 9% are other determiners, the
majority of which are quantifiers such as “some”, “ that”, “ this”, and
“ those”.

1The distinction between “a” and “an” can be easily resolved and is not
considered further. Both will henceforth be represented as“a”.

Error Likelihood
Context Example
〈a,theater〉 Let us go to [a→null] movie theater
〈a,area〉 It’s [a→null] residentialarea
〈a,concert〉 They offered [a→null] freeconcert
〈a,club〉 I want to belong to [a→null] basketballclub
〈the,guitar〉 I like to play [the→null] guitar

Error Likelihood weighted w/ Frequency in General Domain
Context Example
〈the,market〉 ... is the number one brand in [the→null]

Japanese shampoo and conditionermarket
〈the,team〉 [The→null] England footballteamhas

very famous and good players
〈a,company〉 She works for [a→null] real estatecompany
〈a,day〉 it was [a→null] rainy day
〈null,people〉 I think [null→the] young Japanesepeople

think it’s cool
〈null,one〉 I’m going to visit [null→a] oneof my friends

Table 2. The top table lists article-noun pairs with the highest error
likelihoods (§4.1.1). The bottom table lists, for each article, the top
two pairs when the likelihood is weighted with frequency in a general
domain (§4.1.2).

4.1. Confusion among Articles

The overall distribution of deletions, insertions and substitutions of
articles, listed in Table 1, shows that deletion is the overwhelming
type of error. This may be expected, since there is no functional
equivalent of articles in the Japanese language. Among deletion er-
rors, “a” is more often deleted, even though it appears almost as
frequently as “the”.

It would not be reasonable, however, to assume that non-native
speakers omit articles randomly, regardless of context. When con-
ditioned on the head noun of the article, the error type is no longer
always dominated by deletions. For example, with the word “po-
lice”, deletions are less prevalent than substitutions, e.g., “I called
[the→a] police”.

The noun that is most frequently associated with each error type,
based on absolute counts, is shown in Table 1. This “top offender”
list is inevitably influenced by the particular vocabulary distribution
of the corpus. The fact that the words “dinner” and “movie” emerge
on top likely has to do with the conversation topics at the exami-
nation. This issue may be addressed in two ways, one geared to-
wards grammar checkers (§4.1.1), the other towards CALL systems
(§4.1.2).

4.1.1. Error Likelihood

To decide whether to propose a correction for the article, it would be
useful to measure how error-prone the head noun is. One could start
by normalizing the article-error count of the noun by the number of
times the noun appears in the corpus. However, its error-proneness
may vary significantly depending on the article expected. For exam-
ple, the noun “place” has the correct article 62% of the time overall,
but for the subset with the article “a”, the figure drops to 26%.

Thus, the noun by itself would not suffice as thecontextfor ar-
ticle errors; it should rather be considered in conjunction with its
expected article. The error likelihood of an article-noun pair is, then,



Type Percent Error Percent Example

Del 53.8% [in→null] 14.6% A car is parked
[at→null] 8.3% [on→null] the
[on→null] 7.5% sideof the road

Sub 46.2% [on→in] 5.1% I study [at→in]
[at→in] 3.7% theuniversity
[in→at] 2.8%

Table 3. Relative frequencies of deletions (Del) and substitutions
(Sub) of prepositions in adjunct prepositional phrases, out of a total
of 780. An example is drawn from the complement most frequently
involved in each error type.

the number of times the pair contains an article error, divided by its
total number of appearances.

The article-noun pairs with the highest error likelihoods are
shown in Table 2. Reflecting the overall tendency of underusing
articles, the top pairs tend to have the article “a” or “ the”, while
the ones with “null” dominate the bottom of the list (not shown).
The most error-prone pair with “null” is 〈null,news〉, e.g., “I read
[null→a] news on the Internet”. In grammar checkers, for pre-
dicting the likelihood of a particular error, these likelihoods can be
easily turned intoP (〈err〉|〈context〉) by specifying the identity of
the error given each context.

4.1.2. Frequency in General Domain

Of most interest to users of CALL systems are those article-noun
pairs that are not only error-prone, but also common in everyday
usage. For the latter criterion, the AQUAINT newswire corpus is
utilized to estimate the “unigram” probability of each pair, i.e., the
proportion of that pair among all article-noun pairs in the corpus.
When multiplied with the error likelihood (§4.1.1), the product may
be interpreted as the probability of that pair occurring with an article
error, had the AQUAINT corpus been written by a non-native speaker.

The top two pairs with the highest estimated frequencies for each
article are listed in Table 2. These words tend to be both common
and susceptible to article errors.

4.2. Confusion between Articles and non-Articles

Past research has focused exclusively on confusions among the ar-
ticles. Although confusions between articles and other determiners
are less numerous, they also exhibit some interesting trends. The
single most frequent error is the use of “some” in place of an in-
definite article, e.g. “She selected [a→some] tie for him”. Not far
behind are errors with possessive pronouns, e.g. “I believe you un-
derstand [the→my] reason why I can’t join your party”, and in the
reverse direction, “I like [my→the] children”. Other frequent errors
are [the→that], and [the→this].

5. ANALYSIS ON PREPOSITIONS

The most frequent prepositions in the JLE corpus are “in” (23%),
“of” (18%), “for” (12%), “on” (8%), “with” (8%) and “at” (8%). A
preposition “expresses a relation between two entities, one being that
represented by the prepositional complement, the other by another
part of the sentence.” [20] Theprepositional complementis typically
a noun phrase under the prepositional phrase (PP). The “another part
of the sentence”, also known as thelexical head, can be a preceding

Error Likelihood
Context Example
〈along,street〉 I walk [along→null] thestreet
〈in,team〉 One of the most famous baseball players

in Japan [in→at] the sameteam
〈on,birthday 〉 I will go to your place [on→at] my

nextbirthday

Error Likelihood weighted w/ Frequency in General Domain
Context Example
〈at,university〉 I studied [at→in] theuniversity
〈at,end〉 [At→In] theendof the month, ...
〈for,year〉 I have taken lessons [for→null] about

tenyears

Table 4. The top table lists preposition-complement pairs with the
highest error likelihoods (§4.1.1). The bottom table lists the top can-
didates after weighting with frequency in a general domain (§4.1.2).

verb, noun or adjectival phrase. In Table 3, the bolded words in the
examples are prepositional complements, while in Table 5, they are
lexical heads.

To determine which one of these two entities provides a bet-
ter context for preposition errors, a useful criterion is the argu-
ment/adjunct distinction2 for PPs. Generally speaking, a preposition
in an argument PP is closely related to the lexical head, serving as
its argument marker. For example, in the sentence “She looked at a
monkey”, “ at a monkey” is an argument for its lexical head, “look”.
A preposition in an adjunct PP is a modifier of the lexical head, and
is less closely related to it. For example, “at night” is an adjunct
modifier for the lexical head “came” in “ She came at night”. In
principle, “arguments depend on their lexical heads because they
form an integral part of the phrase. Adjuncts do not.” [21].

These distinctions are not always clear-cut but, for arguments,
the lexical head generally gives a better context for the preposition.
Given “She looked [at→null] a monkey”, the error seems specific to
“ look”, and could have occurred with any other animal. In contrast,
for adjuncts, the appropriate context word is the prepositional com-
plement. Consider the error in the sentence “She came [at→null]
night”. It appears reasonable to assume that it is tied to “night”, and
could have occurred with verbs other than “come”.

5.1. Adjuncts

In Japanese, case particles can play a role similar to English prepo-
sitions, although no simple mapping is possible [22]3. These dif-
ferences could have contributed to some of the preposition errors.
Table 3 presents some error statistics for the adjuncts.

Overall, there are more deletions, but some prepositional com-
plements are more prone to substitutions. For example, four-fifths of
the preposition errors associated with “university” are subsitutions.
Table 3 gives an example from the prepositional complement that
suffers most often from each error type.

2Preposition errors in JLE are tagged under two categories, “PRP LXC1”
and “PRP LXC2”, which roughly correspond to this distinction. Insertion er-
rors are also included in these categories, but they will be analyzed separately.
See comments in§5.3.

3For example, the object particle “wo” normally does not correspond to
any English word when marking a direct object in Japanese. However, in
some contexts, it can necessitate a preposition in English, e.g., “walk along a
street” from “ michi wo aruku”.



Type Percent Error Percent Example

Del 71.7% [to→null] 42.2% I want togo
[at→null] 4.7% [to→null]

[about→null] 3.7% Chicago
Sub 28.3% [with→to] 3.0% I’d like to

[to→for] 2.3% exchange
[to→with] 1.9% this [with→to]

another one

Table 5. Frequencies of deletions (Del) and substitutions (Sub) of
prepositions in argument prepositional phrases, out of a total of 427.
An example is drawn from the lexical head most frequently associ-
ated with a preposition error.

Error Likelihood
Context Example
〈bump,into〉 A motorbikebumped [into→to] my car
〈ask,about〉 When the officer came toask

[about→null] the situation ...
〈graduate,from〉 He justgraduated [from→null] university

Error Likelihood weighted w/ Frequency in General Domain
Context Example
〈look,at〉 She waslooking [at→null] a monkey
〈ask,for〉 Heasked[for→null] a table near the window
〈come,to〉 Last October , Icame[to→in] Tokyo

Table 6. The top table lists the verb-preposition (arguments) pairs
with the highest error likelihoods (§4.1.1). The bottom table lists the
top candidates when weighted with frequency in a general domain
(§4.1.2).

As in §4, to illustrate potential applications in grammar checkers
and CALL systems, error likelihoods4 are computed and weighted
with frequencies in the general domain. Among the preposition-
complement pairs with at least three appearances in the corpus, those
with the highest likelihoods are shown in Table 4.

5.2. Arguments

Statistics on deletions and substitutions of prepositions in argument
PPs are shown in Table 5. The proportion of deletions (71.7%) is
substantially higher for arguments than for adjuncts, although the
most prominent error, [to→null], is due mostly to the one verb “go”,
which alone is responsible for a third of the counts. Using the same
procedure as for the adjuncts, the most error-prone verb-preposition
pairs are listed in Table 6.

5.3. Insertion Errors

Preposition insertion errors belong to neither the adjunct nor argu-
ment categories, since no PP is actually needed. They typically occur
when an adverb or adjective follows a verb, such as “She asked him
to bring the cat [null→to] home.” or “ lives [null→in] next door”.
The five most frequently inserted prepositions areto, in, with, for
andof.

4Since argument and adjunct PPs cannot yet be distinguished automati-
cally with high accuracy [21], the counts are normalized without this distinc-
tion, possibly leading to an overestimated denominator.

6. CONCLUSION

We presented an automatic method to estimate a model of gram-
matical errors from a corpus of transcribed non-native speech, and
explained how it can be useful for CALL and grammar checking
systems. It is a fine-grained model that conditions each error type
on the most salient word in the context, as illustrated with examples
from articles and prepositions. We plan to integrate this model into
a system for article and/or preposition correction.
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