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ABSTRACT

The development of an automatic speech recognizer is
typically a highly supervised process involving the spec-
ification of phonetic inventories, lexicons, acoustic and
language models, and requiring annotated training cor-
pora consisting of parallel speech and text data. Although
some model parameters may be modified via adaptation,
the overall structure of the speech recognizer usually re-
mains relatively static. While this approach has been ef-
fective for problems where there is adequate human ex-
pertise, and labelled corpora are available, it is challenged
by less-supervised or unsupervised scenarios. It also con-
trasts sharply with human speech processing where learn-
ing is an inherent ability.

In this paper, three alternative scenarios for speech
recognition “training” are described, each requiring de-
creasing amounts of human expertise and annotated re-
sources, and increasing amounts of unsupervised learn-
ing. A speech deciphering challenge is then suggested
whereby speech recognizers must learn sub-word inven-
tories and word pronunciations from unannotated speech,
supplemented with only non-parallel text resources. It is
argued that such a capability will help alleviate the lan-

guage barrier that currently limits the scope of speech recog-

nition capabilities around the world, and empower speech
recognizers to continually learn and evolve through use.

1. INTRODUCTION

The field of automatic speech recognition (ASR) has made
tremendous advances over the last thirty years. During
this time, ASR technology has consolidated around a set
of components that are illustrated in Figure 1. These in-
clude 1) a signal processor to generate a representation
of the speech signal in terms of a sequence of acoustic
observations, 2) acoustic models that provide evidence as
to the likely sound sequence in the waveform, 3) a pro-
nunciation lexicon to provide a mapping between vocabu-
lary words and their associated sub-word unit realization,
and 4) a language model to provide guidance as to likely
word order. The latter three components are typically in-
corporated into a search to find the most likely sequence
of words given the acoustic observations.

Popular representations and modeling methods for mod-

ern ASR systems include Mel-Frequency Cepstral Coeffi-
cients [1], Gaussian mixture models, hidden Markov mod-

els [2], n-gram language models, weighted finite-state trans-

ducers [3], Viterbi and N-best search [4], etc. Many of
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these concepts, including the notion of representing sub-
word units and language model constraints as a search
graph [5], and the probabilistic formulation for hypothe-
sizing words [6], were first applied to ASR in the 1970s [7],
became adopted on a wide-scale in the 1980s [8], and have
become standard ASR practice since that time [9].
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Fig. 1. Automatic speech recognition components.

One property of modern speech recognition technol-
ogy is that it typically incorporates expert knowledge of
a language, and undergoes a heavily supervised training
process. Linguistic expertise is often provided in the form
of the pronunciation lexicon and associated set of sub-
word units, which typically correspond to phoneme-like
inventories. Supervised training occurs through the use
of large speech corpora, where each speech recording is
usually associated with a parallel word-level transcription.
When these linguistic resources are available, the training
process, either using maximum likelihood or discrimina-
tive techniques, is well established [9].

The supervised training paradigm has served the ASR
community well. As computation, memory, and the size
of annotated corpora have increased, the stochastic mod-
els and training techniques have become more sophisti-
cated, resulting in a relatively continuous reduction of word
error rates on increasingly challenging tasks [10]. The
techniques and methodologies that have been developed
in the ASR community over the years have arguably in-
fluenced other research areas as well.

Although there is considerable active research in de-
veloping better signal representations, acoustic, lexical,
and language models, as well as faster search algorithms,
it is also worthwhile considering that there are alterna-
tive scenarios for processing speech than the current well-
established framework. While the supervised training ap-
proach has been effective for scenarios where there is ad-
equate human expertise and labelled corpora, it is chal-
lenged by less-supervised or even unsupervised scenar-
ios. These dual requirements, and their associated cost,
are a big part of the reason that a relatively small fraction
of the world’s languages have a functional ASR capabil-



ity [11]. These constraints are in sharp contrast with hu-
man speech processing requirements where learning is an
inherent ability [12, 13]. All humans process vast quanti-
ties of unannotated speech and manage to learn phonetic
inventories, word boundaries, etc., and can use these abil-
ities to acquire new words [14, 15, 16]. Why can’t ASR
technology have similar capabilities?

In the following section, three alternative scenarios
for speech recognition learning are described that require
fewer annotated resources and human expertise. An un-
supervised speech recognition challenge is then presented
that requires learning phonetic inventories, and word pro-
nunciations from non-parallel speech and text sources.

2. UNSUPERVISED SPEECH PROCESSING

As illustrated in Figure 2, there is a range of scenarios for
processing speech that can be characterized by decreasing
amounts of human expertise and supervised intervention,
and a corresponding increase in unsupervised learning and
technical difficulty.
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Fig. 2. Potential ASR learning scenarios.

2.1. Expert-based Speech Processing

At one end of the spectrum is the conventional “expert-
based” approach that uses a pronunciation dictionary as
the cornerstone to anchor the mapping between sound se-
quences and word sequences, and exploits annotated train-
ing data with parallel speech and text to learn model pa-
rameters. This point represents most ASR research that
has been conducted since the late 1980s [17], when sub-
word hidden Markov models (HMMs) became the domi-
nant ASR paradigm [18].

2.2. Data-based Speech Processing

If the pronunciation dictionary and linguistic units are not
provided by an expert, then the issue of learning the dictio-
nary and associated inventory of units automatically must
be addressed. For languages that have straightforward
letter-to-sound mappings, a grapheme-based approach has
been shown to be effective [19]. For languages where
this is not the case, however, the challenge posed by this
“data-based” scenario is whether pronunciations can be

learned automatically from annotated data, and whether
a data-driven set of units can outperform a set of more
conventional linguistically specified units. Note that it
is somewhat ironic that, although all other parameters of
most ASR systems are learned from data, the conventional
pronunciation dictionary is still specified by experts. It is
not unreasonable to expect that, ultimately, automatically
learned units could out-perform manually specified units.

As an example of research headed in this direction, we
have been exploring the use of a pronunciation mixture
model, that can learn pronunciations for an entire lexicon
from an initial letter-to-sound (L2S) model and annotated
speech data [20]. If such a capability can be developed
without an initial L2S model - perhaps by iteratively learn-
ing sub-word units and their associated n-gram statistics,
then reasonable ASR capability should be achievable for
languages where annotated data is available.

The data-based scenario has several variations that in-
clude combinations of annotated and unannotated data, as
well as approaches that explore a combination of anno-
tated data from different languages in order to more easily
learn the ASR parameters of a new language [21]. There
are many real-world scenarios where a limited amount of
annotated data may be available along with much larger
inventories of unannotated data and there has been active
research in this area [22], as well as in active learning [23].
Another area of research related to this scenario is one
whereby low-cost human knowledge can be incorporated
into the learning process. For example, there has been
much recent activity on using crowdsourcing techniques
for collecting and annotating speech data [24, 25].

2.3. Decipher-based Speech Processing

A major break from conventional ASR training would be
achieved by techniques that are able to learn from unan-
notated speech combined with non-parallel text data. Al-
though the text data may be available to learn vocabular-
ies and language models, the determination of what words
occur where will need to be inferred from the data.

In the ASR community, there has been recent activity
on learning from unannotated speech - a scenario some-
times referred to as the zero resource scenario. Researchers
have shown, for example, that it is possible to identify
word-like patterns in the speech signal by looking for re-
occurring sound sequences [26, 27, 28, 29, 30, 31]. This
work is related in spirit to work on ‘motif’ discovery in the
data mining community [32]. Automatically discovered
speech patterns have been used for a variety of applica-
tions, including spoken query retrieval [33], topic segmen-
tation [34], topic classification [35, 36], and unit learn-
ing [37]. There has also been research directed towards
automatically finding an appropriate set of sub-word units
from speech data alone, sometimes referred to as self-
organizing units (SOUs) [38, 39].

A logical next step in these latter endeavors is to make
the connection with non-parallel text data, in order to learn
a pronunciation dictionary automatically. Theoretically at
least, knowledge of the lexicon should provide constraint



as to the inventory of linguistic units for a language. While
this may seem like a daunting problem, it may be viewed
as a kind of deciphering task which has received some
recent attention in the machine translation community for
non-parallel text corpora [40, 41], and it is possible that
such approaches may be useful for the speech “decipher-
based” scenario as well.

2.4. Sensor-based Speech Processing

At the extreme end of unsupervised speech processing lies
an area which most closely matches that of human spoken
language acquisition. In this “sensor-based” speech pro-
cessing scenario, incoming speech signals might be paired
with other sensory inputs such as vision. A natural ap-
plication for this capability is one that involves human-
machine interaction. For example, this scenario might be
appropriate for a robot in a new environment learning lan-
guage capability through spoken interactions. While this
may appear to be a futuristic, unrealistic, scenario, there
has been research in this area that indicate some ability to
jointly learn linguistic and perceptual models of seman-
tic concepts [42]. Certainly, for future interaction with
robots, it will be desirable to be able to teach the robot
new concepts through spoken interaction.

3. A SPEECH DECIPHERING CHALLENGE

Of the four speech scenarios described in the previous
section, the decipher-based scenario is the most obvious
candidate to serve as a challenge to the speech commu-
nity. The expert-based scenario is the current one that we
have been using for the past several decades, and which
continues to dominate current ASR research. The data-
based scenario has been at least partially addressed by
grapheme-based approaches, and is, arguably, on the verge
of being solved by virtue of automated dictionary learn-
ing methods. The sensor-based approach is more in the
realm of human-robot interaction, and I believe research
in speech, language, vision, and robotics will result in ad-
vances in this area in the coming years.

The decipher-based scenario can be considered an un-
supervised challenge for the speech community. Given
a corpus of unannotated speech, and an independent cor-
pus of text data, can we develop techniques that will au-
tomatically 1) learn an appropriate set of sub-word units,
2) make the connections between “words” in the text data
and the spoken realizations, and 3) learn a pronunciation
dictionary of these words in terms of the learned sub-word
units? One way to evaluate such a capability would be to
measure the transcription accuracy of a test data from the
same language, although other measures, such as spoken
term detection, could also be used. There have also been
recent efforts on unsupervised testing as well [43].

If such a capability could be achieved then arguably
we will have broken the language barrier, for many more
languages than have current ASR capability. We will also
make headway towards sensor-based scenarios where text
data are incorporated. Note that there is no reason this

task could not incorporate human-level feedback about
whether certain hypothesized words are appropriate (imag-
ine an Amazon Mechanical Turk task, for example). Note
also that there is no reason that linguistic information about
the nature of the inventories of speech sounds in the lan-
guages of the world, nor of other generic phonological
structures at the syllable, word level, etc., could not be
incorporated as a priori information. The challenge, as it
has always been, is to find a good stochastic model within
which to incorporate these constraints.

4. CONCLUSIONS

While the four speech processing scenarios described here
might seem increasingly outlandish and impractical, I be-
lieve that exploring methods that incorporate additional
unsupervised learning and require less supervised training
will allow us to break through the language barrier that
we face due to the sheer cost and effort of creating large
annotated corpora and associated dictionaries for new lan-
guages. Moreover, any unsupervised learning methods
that are effective are likely to benefit more traditional ASR
scenarios as well. These techniques will enable ASR tech-
nology to become more adaptable as learning becomes a
more intrinsic capability.

In summary, a move towards less supervised or un-
supervised speech processing poses a research challenge.
Due to recent advances in machine learning methods, ar-
guably, the time is ripe to make progress in this area. The
question is, how long will it take the speech community to
make headway? Let the adventure begin!
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