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ABSTRACT

The past decade has seen the development of a large
number of spoken dialogue systems around the world,
both as research prototypes and commercial applica-
tions. These systems allow users to interact with a
machine to retrieve information, conduct transactions,
or perform other problem-solving tasks. In this paper
we discuss some of the design issues which confront de-
velopers of spoken dialogue systems, provide some ex-
amples of research being undertaken in this area, and
describe some of the ongoing challenges facing current
spoken language technology.

1. INTRODUCTION

The past decade has seen the development of a large
number of spoken dialogue systems around the world,
both as research prototypes and commercial applica-
tions. These systems allow users to interact with a ma-
chine to retrieve information, conduct transactions, or
perform other problem-solving tasks. The architecture
of these systems can vary significantly, ranging from in-
teractive voice response (IVR) systems augmented with
isolated word recognition (e.g., “Press, or say two”),
to full-fledged natural language-based dialogue systems
which allow for more unconstrained input from the user
(e.g., “How may I help you?”).

Ever since the creation of the VOYAGER urban nav-
igation system in 1989 [22], researchers of the Spoken
Language Systems group at MIT have been active in
developing technology for spoken dialogue systems, and
have produced a number of such systems over the years,
including the JUPITER weather information system [66].
Rather than dwelling on the particular details of these
systems however, in this paper we try to discuss some of
the design issues which confront developers of spoken
dialogue systems, provide some examples of research
being undertaken in this area, and describe some of
the ongoing challenges facing current spoken language
technology.

The term “spoken dialogue system” has different
meanings to different people, but generally implies an
interactive system which operates in a constrained do-
main. One of the main ways in which systems differ
is the degree to which the system takes an active role
in the conversation. Systems which have a machine-
directed dialogue will tend to ask the user a series of
questions, much as an IVR system might interact with
a user. Directed queries (e.g., “What is the depar-
ture city?”) can result in shorter responses from the
user, which will result in higher success rates. Many
deployed systems have successfully used this strategy.
This framework can also be enhanced by allowing knowl-
edgeable (i.e., experienced) users to specify multiple
constraints in a single utterance.

An alternative approach to dialogue is to employ a
mixed-initiative strategy, whereby the system is more
flexible in handling constraints from the user, and can
typically process more complex linguistic inputs. These
systems usually attempt to jointly negotiate with the
user to help determine a set of constraints for the par-
ticular task. By allowing the user more flexibility how-
ever, these systems can have higher error rates, and can
be more confusing to users unfamiliar with the tech-
nology. In order to reduce the severity of this problem,
some systems deploy a hybrid approach, by backing off
to a more constraining dialogue when the system de-
tects it is having problems understanding the user (e.g.,
[50, 53]).

At a minimum, a spoken dialogue system requires
an automatic speech recognizer (ASR) to perform speech
to text conversion, some form of dialogue manager (con-
troller) to control the interaction with the user, and a
mechanism for conveying information to the user (e.g.,
text and/or speech generation). More complex systems
will generally incorporate modules for ASR, natural
language understanding (NLU), language generation,
speech synthesis, and a mechanism for handling local
discourse phenomena, in addition to the dialogue man-
ager. Figure 1 shows a block diagram of a spoken di-
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Figure 1: Block diagram of a spoken dialogue system.

alogue system used for MIT systems, which is similar
to the structure of many other systems.

The vocabulary sizes of spoken dialogue systems
can vary significantly depending on the domain, rang-
ing from hundreds of words for simple command and
control interfaces, to tens or even hundreds of thou-
sands of words for applications which involve recogniz-
ing items from a list (e.g., call routing [7, 9, 31], stock
quotes [5, 42]). Many mixed-initiative systems, such
as JUPITER, have vocabularies on the order of thou-
sands of words. It is interesting to observe that vocab-
ulary growth rates (unique words vs. corpus size) for
spoken dialogue systems are usually significantly lower
than for other types of recognition tasks such as tran-
scription [28]. This is because current dialogue systems
operate in a constrained domain, which tends to nat-
urally limit the range of queries from users, although
out-of-domain queries will certainly occur.

2. RECENT PROGRESS

In the past decade there has been increasing activity
in the the area of spoken dialogue systems, largely due
to government funding in the U.S. and Europe. By
the late 1980’s the DARPA spoken language systems
program was initiated in the U.S., focusing on under-
standing speech input. The research groups which took
part each developed an understanding system for an air
travel information service (ATIS) domain, undertook
a joint data collection effort, and underwent regular
common evaluations (e.g., [6, 24, 13, 65]). Since there
was no common ground established for evaluating un-
derstanding based on meaning representation, systems
were evaluated based on their answers from a static
database [37]. Dialogue was not emphasized in this
program, since different dialogue strategies from differ-
ent research groups would generate different user re-
sponses, and there was no agreed upon mechanism to

evaluate it across sites.

In the past year a new DARPA program has begun
which emphasizes dialogue-based interfaces incorporat-
ing both speech input and output technologies. One of
the properties of this program is that participants are
using a common system architecture to encourage com-
ponent sharing across sites [57]. Participants in this
program are developing both their own dialogue do-
mains, and a common complex travel task (e.g., [20]).

In Europe, there have been several large research
programs which encouraged research in spoken dia-
logue systems. The Esprit SUNDIAL (Speech Under-
standing and DIALog) program sponsored research in
four languages (English, French, German, and Ital-
ian) [46]. Participants developed systems for flight and
train schedule information. This program promoted
co-operation by requiring different sites to contribute
components to a single multi-site system. In the more
recent ARISE (Automatic Railway Information Sys-
tems for Europe) program, participants developed train
timetable information systems covering three different
languages (Dutch, French, and Italian) [16]. Groups ex-
plored alternative dialogue strategies, and investigated
different technology issues. Four prototypes underwent
substantial testing and evaluation (e.g., [12, 34, 54]).

In addition to the research sponsored by these pro-
grams, there have been many other independent initia-
tives as well. For example, the Office Manager system
developed at CMU provides voice access to application
programs for the office of the future [52]. The Berke-
ley Restaurant Project (BeRP) provided restaurant in-
formation in the Berkeley, California area [30]. The
AT&T AutoRes system allowed users to make rental
car reservations over the phone via a toll-free num-
ber [38]. Their “How may I help you?” system pro-
vides call routing services and information [27]. The
WAXHOLM system provides ferry timetables and tourist
information for the Stockholm archipelago [8]. In the
past few years, several spoken dialogue systems have
been commercially deployed in domains such as call
routing, stock quotes, train schedules, and flight reser-
vations (e.g., [4, 5, 42]).

Another active area of research for spoken dialogue
is conversational agents, which typically interact with
a user to plan some task, which the agent is then able
to carry out independently (e.g., “call me when that
flight is half an hour from the airport.”). These systems
are likely candidates to incorporate multi-modal inputs
and outputs (e.g., [1, 11, 63]).



Customer Agent
Act Freq. | Words || Freq. | Words
Acknowledge | 47.9 2.3 30.8 3.1
Request 29.5 9.0 15.0 12.3
Confirm 13.1 5.3 11.3 6.4
Inform 5.9 7.9 27.8 12.7
Statement 3.4 6.9 15.0 6.7

Table 1: Statistics of human-human conversations in
a movie domain (from Flammia [21]). Annotated di-
alogue acts are sorted by customer usage, and include
frequency of occurrence and average word length.

3. DIALOGUE DESIGN

When creating a spoken dialogue system, one of the
most basic design decisions is the structure of the dia-
logue manager itself. This section discusses some of the
issues that can be considered during the design process.

3.1. Studying Human Conversations

An open question for designers is how much to model
human-machine dialogue after observed human-human
communication. The study of human-human dialogue
is an active area of research itself; there have been many
large corpora collected and analyzed (e.g., [1, 2, 21]).
Human conversations contain large numbers of phe-
nomena such as disfluencies, interruptions, confirma-
tions, anaphora, and ellipsis. Many utterances sim-
ply cannot be properly understood except in the con-
text in which they occurred, and with knowledge of
the domain. Table 1 shows statistics of annotated dia-
logue acts computed from human-human conversations
in a movie information domain [21]. These statistics
show that nearly half of the customers’ dialogue turns
were acknowledgements (e.g., “okay,” “alright,” “uh-
huh”). ! They also show that customer queries were
not especially long. In a study of 100 hours of con-
versation from more than 1000 interactions between
customers and agents for several different information
tasks, Flammia found that over 80% of user utterances
contained fewer than 12 words, with over half being 4
words or less [21].

While it is clear that the study of human-human
conversations can provide valuable insights into the
nature of dialogue, it is still a matter of debate how
“human-like” spoken dialogue systems should be. The
ability to handle phenomena commonly used in human
conversations could ultimately make systems more nat-

LAn average dialogue consisted of over 28 turns between the
customer and the agent.

ural and easy to use by humans, but they also have the
potential to make things more complex and confusing.
This is part of the reason why there is a great diversity
in dialogue strategies deployed by different systems.

3.2. Modeling Dialogue Phenomena

Many human dialogue phenomena are being success-
fully modeled by some systems, however. Most systems
must deal with spontaneous speech artifacts such as
filled pauses and partial words, especially those which
allow users more flexibility in expressing their queries.
Systems with some natural language capability must
deal with discourse phenomena such as anaphora and
ellipsis, and must be capable of processing ungrammat-
ical queries, which are common in spontaneous speech.

Many systems are also able to handle interruptions,
by allowing for the user to “barge in” over the system
output (e.g., [5, 42, 53]). In addition to the problem
of being reliably able to detect barge-in (which can
quickly degrade both a human-machine and human-
human conversation if not done properly!), it becomes
necessary to properly update the dialogue status to re-
flect the fact that barge-in occurred. The system must
take into account where the interruption occurred dur-
ing its response. For example, if the system was read-
ing a list of flights, the system might need to remember
where the interruption occurred - especially if the inter-
ruption was under-specified (e.g., “I’ll take the United
flight,” “Tell me about that one”).

Researchers are also beginning to study the addi-
tion of back-channel communication in spoken dialogue
responses, in order to make the interaction more natu-
ral. Prosodic information from fundamental frequency
and duration appear to provide important clues as to
when back-channelling might occur [40, 65]. Interme-
diate feedback from the system can also be more in-
formative to the user than silence or idle music when
inevitable delays occur in the dialogue (e.g., “Hold on
while I look for the cheapest price for your flight to
London...”).

3.3. Matching Expectations with Capabilities

One of the more difficult problems in creating spoken
dialogue systems is accurately conveying the system ca-
pabilities to the user. This includes both the type of
speech input which can be processed by the system,
and the domain of knowledge of the system itself. Ex-
pert users are familiar with at least a subset of the
system capabilities, but this is not the case for novices,
who can have considerable difficulty if their expecta-
tions are not well-matched with the system capabili-
ties. Machine-directed dialogues tend to avoid these



problems altogether by leading the user through a se-
ries of questions, typically worded to produce a short
answer. These systems also can take advantage of the
fact that many users are familiar with the use of IVR
systems, and thus already have a good mental model
of the system’s input and output behavior.

The same is not true of more mixed-initiative dia-
logue systems, which provide more freedom to the user.
Users often do not understand the scope of the domain.
For example, our JUPITER system knows only short-
term weather forecasts, yet users ask a wide-variety
of legitimate weather questions (e.g., “What’s the av-
erage rainfall in Guatemala in January?” or, “When
is high tide tomorrow?”) which are outside the sys-
tem’s capabilities (they also ask a wide variety of non-
weather queries, but that is a slightly different issue).
In order to assist users to stay within the capabilities
of the domain, some form of “help” capability is re-
quired. However, designing help capabilities is not an
easy task. Users do not know how to ask for help, so
identifying help requests is a spoken language under-
standing task on its own. In addition, the user may
not understand the help (e.g., “Sorry, I didn’t under-
stand you, please rephrase your query”), especially if
they do not understand why the system was not work-
ing for them in the first place. In our experience, people
often tend to mimic whatever example suggestions are
given. For example, we have observed that whenever
an article appears about our JUPITER system with a
sample dialogue, people will call in and try the exact
same dialogue. Clearly the power of suggestion applies
to spoken dialogue systems!

In addition to not knowing the domain of knowl-
edge of the system, the user does not necessarily know
the range of knowledge within the domain. For ex-
ample, JUPITER does not know all 23,000 cities in the
United States, so it is necessary to be able to detect
when a user is asking for an out-of-vocabulary city, and
then help inform the user what cities the system knows
without listing all possibilities. JUPITER currently has
a hierarchical geography table which tries to help the
user narrow down a question to a specific city that it
knows.

Finally, even if the user knows the full range of ca-
pabilities of the system, they may not know what type
of questions the system is able to understand. Thus,
we have observed many different speaking styles in our
data which range from using isolated words, (e.g., “San
Francisco”), to speaking cryptically (e.g., “tempera-
ture, Boston”), to being extremely chatty (e.g., “hi
Jupiter, I'm taking a vacation to Hawaii next week and

7).

3.4. Recovering from Errors

Another challenging area of research is recovering from
the inevitable mis-understandings that a system will
make. Errors could be due to many different phenom-
ena (e.g., acoustics, speaking style, disfluencies, out-
of-vocabulary words, parse coverage, or understanding
gaps), and it can be difficult to figure out that there is
a problem, determine what the problem is caused by,
and convey an appropriate response to the user that
will fix the problem.

Many systems incorporate some form of confidence
scoring to try to identify problematic inputs (e.g., [5,
31]). The system can then try an alternative strategy
to either help the user, or back off to a more directed
dialogue and/or one that requires explicit confirma-
tion. Based on our statistics with JUPITER however,
we have found that when an utterance is rejected, it
is highly likely that the next utterance will be rejected
as well [44]. Thus, it appears that certain users have
an unfortunate tendency to go into a rejection death
spiral which can be hard to get out of! More precise
feedback from the system about the type of error and
possible solutions would help this situation.

Using confidence scoring to perform partial under-
standing allows for more refined corrective dialogue,
(e.g., requesting re-input of only the uncertain areas).
Partial understanding may also help in identifying out-
of-vocabulary words.

3.5. Integrating Multiple Modalities

Spoken dialogue systems can behave quite differently
depending on what input and output modalities are
available to the user. In displayless environments such
as the telephone, it might be necessary to tailor the
dialogue so as not to overwhelm the user with infor-
mation. When displays are available however, it may
be more desirable to simply summarize the informa-
tion to the user, and to show them a table or image
etc. Similarly, the nature of the interaction will change
if alternative input modalities, such as pen or gesture,
are available to the user. Which modality is most ef-
fective will depend among other things on environment
(e.g., classroom), user preference, and perhaps dialogue
state [14].

3.6. Implementation Strategies

There are many ways dialogue managers have been
implemented, and they cannot all be described here.
Many systems use a type of scripting language as a
general mechanism to describe dialogue flow (e.g., [10,
58, 60]). Other systems represent dialogue flow by a



graph of dialogue objects or modules (e.g., [5, 63]).

Another aspect of system implementation is whether
or not the active vocabulary or understanding capa-
bilities change depending on the state of the dialogue.
Some systems are structured so that a user can ask any
question at any point in the dialogue, so that the entire
vocabulary is active at all times. Other systems restrict
the vocabulary and/or language which can be accepted
at particular points in the dialogue. The trade-off is
generally one of increased user flexibility (in reacting
to a system response or query), and one of increased
accuracy, due to the constraints on the user input.

In most current dialogue systems, the design of the
dialogue strategy is typically hand-crafted by the sys-
tem developer. This can be a time-consuming process,
especially for mixed-initiative dialogues, whose result
may or may not generalize to different domains. There
is some research however, exploring the use of ma-
chine learning techniques to automatically determine
dialogue strategy [35].

4. SPOKEN LANGUAGE TECHNOLOGIES

In addition to the problem of creating a dialogue man-
ager, researchers are faced with many challenges in
other spoken language technologies. Aside from an
overall constraint of real-time performance which ap-
plies to the system as an ensemble, there are many in-
teresting research challenges for individual component
technologies. In this section we describe some of the
research issues in more detail.

4.1. Speech Recognition

Many of the issues for speech recognition in the con-
text of spoken dialogue can be found in other ASR
research areas as well. In addition to the challenges as-
sociated with spontaneous speech artifacts which have
been mentioned previously, some of the other problems
for spoken dialogue systems are listed here.

4.1.1. Channel Conditions

The acoustic input conditions naturally depend on the
setup of the particular dialogue system. In recent years
however, many systems have moved from using close-
talking, noise-canceling microphones, to telephones, or
possibly microphone arrays. Telephones provide access
to a much wider audience, and provide a more chal-
lenging acoustic environment due to narrower chan-
nel bandwidths, weaker S/N levels, and greater variety
in handset characteristics. Cellular phones provide an
even greater challenge due to added noise levels, drop-
out, and other artifacts.

4.1.2. Speaker Variation

When we made our systems publicly available for gen-
eral data collection, we started to observe a much wider
variety of dialects and non-native accents than we had
previously been able to collect. The difficulty of these
data varied widely depending on the strength of the
accent, and present a challenge to speaker-independent
recognition technology [36].

Another type of speech we had not seen before in
large quantities was data from children. These speak-
ers were often considerably harder because the system
had not been trained on large amounts of their data
previously, and because the telephone channel band-
widths eliminated a significant portion of their speech.
Despite the higher error rates, children were often fas-
cinated by the technology and were very patient with
the system - although they tended to just repeat their
query verbatim rather than rephrasing.

4.1.3. Adaptation

Adaptation is widely used to improve the performance
on individual speakers (e.g., [19]). Traditional adapta-
tion techniques require a lot of data however, and so
are not well suited to domains where there are a small
number of queries, and there is no user identification
mechanism. Thus, very short-term adaptation will be
important for these areas. Applications where the user
identity is known however, would be able to make use of
some form of user profile, including acoustic-phonetic
characteristics, as well as pronunciation, vocabulary,
language, and possibly domain preferences (e.g., user
lives in Boston, prefers aisle seat).

4.1.4. Adding New Words

In unconstrained input situations the vocabulary is not
specified to the user, so users are free to use words
unknown to the system. In systems such as JUPITER,
which does not recognize all possible cities in the world,
users will sometimes try to help out the system by
spelling the word (e.g., “I said B A N G O R Ban-
gor”), or emphasizing the syllables in the word (which
usually has poor consequences!). In addition to detect-
ing the presence of out-of-vocabulary words, it would
also be useful to be able to add new words (especially
content words) to dynamically augment system capa-
bilities (e.g., [3]).

4.2. Language Understanding

Once a dialogue system gets beyond isolated word in-
puts, it becomes necessary to have some capability to



process word sequences so that they can be appropri-
ately used by the system. There have been a large va-
riety of methods explored in this area, both as to how
linguistic constraints should be modelled, and how they
should be integrated into the search.

Some systems drive the recognizer with a formal
grammar (e.g., context-free). These systems have the
potential disadvantage of being overly constraining how-
ever. More flexible frameworks do not try to fully an-
alyze an utterance, but resort to keyword and phrase
spotting methods (e.g., [4, 65]). This approach was
highly successful when used during the DARPA ATIS
program, and has been deployed successfully in com-
mercial applications. Another hybrid approach, such
as that adopted at MIT, is to try to perform a com-
plete analysis of the utterance, but to back off to ro-
bust parsing when no complete parse is found [56]. In
all cases, some form of stochastic parsing is very useful
to provide constraint, in addition to being a platform
for understanding.

At this point it is not clear whether or not a com-
plete linguistic analysis is necessary. Certainly for sim-
ple domains such as JUPITER, it would be quite possible
to spot keywords or phrases. As the language gets more
complex however, it is not clear whether the simpler
approach will always be effective.

Another area which has been explored to some ex-
tent is to incorporate automatic learning methods into
understanding [47, 39, 45]. These methods require an
annotated corpus however, which can be a time-con-
suming task.

There has been much research exploring how lin-
guistic constraints can be incorporated into the search
process. The simplest form of integration strategy is
to decouple the two processes completely, whereby the
ASR computes the top-choice sentence hypothesis and
passes it to the NLU component for subsequent anal-
ysis. Currently, many systems compute a set of N-
best sentence hypotheses, or a word graph, which gets
processed by the NLU unit. Researchers have also ex-
plored more tightly-coupled strategies, although these
are less commonly used in systems with more complex
grammars due to increased computation. In general,
an ongoing research challenge is to incorporate as much
linguistic constraint early into the search, without in-
troducing search errors, or increasing computation time
much beyond real-time constraints.

4.3. Language Generation

Once an utterance has been understood by the system,
it becomes necessary to convey information to the user.
For systems with a display, it might be satisfactory to
simply display a table of information. In our experience

however, some form of linguistic feedback is extremely
valuable as it informs the user what the machine un-
derstood. As such, it will be easier to detect that the
machine made an error, and possibly to correct it. The
linguistic feedback is usually a terse form of summary
and often complements the tabular information.

The generation aspects are far more difficult when
the system has to present all of its information to the
user via speech. For example, it cannot speak about a
long list of flights in detail without overwhelming the
user with details, and therefore a significant part of
the generation modelling has to do with deciding how
to summarize a set of items in a list. Thus, there are
interesting issues in deciding how much to convey new
vs. old information, etc.

Many researchers have observed that the precise
wording of the response can have a large impact on the
user response. In general, the more vaguely worded re-
sponse will result in the larger variation of inputs [5,
50]. Which type of response is more desirable will per-
haps depend on whether the system is used for research
or production purposes. If the final objective is to im-
prove understanding of a wider variety of input, then
a more general response might be more appropriate.
A more directed response, however, would most likely
improve performance in the short-term.

The language generation used by most spoken di-
alogue systems tends to be static, using a constant
response pattern with users. We have observed that
introducing variation in the way we prompt users for
additional queries (e.g., “Is there anything else you’d
like to know?” “Can I help you with anything else?”,
“What else?”) is quite effective in making the system
appear less robotic and more natural to users. It would
be interesting to see if a more stochastic language gen-
eration capability would be well received by users. In
addition, the ability to vary the prosody of the output
(e.g., apply contrastive stress to certain words) also
becomes important in reducing the monotony and un-
naturalness of speech responses.

A more philosophical question for language gener-
ation is whether or not to personify the system in its
responses to users. Naturally, there are varied opinions
on this matter. In many situations we have found that
an effective response is one commonly used in human-
human interaction (e.g., “I'm sorry”). Certainly, users
do not seem to be bothered by the personification evi-
dent in our deployed systems.

4.4. Speech Synthesis

Depending on the nature of the feedback, systems will
use some form of speech synthesis for the user - es-
pecially for telephone-based systems. The type of syn-



thesis varies widely; from pre-recorded phrases, to word
and phrase concatenation, to general-purpose synthe-
sizers. In general, as the synthesis method becomes
more general purpose, naturalness degrades. It is inter-
esting to observe that the speech synthesis component
is the one that often leaves the most lasting impression
on users - especially when it is not especially natural.
As such, more natural sounding speech synthesis will
be an important research topic for spoken dialogue sys-
tems in the future.

4.5. Prosody

Although prosody impacts both speech understanding
and speech generation, it has been most widely incorpo-
rated into text-to-speech systems. However, there have
been attempts to make use of prosodic information for
both recognition and understanding [29, 43, 55], and it
is hopeful that more research will appear in this area
in the future. In the Verbmobile project, researchers
have been able to show considerable improvement in
processing speed when integrating prosodic informa-
tion into the search component during recognition [41].

5. DEVELOPMENT ISSUES

Developing spoken dialogue systems is a classic chicken
and egg problem. In order to develop the system ca-
pabilities, one needs to have a large corpus of data for
system refinement and evaluation. In order to collect
data that reflects actual usage, one needs to have a
system that users can speak to. Typically, developers
create an initial system with a small corpus of data,
perhaps using a wizard-of-oz data collection method,
and then use a system-in-the-loop mechanism to itera-
tively refine and evaluate the system components.

5.1. Data Collection

One of the things that has evolved considerably over
the last decade is the means and scale of data collec-
tion for system development and evaluation. This is
true for both the speech recognition and speech un-
derstanding communities, and can be seen in many of
the systems in the recent ARISE project [16], and else-
where. At MIT for example, the VOYAGER system was
developed by recruiting 100 subjects to come to our
laboratory and ask a series of questions to an initial
wizard-based system [22]. In contrast, the data col-
lection procedure for the more recent JUPITER consists
of deploying a publicly available system, and record-
ing the interactions [66]. There are large differences in
the number of queries, the number of users, and the
range of issues which the data provide. By using a

system-in-the-loop form of data collection, system de-
velopment and evaluation become iterative procedures.
If unsupervised methods were used to augment the sys-
tem ASR and NLU capabilities, it could become con-
tinuous (e.g., [32]).

We have found making our systems widely available
to real users has helped make our systems considerably
more robust, and has provided a wealth of data for re-
search in spoken dialogue systems. However, in order
to get users to actually use the system, it needs to be
providing “real” information to the user. Otherwise,
there is little incentive for people to use the system
other than to play around with it, or to solve toy prob-
lem scenarios which may or may not reflect problems
of real users.

5.2. Evaluation

One of the issues which faces developers of spoken di-
alogue systems is how to evaluate progress, in order to
determine if they have created a usable system. Devel-
opers must decide what metrics to use to evaluate their
systems to ensure that progress is being made. Met-
rics can include component evaluations, but should also
assess the overall performance of their system.

For systems which conduct a transaction, it is pos-
sible to tell whether or not a user has completed a task.
In these cases, it is also possible to measure accompa-
nying statistics such as the length of time to complete
the task, the number of turns etc. It has been noted
however, that such statistics may not be as important
as user satisfaction (e.g., [51]). For example, a spoken
dialogue interface may take longer than some alterna-
tive, yet users may prefer it due to other factors (less
stressful, hands free, etc). A better form of evaluation
might be a measure of whether users liked the system,
whether they called to perform a real task (rather than
browsing), and whether they would use it again, or rec-
ommend it to others.

Component evaluations for ASR and NLU are fairly
common, but are less common for generation and syn-
thesis since they are less amenable to automatic eval-
uation methods where it is necessary to decide what is
a correct answer. ASR evaluation is usually the most
straightforward although, even here, there are a range
of phenomena which are not necessarily obvious how
to evaluate (e.g., cross talk, mumbling, partial words).
NLU evaluation can also be performed by comparing
some form of meaning representation with a reference.
The problem with NLU understanding is that there is
no common meaning representation among different re-
search sites, so cross-site comparison becomes difficult.
In the DARPA ATIS program for example, the par-
ticipants ultimately could agree only on comparing to



an answer coming from a common database. Unfor-
tunately, this necessarily led to the creation of a large
document defining principals of interpretation for all
conceivable queries [37]. In order to keep the response
across systems consistent, systems were restricted from
taking the initiative, a major constraint on dialogue re-
search.

One way to show progress for a particular system is
to perform longitudinal evaluations for recognition and
understanding. In the case of JUPITER, we continually
evaluate on standard test sets, which we can redefine
periodically in order to keep from tuning to a particular
data set [49, 66]. Since data continually arrive, it is not
difficult to create new sets and re-evaluate older system
releases on these new data.

Some systems make use of dialogue context to pro-
vide constraint for recognition, for example, favoring
candidate hypotheses that mention a date after the
system has just asked for a date. Thus, any repro-
cessing of utterances in order to assess improvements
in recognition or understanding performance at a later
time need to be able to take advantage of the same di-
alogue context as was present in the original dialogue
with the user. To do this, the dialogue context must be
recorded at the time of data collection, and re-utilized
in the subsequent off-line processing, in order to avoid
giving the original system an unwarranted advantage.

5.3. Portability

Creating a robust, mixed-initiative dialogue system can
require a tremendous amount of effort on the part of
researchers. In order for this technology to ultimately
be successful, it must be made easier port existing tech-
nology to new domains and languages. Over time,
researchers have made the technology more modular.
For example, in our original VOYAGER system, the dis-
course and language generation components were com-
pletely intertwined with the domain “back-end.” Over
time, we have taken language generation and discourse
out of the back-end in order to make it more domain
independent, and to make it easier to port to new do-
mains. To date however, the dialogue manager is still
very much domain dependent, and it is an ongoing chal-
lenge to make this component more domain indepen-
dent.

Over the past few years, different research groups
have been attempting to make it easier for non-experts
to create new domains. Systems which modularize
their dialogue manager try to take advantage of the fact
that a dialogue can often be broken down into a smaller
set of sub-dialogues (e.g., dates, addresses), in order to
make it easier to construct dialogue for a new domain
(e.g., [5, 63]. For example, researchers at OGI have

developed rapid development kits for creating spoken
dialogue systems which are freely available [63], and
have been used by students to create their own sys-
tems [62]. Much more research is needed in this area if
we are to try and make systems with complex dialogue
strategies generalize to different domains.

6. CONCLUSIONS

Research in spoken dialogue systems has been increas-
ing steadily over the last decade due to growing interest
and demand for human-machine interaction. Many of
spoken dialogue systems are now successfully deployed,
in some cases for commercial applications, and tend to
use data collected from real users for system develop-
ment and evaluation. There are a wide range of di-
alogue strategies employed by these systems, ranging
from tightly controlled machine-directed dialogue, to
more flexible, and complex mixed-initiative dialogue.
Despite increasing success, there remain a number of
needed spoken language technologies which are neces-
sary for improved interaction with users. As always,
much work remains to be done to generalize the knowl-
edge gained from experience with one domain, to many
others.
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