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Abstract

This thesis introduces a new class of problems at the interface of combinatorial and convex optimization. We consider graphs where each vertex is paired with a convex program, and each edge couples two programs through additional convex costs and constraints. We call such a graph a Graph of Convex Sets (GCS). Over a GCS we can formulate any optimization problem that we can formulate over an ordinary weighted graph, with scalar costs on the vertices and edges. In fact, for any fixed choice of the variables in the convex programs, a GCS reduces to a weighted graph where we can seek, e.g., a path, a matching, a tour, or a spanning tree of minimum cost. The challenge in a GCS problem lies in solving the discrete and the continuous components of the problem jointly.

By combining the modelling power of graphs and convex optimization, GCSs are a flexible framework to formulate and solve many real-world problems. The graph and the combinatorial goal (e.g., finding a path or a tour) model the high-level discrete skeleton of a problem. The convex costs and constraints fill in the low-level continuous details. The primary contribution of this thesis is an efficient and unified method for solving any GCS problem. Starting from an integer-linear-programming formulation of an optimization problem over a weighted graph, this method formulates the corresponding GCS problem as an efficient Mixed-Integer Convex Program (MICP). This MICP can then be solved to global optimality using common branch-and-bound solvers, or approximately by rounding the solution of its convex relaxation. Importantly, both the formulation of the MICP and its solution are fully automatic, and a user of our framework does not need any expertise in mixed-integer optimization.

We first describe the GCS framework and the formulation of our MICP in general terms, without presupposing the specific combinatorial problem to be solved over the GCS. We illustrate our techniques through multiple examples spanning logistics, transportation, scheduling, navigation, and computational geometry. Then we focus on the Shortest-Path Problem (SPP) in GCS. This problem is particularly interesting since it generalizes a wide variety of multi-stage decision-making problems and, using our techniques, it can be solved very effectively. We consider two main applications of the SPP in GCS: optimal control of dynamical systems and collision-free motion planning.
planning. In these two areas, our techniques either generalize or significantly improve upon algorithms and optimization methods that have been developed for decades and are widely used in academia and industry.

Lastly, the techniques introduced in this thesis are implemented in the software packages Drake and gcspy. The former is a large and mature software for robotics. It is open-source and widely used by the community. The second is a very simple and lightweight Python package which is also open source. In this thesis, we will illustrate the usage of gcspy through multiple basic examples.
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Chapter 1

Introduction

1.1 Motivation and goals

Making optimal decisions quickly is a central theme in engineering. Hugely scalable methods for discrete decision making are widely used in everyday life. For example, through a graph search, Google Maps can find the fastest route from San Francisco to New York in a fraction of a second. Similarly, continuous (specifically, convex) optimization is the backbone of some of the most advanced engineering systems in the world, such as the FALCON 9 rocket by SpaceX [18]. However, the efficient blending of discrete and continuous decision making remains an open challenge. Examples of this challenge can be found in almost any engineering field, e.g., power electronics, energy systems, chemical processes, finance, and logistics. Below are three examples that come from world-leading companies in robotics:

- The robot Atlas by Boston Dynamics is the most agile humanoid in the world and has literally revolutionized people’s perception of robotics. To navigate through the parkour course shown in the left of Figure 1-1, Atlas must determine both the sequence of parkour obstacles to overcome and the motion of its center of mass and limbs. The first involves a discrete optimization problem, where the robot matches each footstep with a flat region on the ground. The second is a continuous optimization problem that requires computing a physically feasible way to run through the selected footsteps. Importantly, these two problems are tightly coupled and need to be solved jointly for the robot to move efficiently. Currently, Atlas relies on an engineer that hand-codes the solution of the discrete problem [24]. Therefore, the robot is not able to autonomously plan its motion through a novel parkour environment, or even adapt its motion along a pre-established path if, e.g., a ramp is missing. The development of planning
and control algorithms that can reason about the discrete and the continuous problems simultaneously is a major bottleneck towards the full autonomy of this robot.

- The robot arm Robin in the center of Figure 1-1 has sorted more than one billion packages in the Amazon warehouses [2]. Its sorting problem involves a complex mix of continuous trajectory optimization and discrete bin sorting and packing. The amount of packages that this robot handles in a unit of time is almost proportional to the income of the company. Therefore, there is a huge value in deploying advanced optimization methods that improve even by a small percentage the productivity of this robot. A one-percent increase of Robin’s operating speed would result in ten million extra packages processed every year.

- A drone flying through a forest has to plan its continuous position and orientation, and simultaneously answer discrete questions like “Do I avoid the tree by going left or right?”. Skydio drones (right of Figure 1-1) are some of the most advanced autonomous drones in the world. They are exceptionally proficient in short-term reactive collision avoidance [172], but can lack long-term reasoning when avoiding obstacles in intricate environments.

Why are we unable to deal with these discrete-continuous problems efficiently? The first hurdle is the number of moving pieces that these problems have. Just writing on a computer the mathematical problem of optimizing the motion of a humanoid robot requires days of work for an expert engineer. The second hurdle is the computational hardness (typically NP-hardness) of these problems: even when the optimization problem is formulated in full detail, solving it can be extremely challenging and time consuming.
The objective of this thesis is the development of a modeling and computational framework that meets the following criteria:

1. **A framework that captures the essence of our decision-making problems.** Specifically, the interplay between the high-level discrete skeleton and the low-level continuous details that appear in problems like the ones shown in Figure 1-1. The framework should do so at the modelling level, by allowing a modular assembly of a decision-making problem. It should also do so at the mathematical level, by providing simple abstractions that allow us to make crisp statements about our problems and algorithms.

2. **A framework that is amenable to efficient optimization.** Optimization concepts and tools such as tight convex relaxations, strong mixed-integer formulations, and approximation algorithms give us the vocabulary and the means to deal with and overcome the hardness of our problems. Our decision-making framework must take full advantage of the most powerful techniques that come from combinatorial and convex optimization.

3. **A framework that is high-level for the user.** The optimization techniques just mentioned allow us to cope with hard problems efficiently, but it is unrealistic to expect that the average user of our framework will be familiar with them. Our framework must then shield the user from the complexity of the optimization tools that are used behind the scenes to solve the decision-making problems.

### 1.2 Graphs of convex sets

In this thesis we propose a framework that we call **Graph of Convex Sets** (GCS); see Figure 1-2 for an illustration. A GCS is a graph (either directed or undirected) where every vertex is paired with a convex program. Each convex program is defined by a set of variables, a set of convex constraints, and a convex cost function that we seek to minimize. Every edge in a GCS is associated with additional convex costs and constraints that couple the convex programs at the endpoints of the edge.

Any optimization problem that we can formulate over an ordinary weighted graph is naturally generalized to GCSs. In fact, if we fix the value of the variables in each convex program, a GCS reduces to an ordinary weighted graph where vertex and edge costs are scalars, obtained by evaluating the cost functions in the GCS. Then, in this weighted graph, we can search for, e.g., a path, a tour, or a spanning tree of minimum cost. The challenge in a GCS problem is the coupling between the continuous and the discrete components of the problem: the continuous variables of each convex
program need to be chosen so that the optimal value of the resulting discrete problem is minimum. This leads to an optimization problem that is mixed, continuous and discrete.

As examples, Figure 1-3 illustrates the Shortest-Path Problem (SPP), the Traveling-Salesperson Problem (TSP), and the Minimum-Spanning-Tree Problem (MSTP) in GCS. Let us consider the SPP first. In its canonical formulation, the SPP asks for a path of minimum cost that connects two prescribed vertices of a weighted graph. The cost of a path is defined as the sum of the costs of the vertices and edges along the path. In the SPP in GCS the vertices in the selected path decide which convex programs are activated and deactivated. Similarly, the edges in the path decide which coupling costs and constraints are enforced. The cost of the path is then the optimal value of a larger convex program, that includes all the activated convex programs, coupling costs, and coupling constraints. A naive algorithm for the SPP in GCS would then solve a convex program for each path in our graph, and choose the path that yields the minimum optimal value. Of course this algorithm would be very inefficient, since the number of paths in a graph can grow very quickly with the size of the graph. Our goal is to devise an efficient way of optimizing the discrete path through the graph and the continuous variables in the activated convex programs jointly. The TSP in GCS and the MSTP in GCS are formulated through analogous extensions of the ordinary TSP and MSTP.

The main contribution of this thesis is an efficient and unified method for solving any GCS problem. This method starts from the formulation of a graph optimization problem (e.g., the SPP, the TSP, or the MSTP) as an Integer Linear Program
These ILPs are classical and very well studied. They typically have one binary variable per vertex and edge in the graph. The role of these variables is to take unit value if the corresponding vertex or edge is part of the optimal solution (e.g., the optimal path, tour, or spanning tree), and to take value of zero otherwise. Our method takes this ILP that models the discrete graph problem and automatically translates it into an efficient Mixed-Integer Convex Program (MICP) that models the corresponding GCS problem. This translation is based on perspective transformations (or, as we will call them in this thesis, homogenization transformations). This is a popular tool in mixed-integer optimization that allows us to activate and deactivate the convex costs and constraints in the GCS using the binary variables from the ILP.

Using a Branch-and-Bound (BB) algorithm, MICPs can always be solved to global optimality or declared infeasible if a solution does not exist. However, in general, the runtime of these algorithms can be very large. Our MICP is efficient in two main directions:

- It computationally lightweight, i.e., it has a small number of variables and constraints.
- It has tight convex relaxation, i.e., the convex program obtained by allowing the discrete variables to take continuous values approximates tightly the initial nonconvex problem.

---

1. An ILP is an optimization problem with affine cost, affine constraints, and integer decision variables.
2. An MICP is an optimization problem with convex cost and convex constraints. One part of the variables is real valued, and the other part is integer valued.
Because of these two features of our MICPs, BB algorithms converge quickly and reliably. Alternatively, our MICPs can be solved even faster, but approximately, by directly rounding the solution of their convex relaxation.

How does the GCS framework perform in terms of the criteria listed in the previous section?

1. **GCS captures the essence of our decision-making problems.** It encapsulates the interaction and the feedback between the discrete and the continuous components of our problems. The graph models the high-level discrete decision making, e.g., the parkour obstacle sequence, the bin sorting, and the collision avoidance for the problems in Figure 1-1. The convex programs describe the low-level continuous elements, such as the robot dynamics and energy consumption. A GCS problem can be defined in a modular fashion, one convex program at the time. GCS problems are also easy to work with at a mathematical level. For example, their computational complexity can be easily established via simple reduction arguments.

2. **GCS is amenable to efficient optimization.** Our framework takes full advantage of fundamental results from combinatorial and graph optimization, and naturally translates them into our mixed-integer setting. The MICPs that our method generates automatically are highly efficient. In multiple areas, they generalize or significantly improve upon the mixed-integer formulations that have been proposed in the literature to solve narrow special cases of our problems.

3. **GCS is high-level for the user.** Formulating a GCS problem requires only basic familiarity with graphs and convex optimization. Then, the reformulation into an MICP and the interplay between the discrete and the continuous components of the problem is handled completely automatically.

The GCS framework has numerous applications, spanning logistics, transportation, scheduling, navigation, computational geometry, and data analysis. In this thesis we will briefly mention some of these, but we will mostly focus on optimal control of dynamical systems and collision-free motion planning of robotic systems. In these two areas, our optimization techniques outperform algorithms that have been developed for decades. We also highlight that the techniques introduced in this thesis are implemented in the software packages Drake \cite{frank2019drake} and gcspy. The former is a large and mature software for robotics that is open-source and widely used in academia and industry. The second is a very simple and lightweight Python package, the use of which will be illustrated in this thesis through basic numerical examples.
1.3 Related works

1.3.1 Discrete-continuous optimization and decision-making

We overview existing frameworks for mixed discrete-continuous optimization and decision making, using the three bullet points at the end of Section 1.1 as bases for the comparison.

Mixed-integer optimization

A Mixed-Integer Program (MIP) is an optimization problem that involves both discrete (integer) and continuous (real) variables. MIPs have been deeply studied for decades [140, 66], and the techniques developed to solve these problems will form the computational backbone of this thesis. The expressive power of mixed-integer optimization is very large; in fact, most of the problems that we are interested in this thesis can, and will eventually be, formulated as MIPs. On the other hand, as a modelling language, mixed-integer optimization is too low-level for most of the problems that we are interested in. Formulating, e.g., the problems in Figure 1-1 directly as MIPs would be extremely tedious; from the definition of the problem variables to the encoding of all the necessary constraints that couple the continuous and discrete choices. In addition, formulating an MIP is very error prone: there are typically many ways in which a given problem can be formulated as an MIP, and the efficiency of the formulation is highly sensitive to small modeling choices. Understanding these interactions requires experience and a deep knowledge of the downstream algorithms that are used to solve the MIP. Although our framework will eventually call an MIP solver, our goal is to provide the users with a higher-level interface that shields them from any concern regarding the efficiency of the underlying MIP, which is constructed automatically.

Satisfiability

Boolean satisfiability problems have also been interfaced to continuous (convex) optimization, for example in [171]. These frameworks can effectively solve problems that involve complex logical implications between continuous variables and constraints. However, similarly to mixed-integer optimization, these languages can be too low-level for most users, and they require a significant modeling effort and experience.
Hybrid dynamical systems

Hybrid systems are dynamical systems that exhibit both discrete and continuous behaviors [26, 12, 122, 187, 81]. Many problems that involve a mix of discrete and continuous decision making can be seen as optimal-control problems for hybrid systems. On the other hand, general hybrid-system models can sometimes be too detailed and unstructured for efficient optimization, and their control methods predominantly leverage analytical techniques over numerical ones [117, 165].

Special classes of discrete-time hybrid systems that are amenable to numerical (mixed-integer) optimization include: Mixed Logical-Dynamic (MLD) systems, PieceWise-Affine (PWA) systems, and Switched-Affine (SA) systems. (See [12] and [23, Chapter 16] for more complete lists.) MLD systems are constrained linear systems whose states and control inputs have mixed real and integer values. They have great modelling power, but, from a computational point of view, they have similar drawbacks to mixed-integer optimization: they are a low-level description of the system dynamics, and their computation times can be sensitive to small modelling choices. PWA and SA systems are described in terms of families of affine dynamics that are activated depending on the current state and control action. Although, under mild assumptions, their representation power is the same as MLD [92], these are more high-level. Mainly because they do not require the user to explicitly encode the discrete relations between the continuous states and control inputs. This is taken care of in the transcription as an MIP, which can be done automatically with efficient methods [137, 129].

Computation times are the main limitation to a widespread application of mixed-integer optimization for the control of the hybrid systems above [139, 174, 130]. In Chapter 10 we will see that optimal-control problems for PWA and SA systems are naturally formulated as SPPs in GCS. The techniques introduced in this thesis recover the results in [137, 129] as special cases, and also lead to novel mixed-integer formulations that, for certain problems, are orders of magnitude faster to solve.

1.3.2 Graph problems

The GCS framework shares multiple similarities with problems that have been studied before in the fields of graph theory and combinatorial optimization. Here we briefly describe these works, highlighting their similarities and differences from the GCS framework.
Network-based convex optimization

Identical structures to the our GCSs have been proposed to model convex optimization problems in the software packages SnapVX \cite{88} and Plasmo.jl \cite{97}. These works deal with purely continuous optimization problems, where the sparsity pattern of the objective function and constraints is modelled by a graph. This graph structure facilitates the modelling of a problem and is leveraged by the underlying optimization algorithm. Our work adds an extra layer of complexity, since we pose combinatorial problems over these graphs. First we must select a discrete subgraph among a certain family (e.g., paths, tours, or spanning trees), and then we have to optimize the continuous variables paired with the vertices in this subgraph. In other words, our problem simplifies to the one in \cite{88, 97} when the only subgraph that we can select is the whole graph.

Graph problems with neighborhoods

Graph problems where the vertices are allowed to move within corresponding sets are often called problems with neighborhoods. The TSP, the MSTP, and the Facility-Location Problem (FLP) are three of the combinatorial problems that have been studied most extensively in their variants with neighborhoods \cite{4, 193, 27}. Exact algorithms for these problems generally rely on expensive mixed-integer nonconvex optimization \cite{76, 19}, and are mostly limited to neighborhoods in two or three dimensions. GCS problems are a large superclass of these problems with neighborhoods, and the techniques we introduce in this thesis can easily scale to high dimensions and graphs with hundreds or thousands of vertices and edges.

The SPP in GCS will be a major focus of this thesis, and its special case with neighborhoods has not been studied as extensively as the problems above. The SPP with neighborhoods has been analyzed in \cite{53} under stringent assumptions that ensure polynomial-time solvability: the sets are disjoint rectilinear polygons in the plane, and the edge lengths penalize the $L_1$ distance between the vertices. The applications we target with this thesis, however, do not satisfy any of these hypotheses. A well-studied special case of the SPP with neighborhoods is the touring-polygon problem which, in its unconstrained version, requires finding the shortest path between two points that visits a set of polygons in a given order \cite{54}. In case of convex polygons, this problem is easily solved using convex optimization, whereas, for nonconvex polygons, it is NP-hard \cite[Theorem 6]{54}. The SPP in GCS differs from this problem in that the programs paired with the GCS vertices are convex, and the order in which we visit them is not predefined. Similar in spirit are also some classical problems in
computational geometry: the safari \cite{142}, the zoo-keeper \cite{191}, and the watchman-route \cite{36} problems. (See also \cite{114} Part IV] and the references therein.)

An important application of graph problems with neighborhoods is robot sensory coverage \cite{38, 73, 20, 29}. Exact formulations of these problems are also based on mixed-integer nonconvex optimization, and are limited to relatively small coverage tasks. Therefore, in practice, these problems are solved approximately \cite{29}. The techniques we propose in this thesis have the potential of significantly extending the reach of exact methods also in this area.

Graph problems with clusters

Generalized Steiner problems \cite{55}, or generalized network-design problems \cite{61, 156}, can be thought of as the discrete counterpart of the problems with neighborhoods. The vertex set is partitioned into clusters and the problem constraints are expressed in terms of these clusters, rather than the original vertices. For example, in the TSP with clusters \cite{141, 64} we seek a shortest tour that visits each cluster of vertices at least or exactly once. Analogous generalizations have been studied for many other problems (e.g., the MSTP \cite{138, 56, 62}, the vehicle routing problem \cite{79}, and graph coloring \cite{115, 48}). A clustered version of the SPP has been presented in \cite{116}: each vertex in the graph is assigned a nonnegative weight, and the total vertex weight incurred by the shortest path within each cluster must not exceed a given value. In the same paper, a pseudo-polynomial algorithm based on Dijkstra’s algorithm \cite{52} is proposed for the solution of this problem.

The problems that we analyze in this thesis can be approximated as graph problems with clusters in a natural way. In low-dimensional spaces, this approximation can be computationally efficient and sufficiently accurate for many practical applications. However, this strategy is infeasible in high dimensions, where covering a volume of space with a cluster requires an exponential number of points.

Euclidean shortest paths

Another problem that is close in spirit to the SPP in GCS is the Euclidean SPP \cite{114}. In this problem we seek a continuous path that connects two points and does not collide with a collection of polygonal obstacles. In two dimensions, the shortest path is a polygonal line whose corners are vertices of the obstacles. By constructing a visibility graph, the problem is then reduced to a discrete graph search and solvable in polynomial time \cite{121, 113}. In three dimensions or more this strategy breaks; in fact, the problem becomes NP-hard \cite{32} Theorem 2.3.2]. An approximation algorithm
for the three-dimensional case has been proposed [145]. Practical algorithms for the multidimensional case based on a grid-discretization of the space have been considered in [185, 107]. More recently, exact-geometry algorithms for problems of this nature have been discussed in [49], and a moment-based technique for computing Euclidean shortest paths in case of semialgebraic obstacles has been proposed in [59].

A main difference between the Euclidean SPP and the SPP in GCS is that in the first problem we seek a continuous path, while in the second we optimize a finite set of points. However, we will see in Chapter 11 that, given a decomposition of the obstacle-free space into convex sets, the Euclidean SPP can be reduced to the SPP in GCS exactly. It is important also to highlight that our techniques are not limited to Euclidean distances but only assume convexity of the problem cost functions. As an example, this allows us to define the distance between two points as the energy consumed by a dynamical system to move between them (see the examples in Chapter 10).

1.3.3 Robot motion planning

Collision-free robot motion planning will be one of the main applications considered in this thesis. The efficient design of trajectories that avoid obstacles is a crucial challenge in robot autonomy. From quadrotors to robot arms, from autonomous cars to legged robots, almost every modern robotic system relies on a collision-avoidance planner to move in its environment. We briefly discuss the techniques currently used to solve these problems, and how the proposed framework improves on them.

Numerical optimization offers mature tools for motion planning in high-dimensional spaces under kinematic and dynamic constraints (see, e.g., [17, 5, 180, 157, 168, 147, 195] among the many works in this area). However, by transcribing the planning problem as a nonconvex optimization, and by relying on local solvers, these techniques can often fail in finding a feasible trajectory if there are obstacles in the environment. Strategies to overcome local optima in trajectory optimization exist, and include sampling trajectories from probability distributions [198, 100, 106], constructing trajectory libraries offline [176, 182, 14, 123, 126], and breaking down the problem into a sequence of subproblems of increasing difficulty [125, 35, 28]. Although these strategies can be effective for many problems, roboticists typically prefer sampling-based planners when facing cluttered environments [105, 112]. Sampling-based algorithms are probabilistically complete, meaning that, if a feasible obstacle-free trajectory exists, they will eventually find one, regardless of the number of obstacles. However, even using asymptotically optimal sampling-based planners [102, 103, 74, 98], the trajectories that we design can be considerably suboptimal in high dimensions, where
dense sampling is infeasible. In addition, even though many of these algorithms support kinodynamic constraints [101, 190, 82], continuous differential constraints are difficult to impose on discrete samples, making these kinodynamic variants less successful in practice.

The promise of the planners based on mixed-integer optimization [166, 161, 136, 47] is to take the best of the two worlds above: the completeness of sampling-based algorithms, and the ease with which trajectory optimization handles the robot kinematics and dynamics, with the added bonus of global optimality. However, the spread of these techniques has been severely limited by their runtimes, which even for small problems can be on the order of minutes.

Convex optimization [25] is commonly viewed as a tool unsuitable for designing trajectories around obstacles. On the one hand, this belief is well grounded given the computational hardness of exact collision-free motion planning [160, 31]. On the other hand, these negative results do not exclude the possibility of approximate motion planners based on convex optimization that perform very well on the problems we typically encounter in practice. The motion-planning method proposed in this thesis is natively a mixed-integer algorithm. However, our MIPs are dramatically more efficient than the ones proposed before: the convex relaxation of our programs is very tight, and a cheap rounding of their solution is typically sufficient to design globally-optimal trajectories. This reduces the MIP to a cheap convex program, and automatically provides optimality bounds for the planned trajectories.

Task and motion planning

The problem of blending high-level discrete logic and low-level continuous motion planning has been deeply studied by the artificial-intelligence community, under the name of Task And Motion Planning (TAMP). The techniques developed in this area are highly scalable, and have been used to successfully solve a variety of robotics problems [73]. Although optimization methods are widely used within TAMP algorithms [184], the TAMP formalism does not yield a simple mathematical abstraction of our problems. In addition, existing solution methods for TAMP do not consider the discrete-continuous problem as a whole, but are complex software stacks of high-level logic planners and low-level motion planners [67]. The techniques presented in this thesis can potentially lead to simpler and more effective optimization methods for solving TAMP problems.
1.4 Thesis structure

This thesis is composed of three parts. In the first part, we review the necessary background in convex optimization (Chapter 2), mixed-integer optimization (Chapter 3), and graphs (Chapter 4). In the second part, we describe the GCS framework and the formulation of our MICP (Chapter 5). Chapter 6 illustrates multiple real-world applications spanning logistics, transportation, scheduling, navigation, and computational geometry. Chapter 7 describes gcspy, an open-source Python implementation of the methods introduced in this thesis. In Chapter 8, we analyze in more abstract terms the technique used to formulate our MICP, and we connect our approach to existing relaxation techniques for nonconvex optimization. The third part of this thesis is focused on the SPP in GCS (Chapter 9), and its applications to optimal control of dynamical systems (Chapter 10) and collision-free motion planning (Chapter 11). We will see that in optimal control our techniques generalize existing approaches to formulate control problems as MIPs, and also provide novel formulations that, for some problems, can be orders of magnitude faster to solve. In motion planning our methods outperform algorithms that have been developed for decades and are widely used in academia and industry.
Part I

Background
Chapter 2

Convex analysis and optimization

In this chapter we collect some basic concepts from convex analysis and convex optimization. We will only cover the material that is necessary for the upcoming chapters. Most of the results on convex analysis that we report can also be found in [162]. Other precious resources on this topic are [94, 15]. For the background on convex optimization we point the reader to [25, 13].

2.1 Sets

A set $\mathcal{K} \subseteq \mathbb{R}^n$ is said to be a cone if for all $x \in \mathcal{K}$ and $y > 0$ we have

$$yx \in \mathcal{K}.$$  

In other words, we say that $\mathcal{K}$ is a cone if $y\mathcal{K} := \{yx : x \in \mathcal{K}\} \subseteq \mathcal{K}$ for all $y > 0$. Note that if $y > 0$ and $\mathcal{K}$ is a cone, then $1/y > 0$ and $(1/y)\mathcal{K} \subseteq \mathcal{K}$. We can then multiply both sides of the last inclusion by $y$ to obtain $\mathcal{K} \subseteq y\mathcal{K}$. We conclude that a cone $\mathcal{K}$ verifies the equality

$$y\mathcal{K} = \mathcal{K}$$

for all $y > 0$.

A set $\mathcal{C} \subseteq \mathbb{R}^n$ is convex if the line segment connecting any two points in $\mathcal{C}$ is also contained in $\mathcal{C}$. In formulas, $\mathcal{C}$ is convex if for all $x_0, x_1 \in \mathcal{C}$ and $y \in [0, 1]$ we have

$$(1 - y)x_0 + yx_1 \in \mathcal{C}.$$  

Using the set notation, the set $\mathcal{C}$ is convex if it satisfies

$$(1 - y)\mathcal{C} + y\mathcal{C} = \mathcal{C}$$
for all \( y \in [0,1] \), where the plus sign denotes the Minkowski addition of two sets. Note that the intersection of a (potentially infinite and even uncountable) collection of convex sets is convex. Also any affine transformation of a convex set (e.g., the projection onto a lower dimensional space) is convex.

The following examples of convex cones will be particularly important for us:

- The **origin** \( \mathbb{O}^n := \{0 \in \mathbb{R}^n\} \).
- The **nonnegative orthant** \( \mathbb{R}_{\geq 0}^n := \{x \in \mathbb{R}^n : x \geq 0\} \).
- The **second-order cone** (or Lorentz cone) \( \mathbb{L}_n := \{(x, y) \in \mathbb{R}^n : \|x\|_2 \leq y\} \).
- The **semidefinite cone** \( \mathbb{S}_n := \{X \in \mathbb{R}^{n \times n} : X = X^\top, a^\top X a \geq 0 \text{ for all } a \in \mathbb{R}^n\} \) is a convex cone in the space of \( n \)-by-\( n \) matrices. It is also isomorphic to a convex cone in \( \mathbb{R}^{n(n+1)/2} \), where the isomorphism stacks in a vector the entries in the upper (or lower) triangle of the symmetric matrix \( X \in \mathbb{S}_n \).

The **convex hull** of a set \( \mathcal{S} \subseteq \mathbb{R}^n \), denoted as \( \text{conv}(\mathcal{S}) \), is the smallest convex set that contains \( \mathcal{S} \). Equivalently, it is the intersection of all the convex sets that contain \( \mathcal{S} \). We call a point \( \sum_{i=1}^{m} y_i x_i \) with \( y_1, \ldots, y_m \geq 0 \) and \( \sum_{i=1}^{m} y_i = 1 \) a **convex combination** of the points \( x_1, \ldots, x_m \in \mathbb{R}^n \). The convex hull of a set \( \mathcal{S} \) can be verified to be the set of points that can be expressed as convex combinations of points in \( \mathcal{S} \). A point \( x \) of a convex set \( \mathcal{C} \) is said to be an **extreme point** if it cannot be expressed as the convex combination of points \( x_0, \ldots, x_m \in \mathcal{C} \) different from \( x \). We denote with \( \text{ext}(\mathcal{C}) \) the set of extreme points of a convex set \( \mathcal{C} \). It is easily verified that a compact convex set is equal to the convex hull of its extreme points.

A **polyhedron** is a convex set of the form \( \mathcal{P} := \{x \in \mathbb{R}^n : A x + b \geq 0\} \) for some matrix \( A \in \mathbb{R}^{m \times n} \) and vector \( b \in \mathbb{R}^m \). Geometrically, the polyhedron \( \mathcal{P} \) is the intersection of \( m \) closed halfspaces. A polyhedron has a finite number of extreme points. A bounded polyhedron is called a **polytope**.

In practice, most of the sets that we encounter in convex optimization are described in **conic form**:

\[
\mathcal{C} := \{x \in \mathbb{R}^n : A x + b \in \mathcal{K}\} \quad (2.1)
\]

for some matrix \( A \in \mathbb{R}^{m \times n} \), vector \( b \in \mathbb{R}^n \), and closed convex cone \( \mathcal{K} \subseteq \mathbb{R}^m \). When the cone \( \mathcal{K} \) is the origin \( \mathbb{O}^m \), we obtain an affine space. When \( \mathcal{K} \) is the nonnegative orthant \( \mathbb{R}_{\geq 0}^m \), we have a polyhedron. Convex quadratic sets can be represented in conic form by letting \( \mathcal{K} \) be the Cartesian product of second-order cones \( \mathbb{L}_{m_1}, \ldots, \mathbb{L}_{m_k} \) such that \( m_1 + \ldots + m_k = m \). A spectrahedron is a set of the form \( (2.1) \) where \( \mathcal{K} \) is (isomorphic to) a semidefinite cone.
2.1.1 Homogenization

Every set $\mathcal{S}$ in $n$ dimensions is naturally paired with a cone in $n+1$ dimensions through an operation called homogenization:\footnote{The term homogenization is used, e.g., in \cite{197} Definition 1.13. Sometimes this is also called perspective \cite{94} Section IV.2.2 or conic hull \cite{13} Section 3.3.}

$$\tilde{\mathcal{S}} := \{(x, y) \in \mathbb{R}^{n+1} : y > 0, \ x \in y\mathcal{S}\}.\$$

It is easy to show that the set $\tilde{\mathcal{S}}$ is a cone and is convex if and only if the original set $\mathcal{S}$ is convex. Note also that $x \in \mathcal{S}$ if and only if $(x, 1) \in \tilde{\mathcal{S}}$.

The homogenization $\tilde{\mathcal{S}}$ does not contain the origin, and the cone $\tilde{\mathcal{S}}$ is not closed unless $\mathcal{S}$ is empty. When doing numerical computations, we will always work with the closure $\text{cl}(\tilde{\mathcal{S}})$ of the homogenization. Also, most of the times we will deal with compact sets, for which the closure of $\tilde{\mathcal{S}}$ is simply obtained by including the origin:

$$\text{cl}(\tilde{\mathcal{S}}) = \{(x, y) \in \mathbb{R}^{n+1} : y \geq 0, \ x \in y\mathcal{S}\} = \tilde{\mathcal{S}} \cup \{0\}. \quad (2.2)$$

Among its many uses, the operation of homogenization allows us to parameterize in a convex fashion the convex hull of the union of a collection of convex sets. The following result was first introduced for polyhedral sets in \cite{9}, and extended to convex sets in \cite{34}.

**Lemma 2.1.** Let $\mathcal{C}_1, \ldots, \mathcal{C}_m$ be compact convex sets. We have

$$\text{conv} \left( \bigcup_{i=1}^{m} \mathcal{C}_i \right) = \left\{ x : (x, 1) = \sum_{i=1}^{m} (x_i, y_i), \ (x_i, y_i) \in \text{cl}(\tilde{\mathcal{C}}_i) \text{ for } i = 1, \ldots, m \right\}. \quad (2.3)$$

**Proof.** Let us call $\mathcal{C}$ the set on the right-hand side. This set is convex, since it is the orthogonal projection of a convex set in the space of the variables $x, x_i, y_i.$ The set $\mathcal{C}$ contains each set $\mathcal{C}_i$, which is recovered by fixing $y_i = 1$ in the definition of $\mathcal{C}$. Therefore $\mathcal{C}$ contains the convex hull of the union of the sets $\mathcal{C}_i$. For the reverse inclusion, we note that any point $x \in \mathcal{C}$ can be expressed as $x = \sum_{i \in \mathcal{I}} y_i x'_i$, where $\mathcal{I}$ is the set of $i$ such that $y_i > 0$ and $x'_i := x_i/y_i$. Since $x_i \in y_i \mathcal{C}_i$, we have that $x'_i \in \mathcal{C}_i$. Therefore $x$ is a convex combination of points in the sets $\mathcal{C}_i$, and $\mathcal{C}$ is contained in the convex hull of the union of these sets. \hfill \Box

The homogenization of a convex set $\mathcal{C}$ described in conic form is computed very easily. In fact, for $y > 0$, we observe that

$$y\mathcal{C} = \{yx : Ax + b \in \mathcal{K}\} = \{yx : A(yx) + by \in y\mathcal{K}\} = \{x' : Ax' + by \in \mathcal{K}\},$$

The term homogenization is used, e.g., in \cite{197} Definition 1.13. Sometimes this is also called perspective \cite{94} Section IV.2.2 or conic hull \cite{13} Section 3.3.
and this gives us
\[ \tilde{\mathcal{C}} = \{(x, y) : y > 0, \ A x + b y \in \mathcal{K}\}. \] (2.4)

In addition, it is also easily verified that
\[ \text{cl}(\tilde{\mathcal{C}}) = \{(x, y) : y \geq 0, \ A x + b y \in \mathcal{K}\}. \] (2.5)

The expressions (2.4) and (2.5) have great practical relevance. Roughly speaking, they tell us that if we can efficiently do computations with a set \( \mathcal{C} \) described in conic form, then the same is true for (the closure of) its homogenization \( \tilde{\mathcal{C}} \).

### 2.1.2 Dual and polar cones

Let \( \mathcal{K} \subseteq \mathbb{R}^n \) be a cone. The set
\[ \mathcal{K}^* := \{ a : x^\top a \geq 0 \text{ for all } x \in \mathcal{K} \} \]
is called the **dual cone** of \( \mathcal{K} \). Since \( \mathcal{K}^* \) is the intersection of (infinitely many) closed half-spaces, it is closed and convex, even if the original cone \( \mathcal{K} \) is neither closed nor convex. Note that the dual cone is unchanged if we take the closure or the convex hull of \( \mathcal{K} \). It can also be seen that by taking the dual of a cone twice we obtain the closure of the convex hull of the original cone:
\[ \mathcal{K}^{**} = \text{cl}(\text{conv}(\mathcal{K})). \] (2.6)

Therefore, if the cone \( \mathcal{K} \) is closed and convex, then we have \( \mathcal{K}^{**} = \mathcal{K} \).

We say that a linear inequality \( a^\top x + b \geq 0 \) is **valid** for a set \( \mathcal{S} \subseteq \mathbb{R}^n \) if it is satisfied by all the points \( x \in \mathcal{S} \). Valid inequalities give us a second cone in \( n + 1 \) dimensions that is naturally associated to a set in \( n \) dimensions. This cone is called the **polar** of \( \mathcal{S} \) and contains the coefficients of all the valid inequalities:
\[ \mathcal{S}^\circ := \{(a, b) : a^\top x + b \geq 0 \text{ for all } x \in \mathcal{S}\}. \]

Similarly to the dual cone, the polar is always closed and convex, even when \( \mathcal{S} \) is not.

The cones constructed by the operations of homogenization and polar are connected by the following lemma.

---

2The name polar is a little unusual here: the polar is typically a set in \( n \) dimensions.
Lemma 2.2. For a set $\mathcal{S} \subseteq \mathbb{R}^n$, the polar $\mathcal{S}^\circ$ and the closure of the convex hull of the homogenization $\text{cl}(\text{conv}(\mathcal{S}))$ are dual cones to each other.

This lemma is immediately implied by multiple fundamental results in convex analysis. In Section 2.4.1 below we give an elementary proof that does require any prior knowledge.

As a corollary of Lemma 2.2, we have that a closed convex set $\mathcal{C}$ is such that

$$\text{cl}(\mathcal{C}) = (\mathcal{C}^\circ)^* = \{(x, y) : a^T x + by \geq 0 \text{ for all } (a, b) \in \mathcal{C}^\circ\}. \quad (2.7)$$

Also, by slicing the sets above with the hyperplane $\{(x, y) : y = 1\}$, we obtain the well-known fact that a closed convex set is the intersection of all the closed halfspaces that contain it:

$$\mathcal{C} = \{x : a^T x + b \geq 0 \text{ for all } (a, b) \in \mathcal{C}^\circ\}. \quad (2.8)$$

2.2 From sets to functions

Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ be a function. The epigraph of $f$ is the set of points that lie above the graph of $f$:

$$\text{epi}(f) := \{(x, y) \in \mathbb{R}^{n+1} : f(x) \leq y\}.$$ 

Note that the epigraph does not “cover” the points $x$ where $f$ takes infinite value. Through this mapping, any function in $n$ variables is uniquely associated with a set in $n + 1$ dimensions.

Conversely, to retrieve a function in $n$ variables from a set $\mathcal{S} \in \mathbb{R}^{n+1}$, we define the operation

$$\text{ipo}(\mathcal{S})(x) := \inf\{y : (x, y) \in \mathcal{S}\}, \quad (2.9)$$

where the infimum of an empty set is defined to be infinite. Pictorially, the graph of the function $\text{ipo}(\mathcal{S})$ is the “lower boundary” of the set $\mathcal{S}$. If the set $\mathcal{S}$ is convex, then the function $\text{ipo}(\mathcal{S})$ is also convex.

The equality

$$f = \text{ipo}(\text{epi}(f))$$

\footnote{The operation in (2.9) is widely used in convex analysis, but to the best of our knowledge it does not have a commonly accepted name. Here the word ipo (Greek prefix for “below”) is meant to contrast the word epi (Greek prefix for “above”).}
holds for any function $f$. Therefore the function $ipo$ is the left inverse of the function $epi$. Conversely, if we start from a set $S$, we can have that $S \neq epi(ipo(S))$, since the function $ipo(S)$ loses all the information about the “upper boundary” of $S$.

The properties of a function $f$ are inherited by the properties of its epigraph. A function $f$ is said to be **closed** if its epigraph is a closed set. While the closure of a function is defined as

$$cl(f) := ipo(cl(epi(f))).$$

In words, we construct the epigraph of $f$, we take its closure, and then we map this closed set back to a closed function.

We say that a function $f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ is **positively homogeneous** if its epigraph is a cone. This implicit definition is easily seen to be equivalent to the following explicit definition: a function $f$ is positively homogeneous if for all $y > 0$ we have

$$yf(x) = f(yx).$$

Note that the closure of any positively homogeneous function has value equal to zero at the origin.

The function $f$ is called **convex** if its epigraph is convex. The equivalent explicit definition is that $f$ is convex if, for all $x_0, x_1$ and $y \in [0, 1]$, we have

$$f((1 - y)x_0 + yx_1) \leq (1 - y)f(x_0) + yf(x_1).$$

In words, every line segment connecting two points on the graph of $f$ lies entirely above the graph of $f$. This formula is easily extended to convex combinations that involve more than two points. Given scalars $y_i \geq 0$ such that $\sum_{i=1}^{m} y_i = 1$, we have

$$f\left(\sum_{i=1}^{m} y_i x_i\right) \leq \sum_{i=1}^{m} y_i f(x_i). \quad (2.10)$$

Note that a convex function that takes only finite values $f : \mathbb{R}^n \to \mathbb{R}$ is necessarily closed.

The **homogenization** of a function $f$ is constructed similarly to the closure:

$$\tilde{f} := ipo\left(\tilde{epi}(f)\right).$$

We lift the function to its epigraph, we homogenize, and we take the infimum to retrieve a function.\(^4\) Note that $\tilde{f}$ is a function in $n + 1$ variables, since the homoge-
nization increases the dimension of the space by one. The function \( \bar{f} \) is convex if and only if \( f \) is convex. In addition, \( \bar{f} \) is positively homogeneous, since its epigraph is a cone. An equivalent explicit definition of the homogenization of a function is

\[
\tilde{f}(x, y) := \begin{cases} 
  yf(x/y) & \text{if } y > 0 \\
  \infty & \text{otherwise}
\end{cases}
\]

Since this operation is not very common, for completeness, we report in Section 2.4.2 below a proof of the equivalence of the two definitions of homogenization of a function.

Similarly to the homogenization of a set, in practice, we always work with the closure of \( \tilde{f} \). If the original function \( f \) is closed, by taking the closure we change the value of the homogenization \( \tilde{f} \) only for \( y = 0 \). In particular, we ensure that

\[
\text{cl}(\tilde{f})(0, 0) = 0. \tag{2.11}
\]

The values \( \text{cl}(\tilde{f})(x, 0) \) for \( x \neq 0 \) are a little more complicated to describe, but also irrelevant to the results in this thesis.

A set \( \mathcal{C} \) in conic form (2.1) is said to be a conic representation of a function \( f \) if \( \text{epi}(f) = \mathcal{C} \). We will also say that a function \( f \) is described in conic form if we have a conic representation of it. In convex optimization, we often work with conic representations of functions instead than with the explicit descriptions of them. Important for this thesis is the observation that if we are given a conic representation of a function \( f \) then a conic representation of \( \tilde{f} \) is easily computed using the formula (2.4). While (2.5) can be used to describe \( \text{cl}(\tilde{f}) \) in conic form.

### 2.3 Convex optimization

A **Convex Program** (CP) is an optimization problem of the form

\[
\begin{align*}
\text{minimize} & \quad f(x) \quad \tag{2.12a} \\
\text{subject to} & \quad x \in \mathcal{C}, \quad \tag{2.12b}
\end{align*}
\]

where the objective function \( f : \mathbb{R}^n \to \mathbb{R} \) and the constraint set \( \mathcal{C} \subset \mathbb{R}^n \) are convex. Sometimes we will refer to the set \( \mathcal{C} \) as the **feasible set** of the CP, and to its elements as **feasible solutions**. The CP is said to be **feasible** if a feasible solution exists, i.e., if \( \mathcal{C} \neq \emptyset \). A feasible solution \( x_{\text{opt}} \) is **optimal** if \( f(x_{\text{opt}}) \leq f(x) \) for all \( x \in \mathcal{C} \). If an optimal solution exists, we call \( f_{\text{opt}} := f(x_{\text{opt}}) \) the **optimal value** of the CP.

A fundamental property of CPs is that any locally optimal solution (i.e., any
point \( x_{opt} \) such that \( f(x_{opt}) \leq f(x) \) for all \( x \) in a neighborhood of \( x_{opt} \) is also an optimal solution according to the (global) definition just given [25, Section 4.2.2]. A commonly satisfied assumption for the existence of an optimal solution is that the feasible set \( C \) is nonempty and compact.

CPs are a fundamental class of optimization problems, with applications in essentially every engineering discipline. The great majority of the CPs that we encounter in practice can be solved efficiently and reliably using interior-point methods (or other specialized algorithms such as the simplex method). However, strictly speaking, it is not always true that a CP can be solved efficiently: for example, the set of nonnegative polynomials is a convex cone (in the space of the polynomial coefficients), but checking if a polynomial is nonnegative is NP-hard. In this thesis we will be a little imprecise, and use the term “convex optimization problem” almost as a synonym of “optimization problem that is efficiently solvable”.

### 2.3.1 Conic optimization

A Conic Program (KP) is a CP with linear objective function and constraint set in conic form:

\[
\begin{align*}
\text{minimize} & \quad c^\top x \\
\text{subject to} & \quad Ax + b \in \mathcal{K},
\end{align*}
\]

where \( c \in \mathbb{R}^n, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \), and \( \mathcal{K} \subseteq \mathbb{R}^m \) is a closed convex cone. Special classes of KPs are:

- **Linear Program** (LP) when \( \mathcal{K} \) is the nonnegative orthant.

- **Second-Order Cone Program** (SOCP) when \( \mathcal{K} \) is the Cartesian product of second-order cones.

- **SemiDefinite Program** (SDP) when \( \mathcal{K} \) is (isomorphic to) the semidefinite cone.

These classes of problems have increasing modelling power: every LP is an SOCP, and every SOCP is an SDP. SDPs are efficiently solvable, and cover the vast majority of the practical uses of convex optimization.

Another important class of CPs are **Quadratic Programs** (QP), these are CPs in the form (2.12) with quadratic objective function \( f \) and polyhedral constraint set \( \mathcal{C} \). Every QP can be formulated as an SOCP. However, in many cases, active-set
algorithms specialized to this class of problems can be more effective than using an
SOCP solver.

2.3.2 Conic duality

The KP (2.13) is associated to the following dual program

\[
\begin{align*}
\text{maximize} & \quad -b^\top \lambda \\
\text{subject to} & \quad A^\top \lambda = c, \\
& \quad \lambda \in \mathcal{K}^*,
\end{align*}
\]

where the variable is $\lambda \in \mathbb{R}^m$. Note that the dual program is also a KP.

The optimal value of the primal problem (2.13) is greater than or equal to the
optimal value of the dual problem (2.14). In fact,

\[
c^\top x - (-b^\top \lambda) = x^\top c + b^\top \lambda = x^\top A^\top \lambda + b^\top \lambda = (Ax + b)^\top \lambda \geq 0,
\]

where the last inequality uses the duality of $\mathcal{K}$ and $\mathcal{K}^*$. This property is called weak
duality.

**Strong duality** holds when the primal problem (2.13) and the dual problem (2.14)
have exactly the same optimal value. For this to be true we need to make further
assumptions on the problem data. For example, a sufficient condition for strong du-
ality to hold are the so-called Slater conditions. These require both the primal and
the dual problem to be strictly feasible. For the primal this means that there exists
$x$ such that $Ax + b$ is in the interior of $\mathcal{K}$. For the dual we require the existence of
$\lambda$ in the interior of $\mathcal{K}^*$ such that $A^\top \lambda = c$.

The following result is well known, and will be useful in a few occasions. We give
a proof of it based on duality in Section 2.4.3 below.

**Lemma 2.3.** Let $\mathcal{P} := \{x \in \mathbb{R}^n : Ax + b \geq 0\}$ be a polyhedron. For any valid
inequality $(c, d) \in \mathcal{P}^\circ$ there exists a vector $\lambda \in \mathbb{R}^m_{\geq 0}$ such that $c = A^\top \lambda$ and $d \geq b^\top \lambda$.

2.3.3 Disciplined convex programming

In order to solve a CP it is not sufficient to write it symbolically on a computer and
send it to a solver. In fact, solvers for convex optimization can typically handle only
a limited family of conic constraints, and it is our job to transform generic convex
functions and sets in these canonical forms. **Disciplined Convex Programming**
(DCP) [85] is an effective way to automatize these transformations. It is a modular
and algorithmic framework for assembling convex optimization problems. The idea is that the user must follow a restricted set of rules and methods to assemble a CP; then the DCP software automatically certifies the convexity of the problem and communicates with the solver. Popular software packages for DCP are cvx [84], cvxpy [50], and Convex.jl [186].

More precisely, the DCP framework has two main components [85, Section 5]:

- A library of atoms. This is a collection of functions and sets whose properties are known and explicitly declared.
- A convexity ruleset. This governs how the atoms, the variables, the parameters, and the numeric values in the optimization problem can be combined to produce convex results.

A disciplined CP is an optimization problem built in accordance with the convexity ruleset using elements from the atom library.

In this thesis, we will make large use of the homogenization operations defined above. Given a generic convex set $\mathcal{C}$ or convex function $f$, computing the homogenization ($\tilde{\mathcal{C}}$ or $\tilde{f}$) can be very tedious and error prone. Using DCP this process is fully automatic: any DCP-compliant set or function is automatically described in conic form (2.1), then computing the homogenization can be easily done using (2.4).

### 2.4 Supporting proofs

We collect in this final section the proofs that are not necessary for the main body of the chapter.

#### 2.4.1 Duality of homogenization and polar

In Section 2.1.2 we have stated that for a set $\mathcal{S} \subseteq \mathbb{R}^n$ the cones $\mathcal{S}^\circ$ and $\text{cl}(\text{conv}(\tilde{\mathcal{S}}))$ are dual to each other. We give here a basic proof of this statement.

Since the cones $\mathcal{S}^\circ$ and $\text{cl}(\text{conv}(\tilde{\mathcal{S}}))$ are closed and convex, it suffices to show that the first is the dual of the second. In turn, this is equivalent to show that

$$\mathcal{S}^\circ = \tilde{\mathcal{S}}^*,$$

where the closure and the convex hull are omitted since they do not affect the dual cone. We show mutual inclusion of the two sets above.

Let $(a, b) \in \mathcal{S}^\circ$. By definition, we have $a^\top x + b \geq 0$ for all $x \in \mathcal{S}$. We multiply this inequality by $y > 0$ and have that $a^\top (y x) + by \geq 0$ for all $y > 0$ and $x \in \mathcal{S}$. We
define $x' := yx$ and conclude that $a^T x' + by \geq 0$ for all $y > 0$ and $x' \in yS$, i.e., for all $(x', y) \in \tilde{S}$. This shows that $(a, b) \in \tilde{S}^*$ and, therefore, $S^o \subseteq \tilde{S}^*$.

Assume that $(a, b) \in \tilde{S}^*$. We have $a^T x + by \geq 0$ for all $(x, y) \in \tilde{S}$, i.e., for all $y > 0$ and $x \in yS$. Defining $x' := x/y$, we have $a^T x' + b \geq 0$ for all $x' \in S$. This shows that $(a, b) \in S^o$ and $\tilde{S}^* \subseteq S^o$.

### 2.4.2 Homogenization of a function

In Section 2.2 we have given two definitions of the homogenization of a function $f$. The first is $\tilde{f} = \text{ipo}(\tilde{\text{epi}}(f))$. The second is $\tilde{f}(x, y) = yf(x/y)$ if $y > 0$ and $\tilde{f}(x, y) = \infty$ otherwise. Let us show that these definitions are in fact equivalent.

For any $y > 0$, we have

$$y\text{epi}(f) = \{y(x, y') : f(x) \leq y'\} = \{(yx, yy') : yf(x) \leq yy'\} = \{(x', y'') : yf(x'/y) \leq y''\}.$$ 

Using this equality, we have

$$\tilde{\text{epi}}(f) = \{(x, y', y) : y > 0, (y', x) \in y\text{epi}(f)\} = \{(x, y', y) : y > 0, yf(x/y) \leq y'\}.$$ 

We can then conclude that the two definitions are equivalent:

$$\text{ipo}(\tilde{\text{epi}}(f))(x, y) = \inf\{y' : y > 0, yf(x/y) \leq y'\} = \begin{cases} yf(x/y) & \text{if } y > 0 \\ \infty & \text{otherwise} \end{cases}.$$ 

### 2.4.3 Implied valid inequalities

We give a short proof of Lemma 2.3 based on LP duality (although this fact could be verified using more basic tools). We want to check whether the following LP is feasible for any valid inequality $(c, d) \in \mathcal{P}^o$:

\[
\begin{align*}
\text{maximize} & \quad 0 \\
\text{subject to} & \quad A^\top \lambda = c, \\
& \quad b^\top \lambda \leq d.
\end{align*}
\]
The dual of this problem is the LP

\[
\begin{align*}
\text{minimize} & \quad c^\top x + dy \\
\text{subject to} & \quad Ax + by \geq 0, \\
& \quad y \geq 0.
\end{align*}
\]

The dual LP is always feasible, since \( x = 0 \) and \( y = 0 \) is a feasible solution. Thus, by strong duality, the primal LP is feasible if and only if the dual LP has finite optimum. The constraints in the dual LP are equivalently rewritten equivalent as \( (x, y) \in \text{cl}(\tilde{P}) \).

By Lemma 2.2, the sets \( P^\circ \) and \( \tilde{P}^* \) are equal. Therefore, our assumption \( (c, d) \in P^\circ \) is equivalent to \( c^\top x + dy \geq 0 \) for all \( (x, y) \in \text{cl}(\tilde{P}) \). We conclude that the optimal value of the dual LP cannot be negative, and the dual LP has finite optimum \( x = 0 \) and \( y = 0 \).
Chapter 3

Mixed-integer optimization

Mixed-integer optimization is the computational backbone of the techniques introduced in this thesis. Generally speaking, a Mixed-Integer Program (MIP) can be very hard to solve and the runtimes of a mixed-integer solver can grow very quickly (exponentially) with the problem size. However, this is the worst-case scenario, and a lot can be done to construct highly effective MIPs that can be solved quickly for most of (if not all) the instances that we encounter in practice. The goal of this chapter is twofold. First, we introduce the essential background on mixed-integer optimization: what an MIP is, how MIPs are classified, and what algorithms can be used to solve these problems. Secondly, we introduce the notions and the tools necessary to distinguish between efficient and inefficient MIPs.

Two great sources for all the details about mixed-integer optimization are the classical book [140] and the more recent book [42].

3.1 Mixed-integer programs

An MIP is an optimization problem with continuous variables $x \in \mathbb{R}^n$ and discrete (integer) variables $y \in \mathbb{Z}^m$. Given an objective function $f : \mathbb{R}^{n+m} \rightarrow \mathbb{R}$ and a constraint set $S \subseteq \mathbb{R}^{n+m}$, we can state a generic MIP as

\begin{align}
\text{minimize} & \quad f(x, y) \\
\text{subject to} & \quad (x, y) \in S, \\
& \quad y \in \mathbb{Z}^m.
\end{align}
(We explicitly state the constraint $y \in \mathbb{Z}^m$ since, if not specified otherwise, variables of optimization problems will always be assumed to be real valued.) We call the set

$$\mathcal{T} := \mathcal{S} \cap \mathbb{R}^n \times \mathbb{Z}^m$$

feasible set of the MIP \((3.1)\) and its elements \((x, y) \in \mathcal{T}\) feasible solutions. The MIP is feasible if a feasible solution exists and infeasible otherwise. A feasible solution \((x_{\text{opt}}, y_{\text{opt}})\) is optimal if $f(x_{\text{opt}}, y_{\text{opt}}) \leq f(x, y)$ for all \((x, y) \in \mathcal{T}\). If an optimal solution exists, we denote with $f_{\text{opt}} := f(x_{\text{opt}}, y_{\text{opt}})$ the MIP optimal value.

If we discard constrain \((3.1c)\) from our MIP, we obtain the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad f(x, y) \quad (3.2a) \\
\text{subject to} & \quad (x, y) \in \mathcal{S}. \quad (3.2b)
\end{align*}
\]

This problem is called the relaxation of the MIP. We denote an optimal solution of the relaxation as \((x_{\text{relax}}, y_{\text{relax}})\), and we let $f_{\text{relax}} := f(x_{\text{relax}}, y_{\text{relax}})$ be its optimal value. Observe that

$$f_{\text{relax}} \leq f_{\text{opt}},$$

since by discarding a constraint from an optimization (minimization) problem the optimal value can only decrease. As discussed in Section \(3.2\) below, the tightness of this inequality plays a central role in the efficiency of an MIP. Loosely speaking, an MIP is efficiently solvable if its relaxation can be solved quickly and the gap $f_{\text{opt}} - f_{\text{relax}} \geq 0$ is small.

MIPs are classified according to the properties of the function $f$ and the set $\mathcal{S}$, which can significantly affect our ability of solving an MIP efficiently. Below we define the classes of MIPs that are most relevant for this thesis.

### 3.1.1 Mixed-Boolean programs

A Mixed-Boolean Program (MBP) is an MIP where the discrete variables can only take binary value: $y \in \{0, 1\}^m$. Equivalently, a MBP is a problem of the form of \((3.1)\) where

$$\mathcal{S} \subset \mathbb{R}^n \times [0, 1]^m.$$ 

All the MIPs that we will encounter in this thesis are, in fact, MBPs. However, the term MBP is unusual and, although technically our problems will be MBPs, we will still call them as MIPs.
3.1.2 Mixed-integer convex programs

If the objective function $f$ and the constraint set $S$ are convex, we call problem (3.1) a Mixed-Integer Convex Program (MICP). MICPs are a fundamental class of MIPs since their relaxations are convex optimization problems, which (in most of the cases) can be solved very quickly. To emphasize the convexity assumption, we call the relaxation of an MICP convex relaxation. Using the Branch-and-Bound (BB) algorithm described in Section 3.3.2 below, most MICPs can be reliably solved to global optimality, although the algorithm might take a long time.

In contrast to the class of MICPs, we will occasionally call Mixed-Integer Non-Convex Program (MINCP) an MIP where the objective function $f$ and/or the constraint set $S$ are nonconvex. Most MINCPs are intractable; the main exceptions are very small MINCPs where the feasible set $T$ can be finely discretized and searched exhaustively.

3.1.3 Mixed-integer conic programs

If the objective function $f$ is linear and the constraint set $S$ is a closed convex set in conic form, then problem (3.1) is called Mixed-Integer Conic Program (MIKP). The subclasses of this family of problems are classified as in Section 2.3. We have a

- Mixed-Integer Linear Program (MILP) when the set $S$ is a polyhedron,
- Mixed-Integer Second-Order Cone Program (MISOP) when $S$ is convex quadratic,
- Mixed-Integer SemiDefinite Program (MISDP) when $S$ is a spectrahedron.

The relaxations of these problems are named in the natural way. For example, we call linear relaxation the relaxation of an MILP.

We could say that MILPs play a more important role in mixed-integer optimization than LPs play in convex optimization. The first reason for this is geometric. Polyhedra are the simplest shape that can enclose finite sets of points. Therefore, as we will also see in the next chapter, they are a natural candidate to model the discrete side of an MIP. The second reason is algorithmic. As discussed in Section 3.3.2 below, the simplex algorithm for linear optimization can be integrated in the BB procedure more efficiently than the interior-point algorithm used for more general conic programs.

A Mixed-Integer Quadratic Program (MIQP) is an MIP of the form (3.1) with $f$ quadratic and $S$ polyhedral. These problems are representable as MISOCPs
but, similar to MILPs, they can be solved more efficiently using specialized BB methods that leverage the polyhedral constraint set. Having said this, nowadays also MIS-OCPs and MISDPs can be solved quite effectively even with freely available solvers (see, e.g., Pajarito [39]).

3.1.4 Integer programs

An Integer Program (IP) is an MIP with only integer variables, i.e., \( n = 0 \). IPs can be classified the same ways as MIPs. For example, an Integer Linear Program (ILP) is an IP with linear objective and polyhedral constraint set. We will see in the next chapter that all the graph problems of interest for this thesis are naturally formulated as ILPs.

3.2 What makes a good MIP?

An MIP can be solved using a variety of methods. Some of them are general purpose algorithms, like the BB method in Section 3.3.2. Others are tailored to a specific subclass of MIPs, and leverage particular properties of the objective function \( f \) and the constraint set \( S \). However, what almost all the MIP solution algorithms have in common, is that they rely on the relaxation (3.2) to obtain important information about the original MIP. For the efficient solution of an MIP is then fundamental that the relaxation has two characteristics:

- it can be solved quickly,
- it approximates the original MIP tightly.

The first requirement is typically met if the relaxation is a conic program such as an LP, an SOCP, or even an SDP. In addition, this program must have a small number of variables and constraints.

One way to quantify the second requirement is to look at the relaxation gap. For problems with positive optimal value \( f_{opt} \), we define the relaxation gap as

\[
\frac{f_{opt} - f_{relax}}{f_{opt}}.
\]

The relaxation gap is nonnegative and, assuming that the relaxation has nonnegative optimal value \( f_{relax} \), it is at most one. A small relaxation gap means that the relaxation is a good approximation of the MIP (a perfect approximation if the relaxation gap is zero). A relaxation gap close to one means that solving the relaxation conveys almost
no information about the optimal solution of the MIP. Of course, the relaxation gap
is not a direct way to estimate the efficiency of an MIP, since in order to compute it
we must have solved the MIP already. What the relaxation gap gives us is a useful
metric to compare two alternative MIPs that model the same underlying problem
(two, so called, MIP formulations of the same problem).

Consider the MIP (3.1), and assume that its objective function $f$ is linear. (This
can be assumed without loss of generality: if $f$ is nonlinear, we can introduce a slack
variable $s$, add the constraint $s \geq f(x, y)$, and minimize $s$ instead.) A second MIP
with the same objective function $f$ and different constraint set $\mathcal{S}' \subset \mathbb{R}^{n+m}$ models
the same problem as the MIP (3.1) if

$$\mathcal{S}' \cap \mathbb{R}^n \times \mathbb{Z}^m = \mathcal{T}.$$ 

We then observe that the relaxation gap of the second MIP is lower than or equal to
the one of the first if

$$\mathcal{S}' \subseteq \mathcal{S}.$$ 

In this case, we say that the second MIP formulation is stronger than the first. We
also note that if the MIP (3.1) satisfies

$$\mathcal{S} = \text{conv}(\mathcal{T})$$ \hspace{1cm} (3.3)

then minimizing a linear function over $\mathcal{T}$ or $\mathcal{S}$ is equivalent (i.e., gives the same optimal
value). Therefore, if (3.3) holds, then the relaxation gap is guaranteed to be zero, and
this formulation is the strongest possible (a so called perfect formulation). Note,
however, that a perfect formulation is not necessarily the most efficient, since the set
$\mathcal{S}$ might be defined by many constraints and the relaxation might be computationally
very expensive.

Stronger formulations can also be constructed by using auxiliary variables, i.e.,
the second MIP in the comparison above can have a higher-dimensional constraint
set $\mathcal{S}'$. In this case, we say that the second formulation is stronger than the first if
the projection of $\mathcal{S}'$ onto the space of the original variables $x$ and $y$ is contained in $\mathcal{S}$.
In fact, sometimes the convex hull of the feasible set $\mathcal{T}$ can have very complex shape,
but it can be efficiently described as the projection of a simple higher-dimensional
convex set. A perfect formulation that uses auxiliary variables is called an extended
formulation [41]. (This term also implicitly implies that the formulation has a
number of constraints and variables that is polynomial in the size of the original
problem.)
3.3 Solution methods

We conclude this chapter by describing in more details how an MIP can be solved. We discuss two solution methods that will be used many times in this thesis: rounding and BB. The former is a simple heuristic approach. The latter is a more sophisticated algorithm, which is guaranteed to always identify an optimal solution.

3.3.1 Rounding

Rounding entails the following simple steps:

1. We compute \((\underline{x}_{\text{relax}}, \underline{y}_{\text{relax}})\) by solving the MIP relaxation.

2. If an entry of the vector \(\underline{y}_{\text{relax}} \in \mathbb{R}^m\) is fractional, we approximate it with an integer value (i.e., we “round” it). This gives us a vector \(\underline{y}_{\text{round}} \in \mathbb{Z}^m\).

3. We return \((\underline{x}_{\text{relax}}, \underline{y}_{\text{round}})\) as an estimate of the optimal solution of the MIP with cost \(f_{\text{round}} := f(\underline{x}_{\text{relax}}, \underline{y}_{\text{round}})\).

Potentially, we can also add an extra step where the relaxation is solved a second time with the additional constraint \(\underline{y} = \underline{y}_{\text{round}}\). In this case we return the optimal solution \((\underline{x}_{\text{round}}, \underline{y}_{\text{round}})\) of this second problem, which has value \(f_{\text{round}} := f(\underline{x}_{\text{round}}, \underline{y}_{\text{round}})\).

Rounding is not guaranteed to identify the optimal solution of the MIP. In fact, it is not even guaranteed to find a feasible solution. On the other hand, if it finds a feasible solution, then it automatically provides us with the following simple bound on its distance from the optimum:

\[
\delta_{\text{opt}} := \frac{f_{\text{round}} - f_{\text{opt}}}{f_{\text{opt}}} \leq \frac{f_{\text{round}} - f_{\text{relax}}}{f_{\text{relax}}} := \delta_{\text{relax}},
\]

where \(\delta_{\text{opt}}\) is the true optimality gap, \(\delta_{\text{relax}}\) is the upper bound on the optimality gap automatically obtained from the rounding, and where we assumed that the optimal value \(f_{\text{relax}}\) of the relaxation is nonnegative.

General purpose rounding strategies (e.g., round the entries of \(\underline{y}_{\text{relax}}\) to the nearest integer) are typically ineffective. Rounding works especially well when:

- a feasible solution of the MIP can be found easily,
- the problem has some structure that can be leveraged.

For example, as we will see in Section 9.3, if the integer variables parameterize a path through a graph, then many fast graph-search algorithms are natural candidates for
the rounding stage. Note also, that the rounding needs not to be a deterministic process. One common approach is to apply a randomized rounding multiple times and select the rounded solution with the lowest cost.

### 3.3.2 Branch and bound

BB is a general-purpose optimization algorithm that systematically shrinks its search space around the optimal solution of a problem. The BB search space is composed by multiple sets of simple shape. At each iteration, we select one of these sets and minimize our objective function over it. If this subproblem has optimal value larger than a known upper bound on the optimal value of the original problem, then the selected set cannot contain an optimal solution and is discarded from the BB search space. Otherwise, the set is split into two smaller sets that better approximate the feasible set of the original problem, and the process is repeated.

Let us describe the application of a very basic BB algorithm to the MIP (3.1). For simplicity of presentation, let us assume that either the MIP (3.1) is infeasible or an optimal solution exists. More complicated versions of BB can handle corner cases such as unbounded problems (i.e., feasible problems with no optimal solutions). During the iterations of the BB method, we update three objects:

- An estimate \((x_0, y_0)\) of the optimal solution of the MIP. The initial value of this estimate is irrelevant.

- An upper bound \(f_0\) on the optimal value \(f_{opt}\) of the MIP. After a feasible estimate \((x_0, y_0)\) is found, this upper bound will be set to \(f_0 := f(x_0, y_0)\). Before that, we simply let \(f_0 := \infty\).

- A collection \(\mathcal{L}\) of subsets of \(\mathbb{R}^{n+m}\). These are portions of the search space where we could potentially find a solution with objective smaller than \(f_0\). Initially, we simply let \(\mathcal{L} := \{S\}\).

At each iteration \(i = 1, 2, \ldots\), we apply the following steps:

1. If the collection \(\mathcal{L}\) is empty, we have nowhere to look for a new solution. Therefore we return the solution estimate \((x_0, y_0)\) and the corresponding objective value \(f_0\).

2. We take one set out of \(\mathcal{L}\), call it \(S_i\), and we solve the subproblem

\[
\begin{align*}
\text{minimize} \quad & f(x, y) \\
\text{subject to} \quad & (x, y) \in S_i.
\end{align*}
\]
If this subproblem is infeasible, we move to the next iteration. Otherwise, we denote the optimal solution and value of this problem as \((x_i, y_i)\) and \(f_i\).

3. If \(f_i \geq f_0\), the set \(S_i\) cannot contain an optimal solution of the MIP, and we move to the next iteration. If \(f_i < f_0\), we analyze at the entries of the vector \(y_i\).

4. If all the entries of \(y_i\) are all integer, we update our solution estimate and cost upper bound: \(x_0 := x_i\), \(y_0 := y_i\), and \(f_0 := f_i\). Otherwise, we select one entry of \(y_i\) that is fractional (call it entry \(j \in \{1, \ldots, m\}\)) and we insert two sets in the collection \(\mathcal{L}\):

\[
S_i^0 := \{(x, y) \in S_i : y_j \leq \lfloor y_{i,j} \rfloor\}, \quad S_i^1 := \{(x, y) \in S_i : y_j \geq \lceil y_{i,j} \rceil\},
\]

where \(\lfloor a \rfloor := \max\{b \in \mathbb{Z} : b \leq a\}\) and \(\lceil a \rceil := \min\{b \in \mathbb{Z} : b \geq a\}\). Note that the union of \(S_i^0\) and \(S_i^1\) is smaller than \(S_i\), and that this subdivision eliminates the point \((x_i, y_i)\) from the BB search space.

When the BB algorithm terminates, if the returned value \(f_0\) is infinity then the MIP is infeasible. Otherwise, we have \(f_0 = f_{\text{opt}}\), \(x_0 = x_{\text{opt}}\), and \(y_0 = y_{\text{opt}}\).

The finite termination of the BB method is easily shown when the vector \(y\) can only take a finite number of values (because of the constraint set \(S\)). In these cases, the BB process leads to an exhaustive enumeration in the worst case. When \(y\) can take infinite values, the convergence analysis is more involved [140, Section II.4.2].

The one described above is a very basic BB. For example, a simple modification allows us to keep track of a lower bound on the optimal value \(f_{\text{opt}}\). This lower bound can be compared to the upper bound \(f_0\) to terminate the algorithm early, when a prescribed tolerance is met. The BB method involves also many heuristics. For example, a variety of strategies can be employed for selecting a set \(S_i\) in step 1, or for deciding the splitting index \(j\) in step 4. BB can also be augmented with cutting-plane methods to form a class of algorithms called branch-and-cut. We point the reader to [140, Section II.4.2] and [12, Section 9.2] for all these details.

The efficiency of BB critically hinges on the quality of the relaxation. A relaxation that is easy to solve (e.g., a conic program) leads to fast BB iterations. While a strong MIP formulation gives tight lower bounds \(f_i\) and allows us to quickly discard large portions of the search space. In addition, a strong formulation is also likely to yield integer solutions in step 4. Another important factor for the efficiency of BB is the ability of reusing the solution of a subproblem to speed up the next subproblems. MILPs are especially efficient in this sense: with the simplex method, the (dual)
optimal solution of the subproblem (3.5) can be efficiently used as an initial guess for the two subproblems with constraint sets $\mathcal{S}_i^0$ and $\mathcal{S}_i^1$. 
Chapter 4

Graphs

In this chapter we introduce some standard graph definitions and notation. We then illustrate a few classical problems that can be solved over a graph that will serve as running examples for this thesis. A great introductory reference for these topics is [146]. A more advanced and very detailed treatment of the subject can be found in [167] and [108].

4.1 Graphs

A graph $G$ is an ordered pair $(\mathcal{V}, \mathcal{E})$ of finite sets. The elements $v \in \mathcal{V}$ of the first set are called vertices. The elements $e \in \mathcal{E}$ of the second set are called edges and are pairs of distinct vertices. If the edges are ordered pairs, denoted as $e = (v, w)$ for some $v, w \in \mathcal{V}$, then the graph is called directed. If the edges are unordered pairs, denoted as $e = \{v, w\}$, then the graph is undirected. In this thesis, when stating facts that hold both for directed and undirected graphs, we will use the neutral notation $e = [v, w]$ to represent edges that are either ordered or unordered pairs.

We call weighted graph a graph whose vertices and edges are labelled with scalars that represent costs (or weights). These costs are denoted as $c_v \in \mathbb{R}$ for all $v \in \mathcal{V}$ and $c_e \in \mathbb{R}$ for all $e \in \mathcal{E}$.

For an undirected graph $G = (\mathcal{V}, \mathcal{E})$, we let $\mathcal{I}_v$ be the set of edges that are incident with vertex $v \in \mathcal{V}$:

$$\mathcal{I}_v := \{e \in \mathcal{E} : v \in e\}.$$ 

We use a similar notation for the edges that connect a given subset $\mathcal{W} \subseteq \mathcal{V}$ of the vertices to its complement $\mathcal{V}\setminus\mathcal{W}$:

$$\mathcal{I}_\mathcal{W} := \{\{v, w\} \in \mathcal{E} : v \in \mathcal{W}, w \notin \mathcal{W}\}.$$
For a directed graph, we distinguish between edges that are outgoing, incoming, and incident with vertex \( v \), or with the vertex subset \( \mathcal{W} \):

\[
\mathcal{I}^\text{out}_v := \{(v, w) \in \mathcal{E}\}, \quad \mathcal{I}^\text{out}_\mathcal{W} := \{(v, w) \in \mathcal{E} : v \in \mathcal{W}, w \notin \mathcal{W}\},
\]

\[
\mathcal{I}^\text{in}_v := \{(w, v) \in \mathcal{E}\}, \quad \mathcal{I}^\text{in}_\mathcal{W} := \{(w, v) \in \mathcal{E} : v \in \mathcal{W}, w \notin \mathcal{W}\},
\]

\[
\mathcal{I}_v := \mathcal{I}^\text{in}_v \cup \mathcal{I}^\text{out}_v, \quad \mathcal{I}_\mathcal{W} := \mathcal{I}^\text{in}_\mathcal{W} \cup \mathcal{I}^\text{out}_\mathcal{W}.
\]

### 4.2 Subgraphs

We say that a graph \( H = (\mathcal{W}, \mathcal{F}) \) is a subgraph of \( G = (\mathcal{V}, \mathcal{E}) \) if

\[
\mathcal{W} \subseteq \mathcal{V}, \quad \mathcal{F} \subseteq \mathcal{E}.
\]

(Note that the condition \( \mathcal{F} \subseteq \mathcal{W}^2 \) is implicit in this definition.) We will use the notation \( H \subseteq G \) to indicate that \( H \) is a subgraph of \( G \).

A subgraph \( H \) can be represented as an element of the set \( \{0, 1\}^{\mathcal{V} \cup \mathcal{E}} \) of vectors with binary entries indexed by the elements of \( \mathcal{V} \cup \mathcal{E} \). This vector is called the incidence vector of \( H \), is denoted as \( \mathbf{y}^H \), and has entries

\[
y^H_v := \begin{cases} 1 & \text{if } v \in \mathcal{W} \\ 0 & \text{if } v \notin \mathcal{W} \end{cases}, \quad y^H_e := \begin{cases} 1 & \text{if } e \in \mathcal{F} \\ 0 & \text{if } e \notin \mathcal{F} \end{cases},
\]

for all \( v \in \mathcal{V} \) and \( e \in \mathcal{E} \).

**Remark 4.1.** Sometimes it can be helpful to think of the set \( \{0, 1\}^{\mathcal{V} \cup \mathcal{E}} \) as \( \{0, 1\}^{\mid \mathcal{V} \mid + \mid \mathcal{E} \mid} \).

The only difference is that the vectors in the first set are indexed by vertices and edges, while the vectors in the second set are indexed by the integers \( 1, 2, \ldots, \mid \mathcal{V} \mid + \mid \mathcal{E} \mid \).

Given a subset \( \mathcal{W} \subset \mathcal{V} \) of the vertices of a graph \( G = (\mathcal{V}, \mathcal{E}) \), we define the subgraph induced by \( \mathcal{W} \) as

\[
G_{\mathcal{W}} := (\mathcal{W}, \mathcal{E}_{\mathcal{W}}), \quad \mathcal{E}_{\mathcal{W}} := \{[v, w] \in \mathcal{E} : v, w \in \mathcal{W}\}.
\]

In words, this graph has vertices \( \mathcal{W} \) and includes all the edges in \( G \) that have both ends in \( \mathcal{W} \).
4.3 Special classes of graphs

This section introduces a few special classes of graphs that will be frequently mentioned in this thesis.

A path is a graph whose vertices can be ordered in such a way that each edge connects one vertex to the next. Formally, it is a graph $G = (\mathcal{V}, \mathcal{E})$, either directed or undirected, with

$$\mathcal{V} = \{v_0, v_1, \ldots, v_l\}, \quad \mathcal{E} = \{[v_0, v_1], [v_1, v_2], \ldots, [v_{l-1}, v_l]\},$$

where $v_i \neq v_j$ for all $i, j \in \{0, \ldots, l\}$. The scalar $l \geq 0$ is equal to the number of edges in the path and is called the path length (for $l = 0$ we have $\mathcal{V} = \{v_0\}$ and $\mathcal{E} = \emptyset$). The vertex $v_0$ is called the source of the path and the vertex $v_l$ is called the target. We will often denote these two vertices with the letters $s$ and $t$.

A path in a graph $G = (\mathcal{V}, \mathcal{E})$ is a subgraph of $G$ that is also a path. We use the term $s$-$t$ path in $G$ when we want to specify the source $s$ and the target $t$ of the path. If $G$ contains at least one $s$-$t$ path, we say that the vertices $s$ and $t$ are connected.

We call a graph connected if all pairs of vertices in it are connected. A path in $G$ is said to be Hamiltonian if it visits all the vertices in the graph, i.e., if $l = |\mathcal{V}| - 1$.

A cycle is similar to a path, but its first and last vertices coincide. Formally, it is a graph $G = (\mathcal{V}, \mathcal{E})$ with

$$\mathcal{V} = \{v_1, v_2, \ldots, v_l\}, \quad \mathcal{E} = \{[v_1, v_2], \ldots, [v_{l-1}, v_l], [v_l, v_1]\},$$

where $v_i \neq v_j$ for all $i, j \in \{1, \ldots, l\}$. The length $l$ of a cycle is again equal to the number of edges in the cycle, and is assumed to be greater than or equal to two. A cycle in a graph $G$ is a subgraph of $G$ that is also a cycle. A graph is acyclic if it does not contain cycles. A tour (or Hamiltonian cycle) in $G$ is a cycle that visits every vertex, i.e., has length $l = |\mathcal{V}|$.

An undirected graph $G = (\mathcal{V}, \mathcal{E})$ is called a tree if it is both connected and acyclic. It is called a matching if every pair of edges $e, f \in \mathcal{E}$ are disjoint, i.e., $e \cap f = \emptyset$. A tree (respectively, a matching) in a graph $G$ is a subgraph of $G$ that is also a tree (respectively, a matching). If this subgraph covers all the vertices $\mathcal{V}$ of $G$, we call it a spanning tree (respectively, a perfect matching).

An undirected graph $G = (\mathcal{V}, \mathcal{E})$ is bipartite if its vertices $\mathcal{V}$ can be partitioned into two disjoint sets $\mathcal{V}_1$ and $\mathcal{V}_2$ such that every edge has the form $e = \{v, w\} \in \mathcal{E}$ for some $v \in \mathcal{V}_1$ and $w \in \mathcal{V}_2$. In this graph, we call an assignment of $\mathcal{V}_1$ a subgraph $H = (\mathcal{W}, \mathcal{F}) \subseteq G$ such that each vertex in $\mathcal{V}_1$ is covered by exactly one edge in $\mathcal{F}$.


### 4.4 Graph optimization problems

Many problems in combinatorial optimization and graph theory can be stated as follows: given a weighted graph $G$ and a set $\mathcal{H}$ of admissible subgraphs of $G$, find a subgraph $H \in \mathcal{H}$ of minimum cost. In formulas,

$$
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{W}} c_v + \sum_{e \in \mathcal{F}} c_e \\
\text{subject to} & \quad H = (\mathcal{W}, \mathcal{F}) \in \mathcal{H},
\end{align*}
$$

where the variable is the subgraph $H$. The objective function is the cost of $H$, defined as the sum of the costs of its vertices and edges. In this thesis we use the generic term **graph optimization problem** for a problem of the form \(4.1\).

A simple (and often effective) way of solving a graph optimization problem is to formulate it as an Integer Linear Program (ILP), and then use a Branch and Bound (BB) method like the one described in Section 3.3.2. To formulate \(4.1\) as an ILP, we first parameterize the subgraph $H$ through its incidence vector $y^H \in \{0, 1\}^{\mathcal{V} \cup \mathcal{E}}$. Secondly, we describe the set $\mathcal{H}$ of admissible subgraphs through a polytope $\mathcal{Y}$ such that

$$\mathcal{Y} \cap \{0, 1\}^{\mathcal{V} \cup \mathcal{E}} = \{y^H : H \in \mathcal{H}\}.$$

In words, the vectors with integer coordinates in the polytope $\mathcal{Y}$ are the incidence vectors of the admissible subgraphs. (Without loss of generality, in the future sections and chapters we will assume that $\mathcal{Y} \subseteq [0, 1]^{\mathcal{V} \cup \mathcal{E}}$.) Problem \(4.1\) can be then reformulated as the ILP

$$
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{V}} c_v y_v + \sum_{e \in \mathcal{E}} c_e y_e \\
\text{subject to} & \quad y \in \mathcal{Y} \cap \{0, 1\}^{\mathcal{V} \cup \mathcal{E}},
\end{align*}
$$

where the only variable is $y$, with entries $y_v$ for all $v \in \mathcal{V}$ and $y_e$ for all $e \in \mathcal{E}$. This ILP has optimal value equal to the optimal value of problem \(4.1\), and an optimal solution $y$ is the incidence vector of an optimal subgraph $H$ of problem \(4.1\).

Note that, for each instance of problem \(4.1\), there are multiple (infinitely many) polytopes $\mathcal{Y}$ that we can use to describe the set $\mathcal{H}$. Ideally, as discussed in Section 3.2, we would like to find a good compromise between a polytope with few facets and a polytope such that the inclusion

$$\text{conv}(\mathcal{T}) \subseteq \mathcal{Y} \quad (4.3)$$
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is as tight as possible, where \( T := \mathcal{Y} \cap \{0, 1\}^{\mathcal{V} \cup \mathcal{E}} \) is the feasible set of the ILP (4.2).

In fact, if the inclusion (4.3) holds with equality we have a perfect formulation, and the ILP can be efficiently solved as a Linear Program (LP).

We conclude this chapter with a list of famous graph problems and the corresponding ILP formulations.

### 4.4.1 Shortest path

Let \( G = (\mathcal{V}, \mathcal{E}) \) be a weighted graph. Given a source vertex \( s \in \mathcal{V} \) and target vertex \( t \in \mathcal{V} \), in the **Shortest-Path Problem** (SPP) we seek an \( s-t \) path of minimum cost in \( G \). We observe that the SPP is a special case of the graph optimization problem (4.1), where the set \( \mathcal{H} \) of admissible subgraphs contains all the \( s-t \) paths in \( G \).

For a directed graph \( G \), the SPP can be formulated as an ILP of the form (4.2) by defining the polytope \( \mathcal{Y} \subseteq [0, 1]^{\mathcal{V} \cup \mathcal{E}} \) through the following linear constraints:

\[
\begin{align*}
  y_v &= \sum_{e \in \mathcal{I}_v^{\text{in}}} y_e + \delta_{sv} = \sum_{e \in \mathcal{I}_v^{\text{out}}} y_e + \delta_{tv} \leq 1, \quad \forall v \in \mathcal{V}, \quad (4.4a) \\
  \sum_{e \in \mathcal{E}_u} y_e &\leq |\mathcal{U}| - 1, \quad \forall \mathcal{U} \subset \mathcal{V} : |\mathcal{U}| \geq 2, \quad (4.4b) \\
  y_e &\geq 0, \quad \forall e \in \mathcal{E}. \quad (4.4c)
\end{align*}
\]

For two vertices \( v, w \in \mathcal{V} \), the scalar \( \delta_{vw} \) is equal to one if \( v = w \) and is zero otherwise. To interpret the first constraint, it helps to think of the SPP as the problem of shipping one unit of water from the source \( s \) to the target \( t \). The binary variable \( y_e \) represents the flow of water carried by the edge \( e \), while \( y_v \) is the total flow that goes through vertex \( v \). Constraint (4.4a) enforces then the **flow conservation**: one unit of flow is injected in the source and ejected from the target, while the flow at every other vertex is at most one and conserved (flow in equals flow out). Satisfying the flow conservation does not ensure that the subgraph \( H \) parameterized by \( y \) is a path, since \( H \) might include isolated cycles. The role of the second constraint is to eliminate such cycles: if \( \mathcal{U} \) is the set of vertices traversed by a cycle, then the left-hand side of (4.4b) is equal to \( |\mathcal{U}| \) and this constraint is violated. Note that these constraints are exponential in number: typically, they are not included in the optimization problem from the beginning, but are added iteratively only if the obtained solution violates them.

The cycle-elimination constraints (4.4b) have been originally proposed by Dantzig, Fulkerson, and Johnson [45]. Despite the exponentially many constraints, the ILP formulation (4.4) is not perfect, i.e., its linear relaxation needs not be exact [178, Proposition 4]. Many alternative cycle-elimination constraints can be found in the
literature, each leading to a different ILP formulation of the SPP \cite{178} Section 2]. A stronger, but still not perfect and even larger, formulation of the SPP is obtained by replacing the constraints in (4.4b) with the following constraints \cite{178} Propositions 2:

\[
\sum_{e \in \mathcal{E}_U} y_e \leq \sum_{u \in \mathcal{U} \setminus \{v\}} y_u, \quad \forall v \in \mathcal{U}, \mathcal{U} \subset \mathcal{V} : |\mathcal{U}| \geq 2. \tag{4.5}
\]

This alternative exponential-size formulation can be verified to be as strong as the polynomial-size formulation proposed in \cite{95} (see \cite{178} Theorem 5).

The picture changes dramatically if we assume that the costs \(c_v\) for \(v \in \mathcal{V}\) and \(c_e\) for \(e \in \mathcal{E}\) are nonnegative. Under this assumption, the objective function (4.2a) can only “push” the variables \(y\) in the direction of the nonpositive orthant. Therefore, instead of condition (4.3), the tightness of the linear relaxation is quantified by the inclusion

\[
\text{conv}(\mathcal{T}) + \mathbb{R}_{\geq 0}^{\mathcal{V} \cup \mathcal{E}} \subseteq \mathcal{Y} + \mathbb{R}_{\geq 0}^{\mathcal{V} \cup \mathcal{E}}. \tag{4.6}
\]

In words, we neglect any difference that the polytopes \(\text{conv}(\mathcal{T})\) and \(\mathcal{Y}\) might have in the direction of the nonnegative orthant. If the costs are nonnegative, the cycle-elimination constraint (4.4b) can be safely removed. The resulting polytope \(\mathcal{Y}\) has a number of facets (number of constraints) that is only linear in the size of the graph \(G\). Furthermore, for this polytope the inclusion (4.6) holds with equality (see, e.g., \cite{167} Section 13.1)). Therefore, the linear relaxation of the ILP formulation of the directed SPP with nonnegative costs is always exact.

For an undirected graph \(G\), the SPP could be formulated as an ILP, e.g., by replacing the flow-conservation constraint (4.4a) with

\[
y_v = \frac{1}{2} \left( \sum_{e \in \mathcal{I}_v} y_e + \delta_{sv} + \delta_{tv} \right) \leq 1, \quad \forall v \in \mathcal{V}.
\]

However, this substitution significantly deteriorates the tightness of the linear relaxation. In practice, we then prefer to reduce an undirected SPP to a directed SPP by replacing each unordered edge \(\{v, w\} \in \mathcal{E}\) with two ordered edges \((v, w)\) and \((w, v)\), and rely on the ILP formulation (4.4) of the directed problem.

If negative weights are allowed, then the SPP (directed or undirected) is well known to be NP-hard. If all the weights are nonnegative, then the SPP can be solved in polynomial time, e.g., through an LP.
4.4.2 Travelling salesperson

In the Travelling-Salesperson Problem (TSP) we seek a tour of minimum cost in a given weighted graph $G$. This problem is also a special case of the graph optimization problem (4.1), where $\mathcal{H}$ is the set of all the tours in $G$. A variety of interesting applications of the TSP can be found in [133].

For a directed graph $G$, the TSP is formulated as an ILP of the form (4.2) by letting the polytope $\mathcal{Y}$ be such that

$$y_v = \sum_{e \in I_v^{in}} y_e = \sum_{e \in I_v^{out}} y_e = 1, \quad \forall v \in \mathcal{V}, \quad (4.7a)$$

$$\sum_{e \in \mathcal{E}_U} y_e \leq |\mathcal{U}| - 1, \quad \forall \mathcal{U} \subset \mathcal{V} : |\mathcal{U}| \geq 2, \quad (4.7b)$$

$$y_e \geq 0, \quad e \in \mathcal{E}. \quad (4.7c)$$

The first constraint ensures that each vertex is visited by the tour exactly once. The second constraint is identical to (4.4b) and prevents cycles in the optimal solution.

If the graph $G$ is undirected, we simply replace constraint (4.7a) with

$$y_v = \frac{1}{2} \sum_{e \in I_v} y_e = 1, \quad \forall v \in \mathcal{V}. \quad (4.8)$$

Note that in case of an undirected graph the cycle-elimination constraint (4.7b) is redundant for $|\mathcal{U}| = 2$.

These ILP formulations of the directed and undirected TSP have exponential size and are not perfect (a simple example of this can be found in [108, Section 21.4]). Similarly to the SPP, there are many well-known formulation of the TSP that have polynomial size, but the one given above is typically more effective in practice (provided that the cycle-elimination constraints are added iteratively).

The TSP is one of the most famous NP-complete problems [104], both in the directed and undirected case and regardless the sign of the cost weights.

4.4.3 Minimum spanning tree

Given an undirected weighted graph $G$, the Minimum-Spanning-Tree Problem (MSTP) asks for a spanning tree of minimum cost. This problem is a special case of (4.1), where the set $\mathcal{H}$ contains all the spanning trees.

By defining the polytope $\mathcal{Y}$ through the following linear constraints, we obtain an
The first constraint requires the tree to span every vertex. The second says that the number of edges in the tree must be one less than the number of vertices. The third ensures that the tree does not have cycles.

The constraints in (4.9) are exponential in number, but in [58] it has been shown that they yield a perfect formulation. An alternative exponential-size formulation of the MSTP has the following constraints in place of (4.9c):

\[ \sum_{e \in \mathcal{I}} y_e \geq 1, \quad \forall \mathcal{U} \subset \mathcal{V} : |\mathcal{U}| \geq 1. \tag{4.10} \]

These ensure that the tree is connected. It can be verified that this formulation is weaker than the one in (4.9) [16, Theorem 10.1]. However, for some specific problems, this family of constraints can be more effective.

An extended formulation of this polytope has been presented in [132, Section 3.1], i.e., a description of \( \mathcal{Y} \) as the projection of a higher-dimensional polytope that is defined by a number of variables and linear constraints that is only polynomial in the size of the graph. This also implies that the MSTP can be solved in polynomial time.

### 4.4.4 Facility location

In the **Facility-Location Problem** (FLP) the weighted graph \( G \) is undirected and bipartite, with vertices \( \mathcal{V} = \mathcal{V}_1 \cup \mathcal{V}_2 \). The vertices \( \mathcal{V}_1 \) are called clients and the vertices \( \mathcal{V}_2 \) are called facilities. The goal is to find a minimum-cost assignment of each client to a facility. By including in the set \( \mathcal{H} \) all the assignments of \( \mathcal{V}_1 \), we see that also the FLP is a subclass of problem (4.1).

The FLP is formulated as an ILP (4.2) by letting the polytope \( \mathcal{Y} \) enforce the
The first constraint ensures that each client is assigned to exactly one facility. The second constraint says that a facility needs to be open in order to cover a client. Note that the binary variables $y_v$ for $v \in \mathcal{V}_2$ decide whether the facility $v$ is open or not. The ILP formulation defined by (4.11) is compact, but its convex relaxation can be loose.

The FLP is well-known to be NP-hard (see, e.g., [108, Proposition 22.1]). The Minimum-Set-Cover Problem (MSCP) is another widely studied problem that is easily seen to be equivalent to the FLP.

### 4.4.5 Minimum perfect matching

In the Minimum-Perfect-Matching Problem (MPMP) we seek a perfect matching in an undirected weighted graph $G$. Letting $\mathcal{H}$ be the set of all perfect matchings in $G$, shows that the MPMP is a special case of problem (4.1).

The MPMP is formulated as an ILP of the form (4.2) by defining the polytope $\mathcal{Y}$ through the constraints

$$y_v = \sum_{e \in \mathcal{I}_v} y_e = 1, \quad \forall v \in \mathcal{V}, \quad (4.12a)$$

$$y_e \geq 0, \quad e \in \mathcal{E}. \quad (4.12b)$$

The first constraint ensures that every vertex is matched.

The ILP formulation defined by (4.12) has a loose convex relaxation. In fact, for a complete graph with three vertices the MPMP is infeasible, but the solution $y_e = 1/2$ for all $e \in \mathcal{E}$ and $y_v = 1$ for all $v \in \mathcal{V}$ is feasible for the constraints above. By adding the following set of (exponentially many) constraints, the convex relaxation of the ILP becomes perfect [57, Section 2]:

$$\sum_{e \in \mathcal{I}_U} y_e \geq 1, \quad \forall U \subset \mathcal{V} : |U| \geq 3, \ |U| \text{ is odd.} \quad (4.13)$$

The MPMP is solvable in polynomial time using Edmonds’ matching algorithm [57].
On the other hand, contrary to the MSTP, it does not admit an extended formulation [163].
Part II

Framework and methodology
Chapter 5

Graphs of convex sets

In this chapter we introduce the class of problems and the framework at the core of this thesis. We start by formally defining what a Graph of Convex Sets (GCS) is. Then we show how the graph optimization problems described in Section 4.4 are naturally extended to GCSs. Finally, we introduce a general methodology to formulate a GCS problem as an efficient Mixed-Integer Convex Program (MICP).

The results in this chapter generalize the techniques presented in [131] for finding shortest paths in GCSs.

5.1 What is a graph of convex sets?

A GCS is a graph $G = (\mathcal{V}, \mathcal{E})$ where each vertex $v \in \mathcal{V}$ is paired with a convex program, and each edge $e = [v, w] \in \mathcal{E}$ corresponds to convex costs and constraints that couple the programs of vertices $v$ and $w$. As the notation $[v, w]$ suggests, the graph $G$ can be directed or undirected. The convex program of vertex $v$ has variables $x_v \in \mathbb{R}^{n_v}$, constraint set $\mathcal{X}_v \subseteq \mathbb{R}^{n_v}$, and objective function $f_v : \mathbb{R}^{n_v} \rightarrow \mathbb{R}$. While the constraint set and cost function paired with edge $e = [u, v]$ are $\mathcal{X}_e \subseteq \mathbb{R}^{n_v+n_w}$ and $f_e : \mathbb{R}^{n_v+n_w} \rightarrow \mathbb{R}$, respectively. We assume that the sets $\mathcal{X}_v$ and $\mathcal{X}_e$ are nonempty, closed, and convex. The sets $\mathcal{X}_e$ are also assumed to be bounded. The functions $f_v$ and $f_e$ are convex.

Remark 5.1. We can extend the definition of a GCS to include additional variables $x_e \in \mathbb{R}^{n_e}$ that are paired with every edge $e \in \mathcal{E}$. In this case, the constraint set and the cost function of the edge $e$ would be $\mathcal{X}_e' \subseteq \mathbb{R}^{n_v+n_w+n_e}$ and $f_e' : \mathbb{R}^{n_v+n_w+n_e} \rightarrow \mathbb{R}$, respectively. These extra variables can make the modelling easier but, from a mathematical point of view, this case is easily reduced to the one above. In fact, we
can define the set $\mathcal{X}_e$ by projecting $\mathcal{X}_e'$ onto the space of the variables $x_v$ and $x_w$, i.e.,

$$\mathcal{X}_e := \{(x_v, x_w) : (x_v, x_w, x_e) \in \mathcal{X}_e' \text{ for some } x_e \in \mathbb{R}^{n_e}\}.$$ 

Then we can define the edge cost function by partial minimization over the extra variable $x_e$:

$$f_e(x_v, x_w) := \inf \{f_e'(x_v, x_w, x_e) : (x_v, x_w, x_e) \in \mathcal{X}_e'\}.$$ 

It is not hard to see that the set $\mathcal{X}_e$ and the function $f_e$ verify all the convexity, closure, and boundedness assumptions required by our framework (see, e.g., [25, Section 3.2.5] for the convexity part). Therefore we can replace $\mathcal{X}_e'$ and $f_e'$ with $\mathcal{X}_e$ and $f_e$, and eliminate the extra variables $x_e$ from the GCS.

### 5.2 GCS problems

We consider a generalization of the graph optimization problem (4.1) where the graph $G$ is substituted with a GCS. This substitution leads naturally to the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{W}} f_v(x_v) + \sum_{e=[v,w] \in \mathcal{F}} f_e(x_v, x_w) \\
\text{subject to} & \quad H = (\mathcal{W}, \mathcal{F}) \in \mathcal{H}, \\
& \quad x_v \in \mathcal{X}_v, \quad \forall v \in \mathcal{W}, \\
& \quad (x_v, x_w) \in \mathcal{X}_e, \quad \forall e = [v, w] \in \mathcal{F}. 
\end{align*}
\]

(5.1a) (5.1b) (5.1c) (5.1d)

Here the variables are the discrete subgraph $H \subseteq G$ and the continuous vectors $x_v$ for all $v \in \mathcal{V}$. The objective function is equal to the cost of the subgraph $H$, defined as the sum of the cost functions paired with the vertices and the edges in $H$. The first constraint is identical to (4.1b), and states that the subgraph $H$ can only be selected within a given class $\mathcal{H}$ of admissible subgraphs of $G$. The second and third constraints enforce the convex constraints paired with the vertices and edges selected by $H$.

The GCS problem (5.1) has a combinatorial component (choosing the subgraph $H$) and a convex component (optimizing the variables $x_v$). We observe that if the subgraph $H$ is fixed, then the GCS problem reduces to a convex optimization problem. Conversely, when we fix the value of the continuous variables $x_v$, we get back a graph optimization problem of the form (4.1); over a graph with vertices \(\{v \in \mathcal{V} : x_v \in \mathcal{X}_v\}\),
edges \( \{ e = [v, w] \in E : (x_v, x_w) \in X_e \} \), vertex weights \( c_v := f_v(x_v) \), and edge weights \( c_e := f_e(x_v, x_w) \). This observation can be used to devise a variety of heuristic methods to solve the GCS problem (5.1). For example, given an initial guess for the variables \( x_v \), we could try to find a locally optimal solution by alternating a graph optimization problem and a convex program. The effectiveness of these heuristics, however, is very instance dependent. The goal of the next section is to derive a general methodology that allows us to formulate any GCS problem as a strong and compact MICP. This MICP can then be reliably solved to global optimality using, for example, the branch-and-bound algorithm from Section 3.3.2.

5.3 Mixed-integer formulation

We take two steps to formulate the GCS problem (5.1) as an MICP. In the first step, we formulate the GCS problem as a simple MINCP. Because of its nonconvex costs and constraints, this problem will not be efficiently solvable yet. In the second step, we use a convexification process tailored to the structure of our problem, which yields an MICP that is equivalent to, but much easier to solve than, the MINCP.

5.3.1 Nonconvex formulation

We formulate the MINCP by building on the ILP formulation (4.2) of the purely discrete problem that underlies our GCS problem. We parameterize the subgraph \( H \) through its incidence vector \( y^H \in \{0, 1\}^{\mathcal{V} \cup \mathcal{E}} \). While the set \( \mathcal{H} \) is represented by a polytope \( \mathcal{Y} \subseteq [0, 1]^{\mathcal{V} \cup \mathcal{E}} \) that constrains the incidence vectors of the admissible subgraphs. Given this parameterization, the GCS problem (5.1) is formulated as the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{V}} y_v f_v(x_v) + \sum_{e = [v, w] \in \mathcal{E}} y_e f_e(x_v, x_w) \\
\text{subject to} & \quad y \in \mathcal{Y} \cap \{0, 1\}^{\mathcal{V} \cup \mathcal{E}}, \\
& \quad y_v x_v \in y_v X_v, \quad \forall v \in \mathcal{V}, \\
& \quad y_e (x_v, x_w) \in y_e X_e, \quad \forall e = [v, w] \in \mathcal{E}.
\end{align*}
\]

The first constraint ensures that the vector \( y \) is the incidence vector of a subgraph \( H \in \mathcal{H} \). The other constraints use the binary variables in \( y \) to select the appropriate constraints from the vertices and edges of the GCS. For example, the second constraint simplifies to \( x_v \in X_v \) if \( y_v = 1 \), and gives the redundant constraint \( 0 \in 0X_v = \{0\} \).
when \( y_v = 0 \). The objective function operates similarly, and selects only the cost functions of the vertices and edges that belong to our subgraph.

Problem (5.2) is an MINCP, since the objective function and the last two constraints are not convex. Our next goal is to manipulate this problem and isolate its nonconvexity into a single collection of bilinear equality constraints.

For each vertex \( v \in \mathcal{V} \), we introduce the auxiliary variable \( z_v := y_v x_v \). Using these new variables, the nonnegativity of \( y_v \), and the formula (2.2), the nonconvex constraint (5.2c) is rewritten as a convex constraint in \((z_v, y_v)\):

\[
y_v \geq 0, \quad y_v x_v \in y_v \mathcal{X}_v \quad \iff \quad (z_v, y_v) \in \tilde{\mathcal{X}}_v,
\]

where \( \tilde{\mathcal{X}}_v \) denotes the (closure of the) homogenization of \( \mathcal{X}_v \). Similarly, the nonconvex vertex costs in (5.2a) can be rewritten as the convex costs \( \tilde{f}_v(z_v, y_v) \). In fact, for \( y_v > 0 \), we have

\[
y_v f_v(x_v) = y_v f_v(y_v x_v / y_v) = y_v f_v(z_v / y_v) = \tilde{f}_v(z_v, y_v).
\]

While, for \( y_v = 0 \), constraint (5.3) gives us \( z_v = 0 \) and we have

\[
y_v f_v(x_v) = 0 f_v(x_v) = 0 = \tilde{f}_v(0, 0),
\]

where the last equality follows from (2.11).

The operation just done for the vertices of the GCS can be repeated for the edges. For each edge \( e \in \mathcal{I}_v \) incident with vertex \( v \), we define an auxiliary variable \( z^e_v := y_v x_v \). Then we substitute constraint (5.2d) with the convex constraint \((z^e_v, z^e_w, y_e) \in \tilde{\mathcal{X}}_e\), and the edge costs in (5.2a) with the convex costs \( \tilde{f}_e(z^e_v, z^e_w, y_e) \).  

Overall, we have transformed the MINCP (5.2) into the equivalent optimization

---

1Everywhere in this and the following chapters we will omit writing the closure in front of the homogenization explicitly. When using the symbol tilde, we will always mean the closure of the homogenization, both for sets and for functions.

2We are slightly abusing notation here. To be precise, we should write \(((z^e_v, z^e_w), y_e) \in \tilde{\mathcal{X}}_e\) and \(\tilde{f}_e((z^e_v, z^e_w), y_e)\).
problem
\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{V}} \tilde{f}_v(z_v, y_v) + \sum_{e \in \mathcal{E}} \tilde{f}_e(z^e_v, z^e_w, y_e) \\
\text{subject to} & \quad y \in \mathcal{Y} \cap \{0, 1\}^{\mathcal{V} \cup \mathcal{E}}, \\
& \quad (z_v, y_v) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \\
& \quad (z^e_v, z^e_w, y_e) \in \tilde{\mathcal{X}}_e, \quad \forall e = [v, w] \in \mathcal{E}, \\
& \quad z_v = y_v x_v, \quad z^e_v = y_e x_v, \quad \forall v \in \mathcal{V}, e \in \mathcal{I}_v.
\end{align*}
\]

This is also an MINCP, but has the advantage that its only nonconvexity (except for the integrality constraints) are the bilinear constraints (5.4e). Our next step is to design a convex relaxation tailored to these bilinear constraints.

**Remark 5.2.** Recall that, for the convex sets \(\mathcal{X}_v\) and \(\mathcal{X}_e\) and the convex costs \(f_v\) and \(f_e\) that are typically encountered in convex optimization, the (closure of the) homogenization can be computed very easily using the formula (2.5).

### 5.3.2 Convex formulation

There are many ways to reformulate the MINCP (5.4) as an MICP. Here we show a simple and effective approach that carefully balances the MICP size and strength. First we add as many valid convex constraints as we can to the MINCP (we say that a constraint is valid for an optimization problem if it does not affect the problem optimal value). Then we obtain our MICP simply by dropping the bilinear constraints (5.4e).

The goal of the additional convex constraints is twofold:

- First, they need to exactly replicate the effects of the bilinear constraints (5.4e) when the entries of \(y\) take binary value. This ensures that our MICP is a correct formulation of the original GCS problem (5.1).
- Secondly, they need to envelop the bilinear constraints (5.4e) as tightly as possible, so that the convex relaxation of our MICP gives tight lower bounds.

The following lemma gives us an algorithmic way of generating a family of valid convex constraints for the MINCP (5.4).

**Lemma 5.1.** For some vertex \(v \in \mathcal{V}\), assume that the linear inequality
\[
ay_v + \sum_{e \in \mathcal{I}_v} a_e y_e + b \geq 0
\]
\[(5.5)\]
is valid for the polytope \( \mathcal{Y} \). Then the convex constraint

\[
\left( az_v + \sum_{e \in \mathcal{I}_v} a_e z_e^v + b x_v, \ ay_v + \sum_{e \in \mathcal{I}_v} a_e y_e + b \right) \in \tilde{\mathcal{X}}_v
\]

is valid for problem (5.4).

Proof. Constraint (5.6) requires two conditions to hold. One is (5.5), which is assumed. For the second, we multiply both sides of the constraint \( x_v \in \mathcal{X}_v \) (which is easily seen to be valid for the MINCP (5.4)) by the left-hand side of (5.5). Then we use the bilinear constraints (5.4e) to linearize all the variable products.

Let us illustrate the usage of Lemma 5.1 through some simple examples. Recall that the polytope \( \mathcal{Y} \) is assumed to be contained in the unit hypercube \([0, 1]^{\mathcal{V} \cup \mathcal{E}}\). Therefore, for any given vertex \( v \), the inequalities \( 0 \leq y_v \leq 1 \) and \( 0 \leq y_e \leq 1 \) for all \( e \in \mathcal{I}_v \) are certainly valid for \( \mathcal{Y} \). We can then apply Lemma 5.1 to these inequalities to derive the following valid convex constraints:

\[
y_v \geq 0 \quad \Rightarrow \quad (z_v, y_v) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \quad (5.7a)
\]
\[
1 - y_v \geq 0 \quad \Rightarrow \quad (x_v - z_v, 1 - y_v) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \quad (5.7b)
\]
\[
y_e \geq 0 \quad \Rightarrow \quad (z_e^v, y_e) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \ e \in \mathcal{I}_v, \quad (5.7c)
\]
\[
1 - y_e \geq 0 \quad \Rightarrow \quad (x_v - z_e^v, 1 - y_e) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \ e \in \mathcal{I}_v. \quad (5.7d)
\]

We note that the first condition above is equal to (5.4e), while the remaining three conditions are not part of (but implied by) the constraints of our MINCP.

Remark 5.3. Lemma 5.1 is easily specialized to linear equality constraints of the form

\[
ay_v + \sum_{e \in \mathcal{I}_v} a_e y_e + b = 0.
\]

In this case, the implied valid constraint is also a linear equality:

\[
ax_v + \sum_{e \in \mathcal{I}_v} a_e z_e^v + b x_v = 0.
\]

In Chapter 6 we will analyze specific classes of GCS problems, and we will apply Lemma 5.1 to derive additional convex constraints tailored to those problems. However, as shown in the next theorem, the constraints in (5.7) are already sufficient to achieve our first goal above, i.e., give us a correct MICP formulation of the GCS problem.
Theorem 5.1. The MICP

\[ \text{minimize} \quad \sum_{v \in \mathcal{V}} \tilde{f}_v(z_v, y_v) + \sum_{e \in \mathcal{E}} \tilde{f}_e(z_e, z'_e, y_e) \quad (5.8a) \]

subject to \[ y \in \mathcal{V} \cap \{0, 1\}^{\mathcal{V} \cup \mathcal{E}}, \quad (5.8b) \]
\[ (z_v, y_v) \in \bar{X}_v, \quad (x_v - z_v, 1 - y_v) \in \bar{X}_v, \quad \forall v \in \mathcal{V}, \quad (5.8c) \]
\[ (z_e, y_e) \in \bar{X}_v, \quad (x_v - z_e, 1 - y_e) \in \bar{X}_v, \quad \forall v \in \mathcal{V}, \quad e \in \mathcal{I}_v, \quad (5.8d) \]
\[ (z_e, z'_e, y_e) \in \bar{X}_e, \quad \forall e = [v, w] \in \mathcal{E}. \quad (5.8e) \]

is a correct formulation of the GCS problem (5.1).

Proof. Since the MICP (5.8) is a relaxation of the MINCP (5.4), it suffices to show that the feasible points of the MICP satisfy the bilinear equalities \( z_v = y_v x_v \) and \( z'_e = y_e x_v \) for all \( v \in \mathcal{V} \) and \( e \in \mathcal{I}_v \). If \( y_v = 0 \) (\( y_v = 1 \)) the bilinear equalities give us \( z_v = 0 \) (\( z_v = x_v \)), and this is also ensured by the first (second) constraint in (5.8c). If \( y_e = 0 \) (\( y_e = 1 \)) the bilinear equalities give us \( z'_e = 0 \) (\( z'_e = x_v \)), and this is also ensured by the first (second) constraint in (5.8d).

In its current form, the MICP (5.8) can have a very loose convex relaxation. What will tighten the relaxation is the application of Lemma 5.1 to the problem specific constraints (as shown Chapter 6). The MICP (5.8) has small size: in its design we did not introduce additional variables with respect to the original MINCP (5.4). Furthermore, the usage of Lemma 5.1 gives us a number of additional constraints that is at most equal to the number of inequalities defining the polytope \( \mathcal{V} \).

5.4 Discussion

The core idea behind Lemma 5.1 (i.e., deriving a valid constraint by multiplying a valid convex constraint by a valid linear inequality) is very general. We will extend and analyze in depth this procedure in Chapter 8. What is peculiar about Lemma 5.1 is the assumption that the linear inequality (5.5) involves only the binary variables related to a single vertex \( v \). The reason for this is that, if we were to multiply the vector \( x_v \) by a generic linear expression

\[ \sum_{w \in \mathcal{V}} a_w y_w + \sum_{e \in \mathcal{E}} a_e y_e + b, \]

we would get products of variables that cannot be linearized using the variables in the MINCP (5.4). Therefore we would have to introduce additional variables (potentially
all possible products $y_u \cdot x_v$ for $v, w \in \mathcal{V}$ and $y_v \cdot x_v$ for $v \in \mathcal{V}$ and $e \in \mathcal{E}$, but this would make our optimization problems much larger and slower to solve.

In Section 4.4 we have seen that efficient ILP formulations of some graph optimization problems require the use of auxiliary variables (so-called extended formulations). In these formulations, the polytope $\mathcal{Y}$ is described as the projection onto the space of the variables $y$ of a higher-dimensional polytope. Starting from such a formulation, we face a decision similar to the one just discussed: either we exclude the constraints involving the auxiliary variables from the convexification process, or we include them at the price of introducing extra variables that represent the products of the auxiliary variables and the vertex positions $x_v$. The first route yields smaller but weaker formulations, the second gives us larger but stronger formulations.

We observe that if each set $\mathcal{X}_v$ contains only one point $\bar{x}_v \in \mathbb{R}^{n_v}$, then our MICP reduces to the ILP formulation (4.2) of the graph optimization problem underlying the GCS problem. In fact, under this assumption, the constraints (5.8c) and (5.8d) imply $z_v = y_v \cdot \bar{x}_v$ and $z_e^c = y_e \cdot \bar{x}_v$ for all $v \in \mathcal{V}$ and $e \in \mathcal{I}_v$. Substituting these values in the objective function, we obtain

$$\tilde{f}_v(y_v \bar{x}_v, y_v) = y_v \tilde{f}_v(\bar{x}_v, 1) = y_v f_v(\bar{x}_v) = y_v c_v$$

where $c_v := f_v(\bar{x}_v) \in \mathbb{R}$ is the fixed cost of vertex $v \in \mathcal{V}$. Similarly, for each edge $e \in \mathcal{E}$, we have

$$\tilde{f}_e(y_e \bar{x}_v, y_e \bar{x}_w, y_e) = y_e \tilde{f}_e(\bar{x}_v, \bar{x}_w, 1) = y_e f_e(\bar{x}_v, \bar{x}_w) = y_e c_e$$

where $c_e := f_e(\bar{x}_v, \bar{x}_w) \in \mathbb{R}$ is the fixed cost of edge $e$. Informally, this shows that the strength of the initial ILP formulation has a fundamental effect on the strength of our MICP. It also suggests that sets $\mathcal{X}_v$ of large volume can lead to loose convex relaxations.

For the convex sets $\mathcal{X}_v$ and $\mathcal{X}_e$ that typically appear in practice, the MICP (5.8) can be solved to global optimality with standard solvers. However, problem (5.8) can be tackled numerically even when the sets in our GCS are not defined by explicit constraints (e.g., convex inequalities). For example, each sets $\mathcal{X}_v$ and $\mathcal{X}_e$ may be very complex and accessible only through an oracle that, given a point, either certifies that the point is in the set or returns a separating hyperplane. In fact, such an oracle is easily adapted to checking membership to the homogenizations of $\mathcal{X}_v$ and $\mathcal{X}_e$, and this black-box access to the problem constraints is sufficient for efficient optimization algorithms like the ellipsoid method [86].
Chapter 6

Examples of GCS problems

In the previous chapter we have introduced a general methodology to formulate a Graph of Convex Sets (GCS) problem as a Mixed-Integer Convex Program (MICP). Lemma 5.1 takes valid linear constraints for a graph optimization problem and automatically translates them into valid convex constraints for the corresponding GCS problem. In Theorem 5.1 we have applied this lemma to formulate a general-purpose MICP (5.8), that allows us to solve numerically any GCS problem. However, given a specific class of GCS problems, Lemma 5.1 can be used to derive additional valid constraints and increase the efficiency of our MICPs. This is shown in this chapter for a variety of practically relevant GCS problems. In addition, in this chapter we also illustrate multiple examples that demonstrate the wide applicability of the techniques developed in this thesis.

6.1 Shortest path

We have briefly described the classical Shortest-Path Problem (SPP) in Section 4.4.1. Here we study its extension in GCS. We anticipate that the SPP in GCS is NP-hard even for very simple cost functions and constraint sets (see Section 9.2).

The linear constraints (4.4) describe the polytope $\mathcal{Y}$ that allows us to formulate the directed SPP as an Integer Linear Program (ILP). Here we apply Lemma 5.1 to the inequalities defining this polytope to specialize the general-purpose MICP (5.8) to the directed SPP in GCS. This MICP was proposed in [131]. The convex constraints implied by the bound $y_v \leq 1$ and $y_e \geq 0$ are already included in the MICP (5.8) (see the second constraint in (5.8c) and the first constraint in (5.8d), respectively). The equalities in the flow conservation (4.4a) are amenable to Lemma 5.1 as described in
Remark 5.3 This yields the valid linear equalities

\[ z_v = \sum_{e \in I_v^m} x_v^e + \delta_{e_0} x_v = \sum_{e \in I_v^{out}} x_v^e + \delta_{e_0} x_v, \quad \forall v \in \mathcal{V}. \quad (6.1) \]

Lemma 5.1 can be applied to the cycle-elimination constraints in (4.4b) only when the subset \( \mathcal{U} \) contains two vertices, i.e., the graph \( G \) has pairs of opposite edges \( e = (v, w) \) and \( f = (w, v) \). (This is the case, for example, if we formulate an undirected SPP as a directed SPP as discussed at the end of Section 4.4.1.) The resulting convex constraints are

\[ (x_v - z_v^e - z_f^v, 1 - y_e - y_f) \in \tilde{X}_v, \quad \forall e = (v, w) \in \mathcal{E} : f = (w, v) \in \mathcal{E}. \quad (6.2) \]

We can also apply Lemma 5.1 to the alternative cycle-elimination constraints (4.5) with \( |\mathcal{U}| = 2 \). We obtain

\[ (z_v - z_v^e - z_f^v, y_v - y_e - y_f) \in \tilde{X}_v, \quad (z_w - z_v^e - z_f^w, y_w - y_e - y_f) \in \tilde{X}_w, \quad \forall e = (v, w) \in \mathcal{E} : f = (w, v) \in \mathcal{E}. \quad (6.3) \]

The constraint in (6.2) is implied by the two constraints in (6.3): we simply sum to the latter the conditions \( (x_v - z_v, 1 - y_v) \in \tilde{X}_v \) and \( (x_w - z_w, 1 - y_w) \in \tilde{X}_w \) from (5.8c). This shows that the MICP featuring the constraints (6.3) is as strong or stronger than the one featuring (6.2).

Our overall MICP formulation of the SPP in GCS is obtained by adding to problem (5.8) the constraint (6.1) and one between constraint (6.2) and (6.3) (the second is typically more effective).

In Section 4.4.1 we have discussed how, if we assume the vertex and edge costs to be nonnegative, the cycle-elimination constraints are redundant for the ILP formulation of the ordinary SPP. For the SPP in GCS things are a little more complicated. If we assume that the functions \( f_v \) and \( f_e \) for \( v \in \mathcal{V} \) and \( e \in \mathcal{E} \) take nonnegative values, then the cycle-elimination constraints are unnecessary for the correctness of our mixed-integer formulation (as well as the corresponding constraints derived using Lemma 5.1). In fact, if they are unnecessary for the original ILP, then they are also unnecessary for the corresponding MINCP (5.2), which in turn is equivalent to the MICP (5.8) by Theorem 5.1. On the other hand, even under the nonnegativity assumption, these constraints can help making the convex relaxation of our MICP tighter.
6.1.1 Example: helicopter flight

We have an helicopter that is powered by solar energy and has to fly across an archipelago. The battery level over time is described by the function \( b : \mathbb{R} \to [0,1] \). The helicopter flies at constant speed \( \sigma = 100 \) and, when flying, its battery level decreases at rate \( \alpha = 5 \). It can stop at any time on any of the islands to recharge the battery. During the recharging breaks, the battery level increases at rate \( \beta = 1 \).

The helicopter starts from the island indexed by \( i = 1 \) with full battery. This island is taken to be a circle with center \( c_1 = (0,0) \) and zero radius \( r_1 = 0 \). The final island has index \( i = 2 \) and is a circle with center \( c_2 = (100,100) \) and radius \( r_2 = 0 \). The other islands are indexed by \( i = 3, \ldots, N \), with \( N := 25 \), and they are full dimensional circles

\[
C_i := \{ q \in \mathbb{R}^2 : \| q - c_i \|_2 \leq r_i \}.
\]

Their centers \( c_i \in \mathbb{R}^2 \) are drawn uniformly at random from the interval \( [c_1,c_2] \) and the radii \( r_i \) are drawn uniformly at random from the interval \([0,10]\). (Whenever we sample an island that intersects with one of the previous islands we reject it.) The goal is to complete the flight in minimum time. Time passes both when the helicopter is flying and when it is recharging the batteries.

The top panel in Figure 6-1 shows the optimal trajectory of the helicopter; the bottom panel shows the battery level \( b \) as a function of time. The optimal flight requires eight recharging breaks and takes a total time of 8.45.

We formulate the problem just described as an SPP in GCS. We construct a graph \( G = (\mathcal{V},\mathcal{E}) \) with one vertex per island, i.e., \(|\mathcal{V}| = N\). The source is the first island, \( s := 1 \), and the target is the second island, \( t := 2 \). We draw an edges between any pair of islands that are close enough for the helicopter to fly between them, assuming full battery at the beginning of the flight. In formulas, we have \((i,j) \in \mathcal{E}\) if

\[
\| c_j - c_i \|_2 < r_i + r_j + \sigma / \alpha,
\]

for all \( i,j = 1, \ldots, N \) such that \( i \neq j \).

Each vertex \( i = 1, \ldots, N \) has two continuous variables:

- \( q_i \in C_i \): recharge point in case the helicopter decides to stop on the \( i \)th island,
- \( b_i \in [0,1]^2 \): battery level before and after recharging on the island.

These variables are stacked to form the vector \( x_i := (q_i,b_i) \in \mathbb{R}^4 \). The recharging time spent on the \( i \)th island is \( h(b_i) := (b_{i,2} - b_{i,1}) / \beta \). The convex set \( X_i \subset \mathbb{R}^4 \) paired with vertex \( i \) is equal to \( C_i \times [0,1]^2 \) with the additional constraint that \( h(b_i) \geq 0 \). The
Figure 6-1: Example of an SPP in GCS. A helicopter powered by solar energy flies through an archipelago in minimum time. *Top:* optimal trajectory of the helicopter. *Bottom:* optimal battery level as a function of time.
set $X_1$ also ensures that the battery is fully charged at the beginning of the flight, i.e., $b_{1,2} = 1$. The cost of vertex $i$ is the linear function $f_i(x_i) := h(b_i)$. (Note that the variables $b_{1,1}$ and $b_{2,2}$ are actually irrelevant, and have the only role of simplifying the notation.)

Each edge $e = (i, j)$ has a cost equal to the flight time $f_e(x_i, x_j) := \|q_j - q_i\|_2/\sigma$, and is paired with the convex set

$$
X_e := \{ (x_i, x_j) : b_{j,1} \leq b_{i,2} - \alpha\|q_j - q_i\|_2/\sigma \}.
$$

The latter constraint states that the battery level before charging on island $j$ cannot be greater than the battery level after charging on island $i$, minus the battery consumed to fly between the islands. (Note that the slack in this inequality will always be zero at optimality, and enforcing the equality directly would not be convex.)

The convex relaxation of the SPP in GCS, without enforcing any cycle elimination constraint, has optimal value equal to 8.33 time units. Therefore the relaxation gap (cost of the MICP minus cost of the relaxation, normalized by the cost of the MICP) is only 1.4%. Essentially, the problem is solved through a single convex program; a Second-Order Cone Program (SOCP) in this case.

### 6.2 Travelling salesperson

We have introduced the Travelling-Salesperson Problem (TSP) in Section 4.4.2 here we consider its extension in GCS. The TSP in GCS is a generalization of the ordinary TSP, therefore it is NP-hard. Our goal is to formulate this problem as a practical MICP. As for the SPP, we start from the base MICP (5.8), and we derive specialized constraints for this problem using Lemma 5.1 and the ILP formulation of the TSP from Section 4.4.2.

We start by considering the directed TSP. We apply Lemma 5.1 to all the linear constraints in (4.7). The base MICP (5.8) already contains the convex constraints implied by the bounds $y_v \leq 1$ and $y_e \geq 0$. The equality constraints (4.7a) is amenable to Lemma 5.1 as described in Remark (5.3), and it gives us the following valid linear equalities for the TSP in GCS:

$$
z_v = \sum_{e \in I^u_v} z^e_v = \sum_{e \in I^o_v} z^e_v = x_v, \quad \forall v \in V. \quad (6.5)
$$

As seen for the SPP, the cycle-elimination constraint (4.7b) is amenable to Lemma 5.1 provided that the set $U$ has only two elements. In particular, the constraints (6.2)
and (6.3) are also valid for the TSP in GCS.

For the undirected TSP we proceed similarly. The only difference is the linear constraint (6.5), which is now substituted with

\[ z_v = \frac{1}{2} \sum_{e \in \mathcal{E}} z^e_v = x_v, \quad \forall v \in V. \]

The latter constraint is obtained from the equality (4.8) as in Remark (5.3).

### 6.2.1 Example: optimal car pooling

There is a party in Manhattan and the host is going to pick up \( N := 12 \) guests with a van. The location of the party is \( \theta_0 := (45, 7) \), where the first coordinate is the street and the second is the avenue. The guests have initial coordinates \( \theta_i \in \mathbb{Z}^2 \) for \( i = 1, \ldots, N \), and they are willing to move with a car to shorten the ride of the host. The goal is to find the optimal pick-up location of each guest so that the total gas consumption is minimized. The van of the host consumes two units of gas per unit of distance (distances are measured using the \( \mathcal{L}_1 \) norm). The cars of the guests consume half of that. Figure 6-2 depicts the optimal solution of this problem for a particular choice of the initial positions of the guests.

The problem can be formulated as a TSP in GCS as follows. We construct an undirected graph \( G = (V, E) \) with \( |V| = 13 \) vertices; one represents the party, the remaining are the guests. The party vertex is labelled as zero and has continuous variable \( x_0 \). The set \( \mathcal{X}_0 \) enforces the equality \( x_0 = \theta_0 \). The cost function \( f_0 \) is zero. The guest vertices are \( i = 1, \ldots, N \), and have variables \( x_i \in \mathbb{R}^2 \). The sets \( \mathcal{X}_i \) enforce the conservative bounds \( x_i \in [\theta_{\min}, \theta_{\max}] \), where \( \theta_{\min} \) and \( \theta_{\max} \) are the elementwise minimum and maximum of \{\( \theta_1, \ldots, \theta_N \)\}. The cost function \( f_i \) is equal to the distance travelled by the guest, i.e., \( \|x_i - \theta_i\|_1 \). The graph is fully connected, and the cost of each edge \( e = \{v, w\} \) is \( f_e(x_v, x_w) := 2\|x_v - x_w\|_1 \), where the coefficient takes into account the higher gas consumption of the host van.

Note that with the formulation just described the pick-up locations \( x_i \) of the guests are allowed to be fractional. However, it can be verified that the optimal value of these variables is always integer valued. This is because of the \( \mathcal{L}_1 \) metric used in the cost functions, and the integral values of the initial positions \( \theta_i \).

The optimal value of the problem is 39, and the one of the convex relaxation (including the exponentially many cycle-elimination constraints) is 24.1. For this problem the relaxation is not as tight as for the helicopter-flight example, since the ILP formulation of the TSP is much weaker than the one of the SPP (which is exact
Figure 6-2: Optimal car pooling as a TSP in GCS. A host picks up $N := 12$ guests for a party. The goal is to minimize the total fuel consumption, and the guests are willing to move towards the host in order to reduce the total cost of the trip.

for nonnegative weights).

### 6.3 Minimum spanning tree

We extend the Minimum-Spanning-Tree Problem (MSTP) introduced in Section 4.4.3 to the GCS setting, and we formulate it as an MICP. The MSTP in GCS is a generalization of the MSTP with neighborhoods, therefore it inherits the NP-hardness of the latter problem [193, Theorem 1].

As for the previous problems we start from the base formulation (5.8). By applying Remark (5.3) on the equality constraint (4.9a) we find the additional linear equality

$$z_v = x_v, \quad \forall v \in \mathcal{V}.$$ 

Constraint (4.10) for $|\mathcal{U}| = 1$ is amenable to Lemma 5.1 and gives:

$$\left(\sum_{e \in \mathcal{L}_e} z_e - x_v, \sum_{e \in \mathcal{L}_e} y_e - 1\right) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}.$$
Figure 6-3: Design of a power network using the MSTP in GCS. Cities are convex sets and are connected to the other cities through electricity cables (blue). The goal is to minimize the total length of the electricity grid.

All the other constraints that are not variables bounds (constraints (4.9b) and (4.9c)) involve more than one vertex, and are not suitable for Lemma 5.1.

6.3.1 Example: power network design

We consider an MSTP in GCS where $N := 15$ cities need to be connected by electricity cables, and we need to decide where each city should be latched to the grid. The cities are disposed on a uniform grid with integer coordinates. A city is represented as a two-dimensional set: a circle or a square with equal probability. The diameter of the circles and the sides of the squares are chosen uniformly at random from the interval $[0, 0.6]$. The goal is to minimize the total length of the electricity grid. Figure 6-3 shows the optimal solution of this problem.

The problem just described is formulated as an MSTP in GCS very easily. The vertices are the cities, and the edges connect the cities as shown in Figure 6-3. The continuous variables are the latching locations within each city. Vertices have zero cost and edges have cost equal to the Euclidean distance of the points that they connect. Edges are not associated with any constraint.

The optimal cost of the MICP is 10.00, and the one of the convex relaxation (including all the cycle-elimination constraints) is 9.00. As for the SPP, the convex relaxation is very accurate for this problem. Recall that both the SPP and the MSTP
can be solved in polynomial time. Additionally, the base ILP formulations of these problems, which our MICP builds on, have exact convex relaxation.

6.4 Facility location

The Facility-Location Problem (FLP) was described in Section 4.4.4. Since the FLP is NP-hard, so is the FLP in GCS. The application of Remark 5.3 and Lemma 5.1 to the constraints (4.11a) and (4.11b) gives

\[
\begin{align*}
  z_v &= \sum_{e \in \mathcal{I}_v} z_{e}^e = x_v, \quad \forall v \in \mathcal{V} ,
  \\
  (z_v - z_{e}^e, y_v - y_e) &\in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}_2, e \in \mathcal{I}_v.
\end{align*}
\]

Added to the base MICP (5.8), these constraints yield our MICP formulation of the FLP in GCS.

6.4.1 Example: sphere cover for robot collision checking

Collision checks are a very common problem in robotics. Consider, for example, a robot arm with multiple revolute joints. Given a configuration of the arm (i.e., given the angle of every joint), we want to be sure that every pair of robot links is not in collision. Exact collision checks can be computationally expensive, since the robot links might have complex shape. A common workaround is then to construct an outer approximation of each link using simpler shapes (typically spheres). We formulate this outer-approximation problem as an FLP in GCS.

Consider the simple two-dimensional robot link illustrated in Figure 6-4. As it is often the case, the link of our robot is described by a triangular mesh: \( \mathcal{T}_i \subset \mathbb{R}^2 \) for \( i = 1, \ldots, N \). The number of triangles in the figure is \( N = 17 \). Given that the problem is in two dimensions, we seek a collection of circles \( \mathcal{C}_j \subset \mathbb{R}^2 \) for \( j = 1, \ldots, M \). Each triangle \( \mathcal{T}_i \) must be entirely contained in at least one circle \( \mathcal{C}_j \). Among all the possible solutions, we seek the one that minimizes the sum of the areas of the circles. We optimize both the shape of the circles and their number. The optimal solution is reported in Figure 6-4 and uses only \( M = 5 \) circles to cover all the triangles in the mesh.

We formulate the problem above as an FLP in GCS. Each triangle \( \mathcal{T}_1, \ldots, \mathcal{T}_N \) is a client that needs to be covered by a facility. Each facility represents a potential circle used to cover the triangles. Conservatively, we take the number of facilities to be equal to the number \( N \) of clients, since we might need one circle for each triangle.
in the worst case. The solution of the FLP in GCS will then automatically select the optimal number of facilities (i.e., circles) to employ. The continuous variable \( x_i \in \mathbb{R}^6 \) paired with a client has fixed value, and stacks the three two-dimensional vertices of the triangle \( T_i \). Each facility is paired with the vector \( x_j \in \mathbb{R}^3 \), that stacks the center \( c_j \in \mathbb{R}^2 \) and the radius \( r_j \in \mathbb{R}_{\geq 0} \) of the circle \( C_j \). The positions of the centers and the radii are bounded by computing the smallest axis-aligned bounding box that contains all the triangles. The costs of the clients are zero, while the cost of the \( j \)th facility is equal to \( \pi r_j^2 \) (the area of the corresponding circle). For every edge connecting a client \( i \) to a facility \( j \), we enforce the convex constraint that all the vertices of the triangle \( T_i \) must lie in the circle \( C_j \). This ensures that \( T_i \subseteq C_j \). The costs of all the edges are set to zero.

In this case, the MICP and the convex relaxation have optimal value 62.1 and 19.6, respectively. This relatively large gap is due to the convex relaxation of the ILP formulation (4.11) of the ordinary FLP, which can be quite loose to start with.

### 6.5 Minimum perfect matching

The Minimum-Perfect-Matching Problem (MPMP) was described in Section 4.4.5. The MPMP in GCS can be formulated as an MICP by proceeding as for the previous problems. In particular, the application of Remark 5.3 to constraint (4.12a) gives us

\[
 z_v = \sum_{e \in I_v} z_{v}^e = x_v, \quad \forall v \in \mathcal{V}.
\]

The constraints in (4.13) cannot be leveraged by Lemma 5.1.
Mixed-integer optimization is not a practical way of solving the MPMP in GCS. In fact, the MPMP in GCS is easily reduced to an ordinary MPMP, with scalar costs on the vertices and edges, and solved using, e.g., Edmonds' matching algorithm. For each vertex $v \in \mathcal{V}$ in our graph we define $c_v := 0$. For every edge $e = (v, w) \in \mathcal{E}$, we let $c_e$ be the optimal value of the following convex program:

$$
\begin{array}{ll}
\text{minimize} & f_v(x_v) + f_w(x_w) + f_e(x_v, x_w) \\
\text{subject to} & x_v \in \mathcal{X}_v, \\
& x_w \in \mathcal{X}_w, \\
& (x_v, x_w) \in \mathcal{X}_e.
\end{array}
$$

(If this program is infeasible we remove the edge $e$ from the graph.) These scalar vertex and edge costs give us a weighted graph whose minimum perfect matching is the same (and has the same cost) as the minimum perfect matching in the GCS. This because for any fixed perfect matching, the continuous variables $x_v$ and $x_w$ are completely decoupled if $e = (v, w)$ is not in the matching, and are optimal if they solve the convex program above. Solving the convex programs above takes a time that is only linear in the number $|\mathcal{E}|$ of edges. Therefore, contrarily to all the GCS problems seen above, the MPMP in GCS is efficiently solvable.

Given that solving an MPMP in GCS does not require the techniques developed in this thesis, we skip the illustrative example for this problem.

### 6.6 Inspection problem

Our technique for solving GCS problems is fully algorithmic. Given the GCS and the ILP formulation of the discrete problem, our MICP is assembled and solved automatically. Approaching a new GCS problem is then very easy: our modelling effort is limited to the definition of the GCS and the design of the ILP. We demonstrate this point through the following example.

Consider the inspection problem shown in Figure 6-5. We have a floor plant composed of $N := 19$ rooms. Solid black lines represent walls and dotted linear are open doors. We seek a shortest closed trajectory that visits all the $M := 7$ rooms in red. Green rooms need not to be visited by the trajectory. Formulating this problem directly as an MICP would be very tedious and error prone: with GCS this problem is easily formulated and solved.

The inspection problem in Figure 6-5 is reminiscent of a TSP in GCS, where each room is a vertex in a graph. However, the optimal inspection trajectory must not visit
Figure 6-5: Inspection problem. We seek a continuous closed trajectory (dashed blue) that visits all the red rooms in the floor plant. Solid black lines represent walls and dotted lines are doorways. Green rooms need not to be visited by the trajectory.

all the rooms in the floor plan, and might also go through the same room multiple times. Therefore, the GCS problem we formulate is slightly more involved than a TSP.

We construct our GCS as follows. We imagine a fictitious building where the floor plan in Figure 6-5 is repeated on $M$ floors. We start from the ground floor in the first red room (picked arbitrarily). Every time that we reach a new red room we move one floor up. Our building has a total of $MN$ rooms, each of which is a vertex in our GCS. Each vertex is paired with two points in the corresponding room: the first is the entry point and the second is the exit point. The cost of each vertex is the distance between the two points (i.e., the distance travelled inside the room). For each floor, we draw an edge between any pair of communicating rooms. When we travel along such an edge, the exit point of the last room must be equal to the entry point of the next room. We also add edges that connect consecutive floors: any red room (that is not the first) is connected to the corresponding room upstairs. The first room at the top floor is then connected to the first room at the ground floor. Along all these edges, we enforce the same continuity constraints as before.

The ILP is formulated through the following steps. Every vertex must verify the flow conservation: if we enter in a room we must also leave the room. The constraint that each room must be visited at least once is enforced as follows: the sum over all floors of the binary variables that connect that room to its copy upstairs must
be greater than or equal to one. The binary variable of the edge connecting the top floor to the ground floor must also be at least one. This last constraint closes (i.e., connects the start and the end of) our trajectory.

The GCS and the ILP just constructed are processed algorithmically to solve the inspection problem and compute the trajectory in Figure 6-5.
Chapter 7

Software implementation

In this chapter we describe the software package gcspy that we have developed for solving problems in Graphs of Convex Sets (GCS). This package is written in Python and based on cvxpy [50]. It is freely available at

https://github.com/TobiaMarcucci/gcspy

It is not a fully mature code base yet, but its structure is very simple and well illustrates the easiness with which the techniques introduced in this thesis can be implemented on a computer. Optimizing the implementation of gcspy will be object of future works. We also highlight that a mature implementation of our techniques is available within the open-source software Drake [183]. This second implementation is currently specialized to the Shortest-Path Problem (SPP) in GCS, and its extension to any GCS problem is under development.

7.1 Interface

We start by describing the syntax of gcspy. We take the example of the helicopter flight described in Section 6.1.1 and we show how to solve this SPP in GCS with our package one step at the time.

We start by importing the packages gcspy and cvxpy.

```
import gcspy as gp  # our package
import cvxpy as cp  # convex-optimization package
```

We define the numerical parameters of our problem following the notation from Section 6.1.1.
Next we specify the center and the radius of each island. Except for the first two islands (the source and the target), these are originally generated at random. Here, for simplicity, we directly define their values rounded to the second digit.

\[
C = ((0, 0), (100, 100), (78, 9), (37, 57), (89, 69), \\
(42, 72), (30, 15), (19, 35), (54, 42), (20, 88), \\
(67, 42), (14, 20), (97, 31), (88, 89), (53, 69), \\
(88, 51), (75, 99), (28, 79), (45, 91), (29, 13), \\
(68, 21), (49, 5), (15, 59), (59, 90), (14, 81)) \# centers
\]

\[
r = (0.0, 0.0, 8.8, 2.6, 3.7, \\
0.1, 0.9, 4.0, 6.9, 0.3, \\
5.6, 8.0, 6.9, 0.9, 3.2, \\
0.2, 7.5, 1.0, 2.9, 0.2, \\
2.7, 5.7, 7.0, 1.4, 4.0) \# radii
\]

Next we instantiate our GCS.

\[
gcs = gp.GraphOfConvexSets()
\]

We add the vertices to the GCS. Each vertex has a continuous variable \( q_i \in C_i \) that represents where the helicopter should stop for a recharging break on the island. The second variable \( b_i \in [0, 1]^2 \) is the battery level before and after the recharging break. The recharging time \( (b_{i,2} - b_{i,1})/\beta \) is nonnegative and equal to the cost of each vertex. Finally, we also ensure that the battery is fully charged at the beginning of the flight.
We now specify the edges of our graph (currently, gcspy supports only directed graphs). As in (6.4), we connect every pair of distinct vertices such that the minimum distance between the corresponding islands can be covered by the helicopter. To facilitate this check, we define the following helper function.

```python
autonomy = sigma / alpha # maximum flying range
def reach(i, j): # checks if island j is reachable from island i
dist = (C[j][0] - C[i][0]) ** 2
dist += (C[j][1] - C[i][1]) ** 2
dist **= .5 # distance between island centers
return autonomy >= dist - r[i] - r[j]
```

Using the function above, we iterate over all pairs of vertices and decide whether to connect them with an edge or not. The cost of traversing an edge \((i, j)\) is equal to the duration of the corresponding flight segment, i.e., \(\|q_j - q_i\|_2 / \sigma\). We also add a constraint that relates the battery levels on the islands \(i\) and \(j\).
for i in range(N):
    vi = gcs.get_vertex_by_name(i) # retrieve ith vertex
    qi, bi = vi.variables # retrieve vertex variables
for j in range(N):
    if i != j and reach(i, j): # island j is reachable from i
        vj = gcs.get_vertex_by_name(j) # retrieve jth vertex
        qj, bj = vj.variables # retrieve vertex variables
        e = gcs.add_edge(vi, vj) # edge from i to j
        te = cp.norm2(qi - qj) / sigma # flight time
        be = alpha * te # battery consumption
        e.add_constraint(bj[0] <= bi[1] - be)
        e.add_cost(te) # penalize flight time

Now we can solve the SPP in GCS and print, e.g., the optimal value of the problem.

s = gcs.get_vertex_by_name(0) # source vertex
s = gcs.get_vertex_by_name(1) # target vertex
sol = gcs.solve_shortest_path(s, t) # assembles MICP and solves it
print(sol.value) # optimal value of the SPP in GCS

The optimal value of the binary variables $y_v$ and $y_e$ paired with the vertices $v \in \mathcal{V}$ and edges $e \in \mathcal{E}$ can be printed as follows.

for v in gcs.vertices:
    print(v.y.value) # vertex binary
for e in gcs.edges:
    print(e.y.value) # edge binary

The optimal value of the variables $x_v$, paired with the vertices $v \in \mathcal{V}$ are retrieved similarly. (Note that every vertex is paired with a list of decision variables in gcspy. The variable $x_v$ can be thought of as the concatenation of this list.)

for v in gcs.vertices:
    for xv in v.variables:
        print(xv.value) # vertex continuous variable
7.1.1 Solving new GCS problems

In the code snippets above, we called the method `solve_shortest_path` of the class `GraphOfConvexSets` to compute the shortest path between the source and the target. This method formulates the MICP described in Section 6.1 solves it, and gives us back the solution in the form of the object `sol`. Methods that can be called to solve other GCS problems include `solve_traveling_salesperson`, `solve_spanning_tree`, and `solve_facility_location`. On the other hand, the techniques introduced in this thesis are fully algorithmic and apply to any graph optimization problem, provided that we are given an Integer-Linear Programming (ILP) formulation of it, i.e., the polytope $\mathcal{Y}$.

In the following code snippet we pretend that the method `solve_shortest_path` was not implemented in `gcspy`, and show how we can still solve the SPP in GCS by providing a description of the polytope $\mathcal{Y}$.

```python
Y = [] # list of linear inequalities of ILP
for v, yv in zip(gcs.vertices, gcs.vertex_binaries):
    edges_in = gcs.incoming_indices(v) # edges incoming v
    edges_out = gcs.outgoing_indices(v) # edges outgoing v
    flow_in = gcs.edge_binaries[edges_in] # flows incoming v
    flow_out = gcs.edge_binaries[edges_out] # flows outgoing v
    delta_sv = 1 if v == s else 0
    delta_tv = 1 if v == t else 0
    Y.append(yv == sum(flow_in) + delta_sv) # flow conservation
    Y.append(yv == sum(flow_out) + delta_tv) # flow conservation
sol = gcs.solve_from_ilp(Y)
```

In these lines of code we describe the polytope $\mathcal{Y}$ from (4.4) by listing the linear constraints that define its facets (i.e., the constraints of the ILP formulation of the SPP). For the SPP, these constraints are the flow conservation (which is computed within the for loop for each vertex) and the bounds $y_v \in [0,1]$ and $y_e \in [0,1]$ (which are omitted since they hold for any problem and they are automatically added by `gcspy`). Then we call the method `solve_from_ilp` which parses these constraints, automatically formulates our MICP using Lemma 5.1 solves it, and returns the solution object.
7.2 Behind the scenes

The software implementation described above is made very simple by the DCP framework introduced in [85], and briefly described in Section 2.3.3. DCP allows us to specify the convex sets and functions in a GCS using the high-level syntax of a software like cvxpy. Then it computes conic representations of these sets and functions. Once all the pieces of our problem are in conic form, it is very easy for us to apply all the necessary homogenization transformations and assemble our MICP. Let us describe this process in more detail.

Every vertex \( v \in \mathcal{V} \) in a GCS is paired with a convex program, specified by a convex set \( \mathcal{X}_v \subset \mathbb{R}^{n_v} \) and a convex function \( f_v : \mathbb{R}^{n_v} \to \mathbb{R} \). This program is coded using the DCP ruleset, and is translated in conic form automatically (potentially through the addition of auxiliary variables and constraints). Therefore, without loss of generality, we can assume that the vertex cost is linear, \[ f_v(x_v) := c_v^\top x_v \]
for some \( c_v \in \mathbb{R}^{n_v} \), and the vertex set is in conic form, \[ \mathcal{X}_v := \{ x_v : A_v x_v + b_v \in \mathcal{K}_v \} \]
for some matrix \( A_v \in \mathbb{R}^{m_v \times n_v} \), vector \( b_v \in \mathbb{R}^{m_v} \), and convex cone \( \mathcal{K}_v \subset \mathbb{R}^{m_v} \).

The same holds for the edges. Each edge \( e = [v, w] \in \mathcal{E} \) is paired with a convex program, specified by the set \( \mathcal{X}_e \subset \mathbb{R}^{n_v+n_w} \) and the function \( f_e : \mathbb{R}^{n_v+n_w} \to \mathbb{R} \). Again, these convex sets and functions are transformed into conic form. Therefore, we can assume that \[ f_e(x_v, x_w) := c_e^\top (x_v, x_w) \]
for some \( c_e \in \mathbb{R}^{n_v+n_w} \), as well as \[ \mathcal{X}_e := \{ (x_v, x_w) : A_e (x_v, x_w) + b_e \in \mathcal{K}_e \} \]
for some matrix \( A_e \in \mathbb{R}^{m_e \times (n_v+n_w)} \), vector \( b_e \in \mathbb{R}^{m_e} \), and convex cone \( \mathcal{K}_e \subset \mathbb{R}^{m_e} \).

With all the costs and constraints expressed in conic form, our MICP (5.8) is formulated as follows. We define the binary variables \( y_v \in \{0, 1\} \) and \( y_e \in \{0, 1\} \) for each vertex \( v \in \mathcal{V} \) and edge \( e \in \mathcal{E} \). We introduce the auxiliary variables \( z_v \in \mathbb{R}^{n_v} \) and \( z_e^v \in \mathbb{R}^{n_v} \) for each vertex \( v \in \mathcal{V} \) and edge \( e \in \mathcal{I}_v \). Since all the cost functions are linear, the objective function of our MICP is simply a linear function of the auxiliary...
variables:
\[
\sum_{v \in \mathcal{V}} \tilde{f}_v(z_v, y_v) + \sum_{e \in \mathcal{E}} \tilde{f}_e(z^e_v, z^e_w, y_e) = \sum_{v \in \mathcal{V}} c^*_v z_v + \sum_{e \in \mathcal{E}} c^*_e (z^e_v, z^e_w).
\]

(Recall that the homogenization of a linear function is equal to the function itself.)

The constraint set \( \mathcal{Y} \) is either constructed within the specific method called by the user (e.g., \texttt{solve_shortest_path}) or is provided by the user as shown in Section 7.1.1. Therefore the constraint \( y \in \mathcal{Y} \) from (5.8b) is easily assembled.

Given the conic representation of the sets \( \mathcal{X}_v \), their homogenizations take the form
\[
\tilde{\mathcal{X}}_v = \{ (x, y) : y \geq 0, \ A_v x + b_v y \in \mathcal{K}_v \}.
\]

The constraints \((z_v, y_v) \in \tilde{\mathcal{X}}_v \) and \((x_v - z_v, 1 - y_v) \in \tilde{\mathcal{X}}_v \) from (5.8c) are then enforced simply as
\[
A_v z_v + b_v y_v \in \mathcal{K}_v, \quad A_v (x_v - z_v) + b_v (1 - y_v) \in \mathcal{K}_v.
\]

(Note that the bounds \(0 \leq y_v \leq 1\) are already enforced by the constraint \( y \in \mathcal{Y} \).) The constraints from (5.8d) and (5.8e) are implemented similarly:
\[
A_v z^e_v + b_v y_v \in \mathcal{K}_v, \quad \forall v \in \mathcal{V}, \ e \in \mathcal{I}_v,
\]
\[
A_v (x_v - z^e_v) + b_v (1 - y_v) \in \mathcal{K}_v, \quad \forall v \in \mathcal{V}, \ e \in \mathcal{I}_v,
\]
\[
A_e (z^e_v, z^e_w) + b_e y_e \in \mathcal{K}_e, \quad \forall e = [v, w] \in \mathcal{E}.
\]

Finally, in Chapter 6 we have seen how Lemma 5.1 can be used to generate constraints that are specialized to a given graph problem. These are also enforced as above. Thanks to the conic representation of the GCS convex programs, any constraint of the form
\[
\left( a_v z_v + \sum_{e \in \mathcal{I}_v} a_e z^e_v + b x_v, a_v y_v + \sum_{e \in \mathcal{I}_v} a_e y_e + b \right) \in \tilde{\mathcal{X}}_v
\]
becomes
\[
A_v \left( a_v z_v + \sum_{e \in \mathcal{I}_v} a_e z^e_v + b x_v \right) + b_v \left( a_v y_v + \sum_{e \in \mathcal{I}_v} a_e y_e + b \right) \in \mathcal{K}_v.
\]

7.2.1 Edge variables

The package \texttt{gcspy} allows the explicit use of auxiliary variables \( x_e \in \mathbb{R}^{n_e} \) for each edge \( e \in \mathcal{E} \), as discussed in Remark 5.1. These can be very useful to define certain classes
of convex costs and constraints. Therefore, the edge cost function really handled by gcspy is
\[
f_e(x_v, x_w, x_e) := c_e^T(x_v, x_w, x_e)
\]
with \(c_e \in \mathbb{R}^{n_v+n_w+n_e}\). While the constraint set is
\[
\mathcal{K}_e := \{(x_v, x_w, x_e) : A_e(x_v, x_w, x_e) + b_e \in \mathcal{K}_e\}
\]
with \(A_e \in \mathbb{R}^{m_e \times (n_v+n_w+n_e)}\). All the steps above are essentially unchanged after the introduction of a variable \(z_e\) that represents the product of \(y_e\) and \(x_e\).
Chapter 8

Analysis of the convex relaxation

In this chapter we describe and analyze at a more abstract level the method introduced in Chapter 5 to formulate a Graph of Convex Sets (GCS) problem as a Mixed-Integer Convex Program (MICP). We show that Lemma 5.1 can be used to design convex relaxations of a large class of bilinear constraints, and we connect this result to existing relaxation techniques for nonconvex optimization. Finally, we give a simple geometric proof of the validity of our MICP (already shown in Theorem 5.1). Most of the material in this chapter is taken from [131, Section 7].

8.1 Set-based relaxation of bilinear constraints

Our first step in this analysis is to show that Lemma 5.1 is, in fact, a general-purpose relaxation technique for nonconvex sets of the form

$$\mathcal{S} := \{ (x, y, Z) : x \in \mathcal{X}, \ y \in \mathcal{Y}, \ Z = xy^\top \}, \tag{8.1}$$

where $\mathcal{X} \subseteq \mathbb{R}^n$ and $\mathcal{Y} \subseteq \mathbb{R}^m$ are closed convex sets. In particular, here $\mathcal{X}$ and $\mathcal{Y}$ represent generic constraint sets on the continuous and binary variables in the Mixed-Integer NonConvex Program (MINCP) (5.4), respectively. See Section 8.5 below for more details.

A natural approach to construct a convex relaxation of the set $\mathcal{S}$ is to multiply all the valid inequalities $a^\top x + b \geq 0$ for the set $\mathcal{X}$ by all the valid inequalities $c^\top y + d \geq 0$ for the set $\mathcal{Y}$, and then use the bilinear equality $Z = xy^\top$ to linearize these products. This gives us an infinite family of valid linear inequalities for $\mathcal{S}$, which
form the convex set
\[
C := \{(x, y, Z) : a^\top Z c + da^\top x + bc^\top y + bd \geq 0 \text{ for all } (a, b) \in X^\circ \text{ and } (c, d) \in Y^\circ \}, \tag{8.2}
\]
where \(X^\circ\) and \(Y^\circ\) are the polar sets defined in Section 2.1.2. By construction, the set \(C\) is a convex relaxation of the nonconvex set \(S\):
\[
S \subseteq C.
\]
Note also that the conditions \(x \in X\) and \(y \in Y\) are implied by the linear inequalities in (8.2). In fact, for the valid inequality \((c, d) = (0, 1) \in Y^\circ\), the conditions in (8.2) reduce to \(a^\top x + b \geq 0\) for all \((a, b) \in X^\circ\), which is equivalent to \(x \in X\), as we have seen in (2.8). The condition \(y \in Y\) is recovered similarly by considering the valid inequality \((a, b) = (0, 1) \in X^\circ\).

The relaxation (8.2) is not implementable on a computer yet, since it involves an infinite number of constraints. However, if one of the two sets is a polytope then the convex set \(C\) can be efficiently described by a finite number of convex constraints.

**Theorem 8.1.** Let the set
\[
Y := \{y : c_j^\top y + d_j \geq 0 \text{ for all } j \in J\}
\]
be a polyhedron. We have
\[
C = \{(x, y, Z) : x \in X, \ (Zc_j + d_jx, \ c_j^\top y + d_j) \in \tilde{X} \text{ for all } j \in J\}. \tag{8.3}
\]

**Proof.** We start from the definition in (8.2). First we add the redundant constraint \(x \in X\). Then we notice that listing all the valid inequalities \((c, d) \in Y^\circ\) is equivalent to listing only the valid inequalities \((c_j, d_j)\) for \(j \in J\). In fact, by Lemma 2.3, for any vector \((c, d) \in Y^\circ\) there exist nonnegative coefficients \(\alpha_j\) such that \(c = \sum_{j \in J} \alpha_j c_j\) and \(d \geq \sum_{j \in J} \alpha_j d_j\). Using these coefficients, we have
\[
0 \leq \sum_{j \in J} \alpha_j(a^\top Z c_j + d_j a^\top x + bc_j^\top y + bd_j)
\]
\[
= a^\top Z c + bc^\top y + \sum_{j \in J} \alpha_j d_j(a^\top x + b)
\]
\[
\leq a^\top Z c + bc^\top y + da^\top x + bd,
\]
where the last inequality uses the nonnegativity of $a^T x + b$, which is ensured by $(a, b) \in \mathcal{X}^\circ$ and $x \in \mathcal{X}$. Finally, for each $j \in J$, we rewrite the infinite family of linear inequalities

$$0 \leq a^T Zc_j + d_j a^T x + bc_j^T y + bd_j = a^T (Zc_j + d_j x) + b(c_j^T y + d_j),$$

for all $(a, b) \in \mathcal{X}^\circ$, as a single convex constraint $(Zc_j + d_j x, c_j^T y + d_j) \in \tilde{\mathcal{X}}$. This step uses again the equality (2.8).

We then have two descriptions of the relaxation $\mathcal{C}$: the symmetric one (8.2) that clearly exposes the logic behind our technique, and the asymmetric one (8.3) that is computationally efficient, provided that one of the two sets is polyhedral and has a small number of facets. Note that the asymmetric relaxation generalizes Lemma 5.1, with $c_j^T y + d_j \geq 0$ taking the place of the linear inequality (5.5).

The asymmetric relaxation (8.3) can be efficiently described and implemented on a computer when the set $\mathcal{X}$ is described in conic form. In this case, the homogenization $\tilde{\mathcal{X}}$ can be computed explicitly using the formula (2.4). However, the relaxation (8.3) is also usable when an explicit description of the set $\mathcal{X}$ is not available. For example, the set $\mathcal{X}$ may be very complex and accessible only through an oracle that, given a point $x$, either certifies that $x \in \mathcal{X}$ or returns a separating hyperplane. In fact, if $\mathcal{X}$ is bounded, such an oracle is easily adapted to checking membership to the homogenization $\tilde{\mathcal{X}}$, and this black-box access to the problem constraints is sufficient for efficient convex-optimization algorithms like the ellipsoid method [86, Chapters 3 and 4]. Since the asymmetric relaxation (8.3) works directly with its abstract set representation of $\mathcal{X}$, we call it set based.

### 8.2 Tightness of the relaxation

Ideally, we would like our convex relaxation $\mathcal{C}$ to be as tight as possible and coincide with the convex hull of the nonconvex set $\mathcal{S}$. A simple case in which this is true is when the set $\mathcal{Y}$ is an interval on the real line (see Proposition 8.2 below). However, the next proposition shows that the equality $\mathcal{C} = \text{conv}(\mathcal{S})$ does not hold in general.

**Proposition 8.1.** There exists sets $\mathcal{X}$ and $\mathcal{Y}$ such that the convex relaxation $\mathcal{C}$ from (8.3) is strictly larger than the convex hull of the set $\mathcal{S}$ from (8.1).

**Proof.** Consider $\mathcal{X} := \mathcal{Y} := [-1, 1]^2$. With this choice, the constraints defining the
set $\mathcal{C}$ in (8.3) read
\[
x \in [-1,1]^2, \\
(z_i + x, y_i + 1) \in \tilde{X}, \quad i = 1, 2, \\
(x - z_i, 1 - y_i) \in \tilde{X}, \quad i = 1, 2,
\]
where $z_i$ is the $i$th column of $Z$ and $y_i$ is the $i$th entry of $y$. These constraints are satisfied if we let
\[
x = y = 0, \quad Z = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.
\]
However, this point $(x, y, Z)$ does not belong to the convex hull of $\mathcal{S}$. If it was, the matrix $Z$ should have been a convex combination of rank-one matrices in the set $[-1,1]^{2 \times 2}$, but $Z$ is an extreme point of this set and has rank equal to two.

It is important to highlight that it was fully expected that our relaxation $\mathcal{C}$ is not always equal to the convex hull of $\mathcal{S}$. In fact, the bilinear program
\[
\begin{align*}
\text{minimize} & \quad p^T x + q^T y + x^T R y \\
\text{subject to} & \quad x \in \mathcal{X}, \ y \in \mathcal{Y}
\end{align*}
\]
(8.4a)
(8.4b)
is equivalent to minimizing a linear function over the nonconvex set $\mathcal{S}$, and this problem is NP-hard (see, e.g., [158, Section 1]). Therefore, the equality $\mathcal{C} = \text{conv}(\mathcal{S})$ would give us a compact LP formulation of this problem, and allow us to solve an NP-hard problem in polynomial time.

The next lemma shows that the convex relaxation $\mathcal{C}$ is perfectly tight to the nonconvex set $\mathcal{S}$ at all the extreme points of the polyhedron $\mathcal{Y}$. We will use this lemma later in the chapter to give a simpler proof of the correctness of our MICP 5.8.

**Lemma 8.1.** Let $\mathcal{Y}$ be a polytope and $\hat{y}$ one of its extreme points. A point $(x, \hat{y}, Z)$ belongs to the set $\mathcal{S}$ in (8.1) if and only if it belongs to the set $\mathcal{C}$ in (8.3).

**Proof.** One direction follows from $\mathcal{S} \subseteq \mathcal{C}$. For the other direction we show that if $(x, \hat{y}, Z) \in \mathcal{C}$ then $Z = xy^T$. Since $\hat{y}$ is an extreme point of $\mathcal{Y}$, there are $m$ linearly independent inequalities that are active at $\hat{y}$. Let $C \in \mathbb{R}^{m \times m}$ and $d \in \mathbb{R}^m$ collect the coefficients $(c_i, d_i)$ of these inequalities, so that $C\hat{y} + d = 0$. For the same inequalities, the constraints in (8.3) give us $Zc_i + dx = 0$ or, equivalently, $ZC^T + xd^T = 0$. We then have $ZC^T = xy^T C^T$ and, since $C$ is invertible, $Z = xy^T$. \qed
8.3 Explicit description of the convex hull

The next lemma shows that if the polyhedron \( \mathcal{Y} \) is bounded (i.e., is a polytope) and described through its extreme points, then the convex hull of \( \mathcal{S} \) can be easily described in a convex fashion.

**Lemma 8.2.** Assume that \( \mathcal{Y} \) is a polytope with extreme points \( \{\hat{y}_k\}_{k \in \mathcal{K}} \). We have

\[
\text{conv}(\mathcal{S}) = \left\{ \sum_{k \in \mathcal{K}} (x, \lambda_k \hat{y}_k, x_k \hat{y}_k^\top) : \sum_{k \in \mathcal{K}} \lambda_k = 1, (x, \lambda_k) \in \tilde{\mathcal{X}} \right\}.
\]

(8.5)

**Proof.** For any \( k \in \mathcal{K} \), the set \( C_k := \{(x, \hat{y}_k, x \hat{y}_k^\top) : x \in \mathcal{X}\} \) is convex and contained in \( \mathcal{S} \). Its homogenization is equal to \( \tilde{C}_k = \{(x, \lambda \hat{y}_k, x \hat{y}_k^\top, \lambda) : (x, \lambda) \in \tilde{\mathcal{X}}\} \). We use Lemma 2.1 to compute the convex hull of the union of the sets \( C_k \) and, after a few manipulations, we obtain the set on the right-hand side of (8.5). Since this set is the convex hull of subsets of \( \mathcal{S} \), it is contained in the convex hull of \( \mathcal{S} \). On the other hand this set is convex, therefore to prove that it is equal to the convex hull of \( \mathcal{S} \) we are left to show that \( \mathcal{S} \) is contained in it.

Let \( (x, y, Z) \) be a point in \( \mathcal{S} \). We have \( y = \sum_{k \in \mathcal{K}} \lambda_k \hat{y}_k \) for some coefficients \( \lambda_k \geq 0 \) such that \( \sum_{k \in \mathcal{K}} \lambda_k = 1 \). We define \( x_k := \lambda_k x \) for all \( k \in \mathcal{K} \). This gives us

\[
\begin{align*}
\sum_{k \in \mathcal{K}} x_k &= x, \\
\sum_{k \in \mathcal{K}} x_k \hat{y}_k^\top &= x \sum_{k \in \mathcal{K}} \lambda_k \hat{y}_k^\top = x y^\top = Z, \\
(x_k, \lambda_k) &\in \tilde{\mathcal{X}}, \quad \forall k \in \mathcal{K}.
\end{align*}
\]

We conclude that \( (x, y, Z) \) belongs to the set on the right-hand side of (8.5), and that \( \mathcal{S} \) is contained in this set. \( \square \)

This proposition gives us a lifted (i.e., higher-dimensional) description of the convex hull of \( \mathcal{S} \) that is convex and also set based (according to our informal definition above). While our relaxation \( \mathcal{C} \) has size proportional to the number \( |\mathcal{J}| \) of facets of \( \mathcal{Y} \), this description of the convex hull has size proportional to the number \( |\mathcal{K}| \) of extreme points of \( \mathcal{Y} \). For most of the polytopes \( \mathcal{Y} \) that we encounter in practice, the number of facets \( |\mathcal{J}| \) is significantly smaller than the number of extreme points \( |\mathcal{K}| \), and our relaxation is more effective overall. However, for polytopes \( \mathcal{Y} \) with low number of extreme points, also the explicit description of the convex hull of \( \mathcal{S} \) can be computationally efficient.
The next proposition shows that in the simple case where the polytope $\mathcal{Y}$ is a one-dimensional interval, then our relaxation $\mathcal{C}$ is actually equal to the convex hull of $\mathcal{S}$.

**Proposition 8.2.** Let $\mathcal{Y}$ be an interval of the form $[a, b] \subset \mathbb{R}$, with $b > a$. Then the set $\mathcal{C}$ from (8.3) is equal to the convex hull of the set $\mathcal{S}$ in (8.5).

**Proof.** With $\mathcal{Y} := [a, b]$ the constraint defining $\mathcal{C}$ read

$$\mathcal{C} = \{ (x, y, z) : x \in \mathcal{X}, (z - ax, y - a) \in \tilde{\mathcal{X}}, (bx - z, b - y) \in \tilde{\mathcal{X}} \}.$$  

While the constraints that define the convex hull of $\mathcal{S}$ are

$$\text{conv}(\mathcal{S}) = \{ (x_0 + x_1, \lambda_0 a + \lambda_1 b, x_0 a + x_1 b) : \lambda_0 + \lambda_1 = 1, (x_0, \lambda_0) \in \tilde{\mathcal{X}}, (x_1, \lambda_1) \in \tilde{\mathcal{X}} \}.$$  

The mutual inclusion of these two sets can be verified by using the change of variables

$$(x, y, z) = (x_0 + x_1, \lambda_0 a + \lambda_1 b, x_0 a + x_1 b),$$

$$(x_0, x_1, \lambda_0, \lambda_1) = \frac{1}{b - a} (bx - z, z - ax, b - y, y - a).$$

\[\square\]

### 8.4 Related relaxation techniques

The basic idea of generating new valid constraints by multiplying existing ones is classical, and has many incarnations: from the simple McCormick envelope [134] to semidefinite hierarchies for polynomial optimization [148, 149, 110], passing through the Reformulation-Linearization Technique (RLT) [169]. Among this family of techniques, the Lovász-Schrijver hierarchy [120] is the closest to ours, since it is set based and includes constraints of the form (8.3) (see Theorem 1.6 and Conditions (iii) through (iii") in [120]). However, this hierarchy focuses on binary optimization and symmetric quadratic maps, and its naive application to the bilinear set $\mathcal{S}$ would produce multiple redundant variables and constraints. Our approach leverages the bilinear structure of the set $\mathcal{S}$ to construct a relaxation $\mathcal{C}$ that is smaller and as tight as the first level of the Lovász-Schrijver hierarchy, without semidefinite constraints. Our practical experience is that higher levels of the hierarchy and semidefinite constraints lead to MICPs that, although stronger, are significantly slower to solve.
Consider the case in which both the sets $\mathcal{X}$ and $\mathcal{Y}$ are polyhedral: $\mathcal{X} := \{x : a_i^\top x + b_i \geq 0 \text{ for all } i \in \mathcal{I}\}$ and $\mathcal{Y} := \{y : c_j^\top y + d_j \geq 0 \text{ for all } j \in \mathcal{J}\}$. After a few manipulations, our relaxation simplifies to

$$
\mathcal{C} = \{(x, y, Z) : x \in \mathcal{X}, y \in \mathcal{Y}, \ a_i^\top Z c_j + d_j a_i^\top x + b_i c_j^\top y + b_i d_j \geq 0 \text{ for all } i \in \mathcal{I} \text{ and } j \in \mathcal{J}\}.
$$

Therefore, in this simple case, our approach simply amounts to multiplying the inequalities that define the polyhedra $\mathcal{X}$ and $\mathcal{Y}$. This specific relaxation was originally proposed in [170], as a variant of the RLT. The fact that our relaxation is not the convex hull of $\mathcal{S}$ is therefore well known. In the even simpler case where $\mathcal{X}$ and $\mathcal{Y}$ are intervals on the real line, our relaxation simplifies to the McCormick envelope [134]. Proposition 8.2 generalizes the result that the McCormick envelope is the convex hull of the nonconvex set $\mathcal{S}$ when $\mathcal{X}$ and $\mathcal{Y}$ are one-dimensional intervals.

Consider the bilinear program (8.4) with polytopic sets $\mathcal{X}$ and $\mathcal{Y}$, and the additional constraint $y \in \{0, 1\}^m$. Assuming $\mathcal{Y} \subseteq [0, 1]^m$, the first-level RLT is known to yield a valid MILP formulation of this program [1 Theorem 1]. Lemma 8.1 extends this result to generic closed convex sets $\mathcal{X}$. In fact, $\mathcal{Y} \subseteq [0, 1]^m$ ensures that any vector $y \in \mathcal{Y} \cap \{0, 1\}^m$ is an extreme point of $\mathcal{Y}$, and the relaxation $\mathcal{C}$ is exact in correspondence of these points.

The recent work [196] shows how perspective functions can be used to allow the multiplication of nonlinear convex constraints in the RLT algorithm. However, the relaxation in that work is not set based, and requires an explicit analysis of all the possible products of basic cone inequalities.

### 8.5 Back to graphs of convex sets

As already noticed, Theorem 8.1 generalizes Lemma 5.1 which is the backbone of our MICP formulations of the GCS problems. Specifically, the following is an equivalent way of deriving our MICPs. For each vertex $v \in \mathcal{V}$ in our GCS, we stack in a vector $y_v \in \{0, 1\}^{\mathcal{I}_v \cup \mathcal{J}_v}$ the binary variables $y_e$ and $y_e$ for $e \in \mathcal{I}_v$. We define a polytope $\mathcal{Y}_v \subseteq [0, 1]^{\mathcal{I}_v \cup \mathcal{J}_v}$ by collecting all the linear inequalities (5.5) that only affect the entries of $y_v$. Then we define a nonconvex set

$$
\mathcal{S}_v := \{(x, y, Z) : x \in \mathcal{X}_v, y \in \mathcal{Y}_v, Z = xy^\top\}.
$$
for each vertex \( v \in \mathcal{V} \). Letting \( Z_v \) be the matrix that stacks the auxiliary variables \( z_v \) and \( z_e^v \) for \( e \in \mathcal{I}_v \), we can replace all the bilinear constraints in the MINCP (5.4) with constraints of the form \((x_v, y_v, Z_v) \in S_v\). Finally, we apply Theorem 8.1 to get a convex relaxation \( C_v \) of each set \( S_v \), and we get an MICP by replacing \( S_v \) with \( C_v \).

Theorem 5.1 established the validity of the MICP obtained using Lemma 5.1. Using the results in this section, the proof of this theorem much simpler. Constraint (5.8b) forces the vectors \( y_v \) to have binary entries and, consequently, to be extreme points of the corresponding polytopes \( \mathcal{Y}_v \). The MICP (5.8) is valid since by Lemma 8.1 the sets \( C_v \) and \( S_v \) are equal at the extreme points of \( \mathcal{Y}_v \).

Finally, observe that we applied Theorem 8.1 to each vertex independently. An alternative (more straightforward) way of reformulating the MINCP (5.4) as an MICP is to stack all the continuous and binary variables into two large vectors \( x \in \mathbb{R}^{\sum_{v \in \mathcal{V}} n_v} \) and \( y \in \{0, 1\}^{\mathcal{V} \cup \mathcal{E}} \), respectively. Then the MINCP (5.4) can be restated as a large program of the form

\[
\begin{align*}
\text{minimize} & \quad f(x, y, Z) \\
\text{subject to} & \quad y \in \{0, 1\}^{\mathcal{V} \cup \mathcal{E}}, \\
& \quad (x, y, Z) \in S,
\end{align*}
\]

where the nonconvex set \( S \) is defined as in (8.1). By applying Theorem 8.1 to the whole set \( S \), we now obtain a second MICP formulation of the GCS problem. While correct, in our experience, this MICP is too large and slow to solve for most of the problems we encounter in practice. Conversely, our method operates on each vertex independently, and leads to slightly weaker but significantly smaller MICPs that are solved much more quickly.
Part III

Shortest-path problem and its applications
Chapter 9

Shortest-path problem

In the last part of this thesis we focus on the directed Shortest-Path Problem (SPP) in Graphs of Convex Sets (GCS). This problem is particularly important since it generalizes many fundamental problems in optimal control, multi-stage decision making, and robotics. In addition, the structure of this problem is particularly well suited to the optimization techniques that we introduced in this thesis.

In this chapter we dive deep in the analysis of the SPP in GCS and its numerical solution. Applications in optimal control and robotics will be discussed in the following chapters. Most of the material presented in this chapter is taken from [131].

9.1 Problem statement

The ordinary directed SPP and its extension in GCS have been discussed in Sections 4.4.1 and 6.1 respectively. We start this chapter by briefly recapping the statements of these problems and some important definitions.

In the directed SPP, we are given a directed graph $G = (\mathcal{V}, \mathcal{E})$ with vertex costs $c_v \in \mathbb{R}$ for $v \in \mathcal{V}$ and edge costs $c_e \in \mathbb{R}$ for $e \in \mathcal{E}$. We seek a path in $G$ of minimum cost from a specified source vertex $s \in \mathcal{V}$ to a specified target vertex $t \in \mathcal{V}$. Recall that a path in $G$ is a subgraph $(\mathcal{W}, \mathcal{F}) \subseteq G$ with

$$\mathcal{W} = \{ s = v_0, v_1, \ldots, v_{l-1}, v_l = t \}, \quad \mathcal{E} = \{ (v_0, v_1), (v_1, v_2), \ldots, (v_{l-1}, v_l) \},$$

and $v_i \neq v_j$ for all $i, j = 1, \ldots, l$. Let $\mathcal{P}_{s,t}$ be the set of all $s$-$t$ paths in our graph $G$. 
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We formulate the ordinary SPP as the optimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{V}} c_v + \sum_{e \in \mathcal{E}} c_e \\
\text{subject to} \quad (\mathcal{V}, \mathcal{E}) & \in \mathcal{P}_{s,t}.
\end{align*}
\]  

(9.1a) (9.1b)

In the SPP in GCS each vertex \( v \in \mathcal{V} \) is paired with a continuous variable \( x_v \in \mathbb{R}^{n_v} \). The scalar costs in (9.1a) are replaced by the convex functions \( f_v : \mathbb{R}^{n_v} \to \mathbb{R} \) for all \( v \in \mathcal{V} \) and \( f_e : \mathbb{R}^{n_v+n_w} \to \mathbb{R} \) for all \( e = (v, w) \in \mathcal{E} \). The selection of a path decides both the cost functions that we need to minimize and the constraints \( \mathcal{X}_v \subseteq \mathbb{R}^{n_v} \) for \( v \in \mathcal{V} \) and \( \mathcal{X}_e \subseteq \mathbb{R}^{n_v+n_w} \) for \( e = (v, w) \in \mathcal{E} \) that we need to satisfy. This leads to the optimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{V}} f_v(x_v) + \sum_{e=(v,w) \in \mathcal{E}} f_e(x_v, x_w) \\
\text{subject to} \quad (\mathcal{V}, \mathcal{E}) & \in \mathcal{P}_{s,t}, \\
& x_v \in \mathcal{X}_v, \quad \forall v \in \mathcal{V}, \\
& (x_v, x_w) \in \mathcal{X}_e, \quad \forall e = (v, w) \in \mathcal{E}.
\end{align*}
\]  

(9.2a) (9.2b) (9.2c) (9.2d)

### 9.2 Complexity analysis

The ordinary SPP (9.1) is NP-hard if we do not make specific assumptions on the structure of the graph or the signs of the vertex and edge costs. In fact, the Hamiltonian-Path Problem (HPP), which asks whether a graph \( G \) contains an \( s-t \) Hamiltonian path, is well known to be NP-complete for a cyclic graph \( G \), and reduces to the SPP if we let \( c_v = -1 \) for all \( v \in \mathcal{V} \) and \( c_e = 0 \) for all \( e \in \mathcal{E} \). In order for the SPP to be efficiently solvable, we need to rule out the presence of cycles with negative cost (see, e.g., [167, Chapter 8]). There are two obvious, but practically very relevant, scenarios in which negative-cost cycles are certainly absent:

- The graph \( G \) is acyclic. In this case a shortest path can be found in a time that grows linearly with \( |\mathcal{V}| + |\mathcal{E}| \) (see, e.g., [43, Section 22.2]).

- All the costs \( c_v \) for \( v \in \mathcal{V} \) and \( c_e \) for \( e \in \mathcal{E} \) are nonnegative. In this case we can use the variant of Dijkstra’s method [52] proposed in [69] to find a shortest path in a time proportional to \( |\mathcal{V}| \log(|\mathcal{V}|) + |\mathcal{E}| \). Alternatively, we can solve the problem as an LP (see the discussion at the end of Section 4.4.1).

The SPP in GCS is obviously NP-hard when no special assumptions are made on
the graph structure or the signs of the cost functions $f_v$ and $f_e$, since it generalizes the ordinary SPP. Given the observations above, two practically relevant special cases of the SPP in GCS to consider, with the hope that they are efficiently solvable, are:

- The SPP in GCS with acyclic graph $G$.
- The SPP in GCS with nonnegative costs, i.e., $f_v : \mathbb{R}^{n_v} \to \mathbb{R}_{\geq 0}$ for all $v \in V$ and 
  $f_e : \mathbb{R}^{n_v+n_w} \to \mathbb{R}_{\geq 0}$ for all $e = (v,w) \in E$.

The next theorem shows that, in contrast to the ordinary SPP, the SPP in GCS is still NP-hard under these assumptions.

**Theorem 9.1.** Assume that the graph $G$ is acyclic. Assume that the vertex costs $f_v$ and the edge costs $f_e$ are nonnegative for all $v \in V$ and $e \in E$. The SPP in GCS (9.2) is NP-hard.

The proof of this theorem is a reduction of the 3SAT problem (Boolean-satisfiability problem with clauses of three literals), which is another well-known NP-complete problem [104]. Let us quickly recall the statement of this problem (without introducing the jargon typically used for satisfiability problems). For each $i = 1, \ldots, m$ and $j = 1, 2, 3$, we are given a convex set

$$C_{i,j} := \{ x \in [0,1]^n : x_{k_{i,j}} = a_{i,j} \},$$

where $a_{i,j} \in \{0,1\}$ and $k_{i,j} \in \{1, \ldots, n\}$. In words, each set $C_{i,j}$ allows the vector $x$ to have entries between zero and one, and forces the entry of $x$ indexed by $k_{i,j}$ to be equal to $a_{i,j}$ (i.e., either zero or one). The 3SAT problem asks whether the set

$$\bigcap_{i=1}^{m} (C_{i,1} \cup C_{i,2} \cup C_{i,3})$$

is empty or not.

**Remark 9.1.** More commonly, the 3SAT problem asks for a vector $x$ with only binary entries, i.e., the sets $C_{i,j}$ should be defined as $\{ x \in \{0,1\}^n : x_{k_{i,j}} = a_{i,j} \}$. This problem is easily seen to be equivalent to the one above: any feasible solution $x$ of this second problem is feasible for the problem above, and by rounding the fractional entries of any feasible solution $x$ of the problem above we obtain a feasible solution for this second problem.

**Proof of Theorem 9.1.** We reduce the 3SAT problem to the SPP in GCS. Given the sets $C_{i,j}$, we construct the layered GCS illustrated in Figure 9-1. The leftmost and
rightmost vertices are the source \( s \) and the target \( t \), respectively. We pair these vertices with the convex sets \( \mathcal{X}_s := \mathcal{X}_t := [0, 1]^n \). Between the source and the target, we have \( m \) layers with three vertices each. The \( j \)th vertex in the \( i \)th layer, denoted as \( v \), is paired with the convex set \( \mathcal{X}_v := \mathcal{C}_{i,j} \). The directed edges connect the source to all the vertices in the first layer, and all the vertices in the last layer to the target. The layers in between are fully connected. We define the edge constraints as \( \mathcal{X}_e := \{ (x_v, x_w) : x_v = x_w \} \) for all \( e = (v, w) \in \mathcal{E} \). All the vertex and edge costs are equal to zero.

The edge constraints force all the continuous variables \( x_v \) along the selected path (i.e., for all \( v \in \mathcal{W} \)) to be equal. We call this common value \( x \). Thanks to the layered structure of our graph, the vector \( x \) lies in at least one of the sets \( \mathcal{C}_{i,1}, \mathcal{C}_{i,2}, \) or \( \mathcal{C}_{i,3} \) for all \( i = 1, \ldots, m \). Therefore the SPP in GCS we have constructed is feasible if and only if the 3SAT problem is.

The proof of Theorem 9.1 shows that even deciding the feasibility of an SPP in GCS is NP-hard. A simple modification of the same proof shows that solving a feasible SPP in GCS is equally hard. Specifically, if we let \( \mathcal{X}_e := \mathbb{R}^n \) and \( f_e(x_v, x_w) := \|x_v - x_w\| \) for all \( e = (v, w) \in \mathcal{E} \), then the SPP in GCS is feasible (we can let \( x_v \) be a any point in \( \mathcal{X}_v \) for all \( v \in \mathcal{V} \) and take any path through the graph). In addition, the SPP in GCS has optimal value equal to zero if and only if the initial 3SAT problem is feasible.

9.2.1 Alternative proofs of NP-hardness

The proof of Theorem 9.1 makes minimal assumptions on the structure of the GCS, but requires the sets \( \mathcal{X}_v \) to be high dimensional. We include here two alternative proofs of NP-hardness of the SPP in GCS that use low-dimensional sets \( \mathcal{X}_v \). The first
uses intervals on the real line, the second disjoint rectangles in two dimensions. On the other hand, these alternative proofs rely on the graph $G$ having cycles (and the edge costs $f_e$ growing superlinearly).

**Theorem 9.2.** Assume that $\mathcal{X}_v \subset \mathbb{R}$ for all $v \in \mathcal{V}$. The SPP in GCS (9.2) is NP-hard.

**Proof.** We reduce the HPP, which is NP-complete [104], to the SPP in GCS. We construct an SPP in GCS that shares the same graph $G$ as the given HPP. We let the source $\mathcal{X}_s := \{0\}$ and target $\mathcal{X}_t := \{1\}$ sets be singletons on the real line, and we define $\mathcal{X}_v := [0,1]$ for all $v \neq s,t$. The length of each edge $e = (v,w)$ is the Euclidean distance squared, $f_e(x_v, x_w) := \|x_w - x_v\|^2_2$. Given these choices, the optimal positioning of the vertices for a fixed path with vertices $s = v_0, v_1, \ldots, v_l = t$ is $x_{v_k} = k/l$ for $k = 0, \ldots, l$. The cost of this solution is $l(1/l)^2 = 1/l$. We conclude that an optimal path is one for which $l$ is maximized, and is Hamiltonian if and only if $G$ contains a Hamiltonian path.

**Theorem 9.3.** Assume that the sets $\mathcal{X}_v$ for $v \in \mathcal{V}$ are disjoint rectangles in two dimensions. The SPP in GCS (9.2) is NP-hard.

**Proof.** We repeat the proof of Theorem 9.2 but we embed the sets $\mathcal{X}_v$ defined above in a two-dimensional space. Specifically, we define very small scalars $\varepsilon_v$ for all $v \in \mathcal{V}$. We assume that $\varepsilon_v \neq \varepsilon_w$ for all $v, w \in \mathcal{V}$ such that $v \neq w$. Then we let $\mathcal{X}_s := \{(0,\varepsilon_s)\}$, $\mathcal{X}_t := \{(1,\varepsilon_t)\}$, and $\mathcal{X}_v := [0,1] \times \{\varepsilon_v\}$ for all $v \neq s, t$. This modification ensures that the sets $\mathcal{X}_v$ are disjoint, but does not affect the optimal path, which is still Hamiltonian if and only if $G$ has a Hamiltonian path.

### 9.3 Mixed-integer convex formulation

In Section 6.1 we have shown how the SPP in GCS is formulated as a Mixed-Integer Convex Program (MICP). Here we consider special classes of SPPs in GCS, and we show how the MICP from Section 6.1 can be made computationally lighter.

#### 9.3.1 Nonnegative costs

We start by assuming that the vertex costs $f_v$ and the edge costs $f_e$ are nonnegative functions. Under this assumption any cycle in the GCS has nonnegative cost and, therefore, the cycle-elimination constraints are not necessary for the validity of our MICP (although in some cases they can lead to a tighter convex relaxation). Specifically, the validity of our MICP is intact if we remove the constraint (4.4b). As well as
the corresponding constraints obtained by using Lemma \ref{lem:5.1}, namely (6.2) and (6.3).
Collecting all the other constraints, our MICP reads

\begin{align}
\text{minimize} & \quad \sum_{v \in \mathcal{V}} \tilde{f}_v(z_v, y_v) + \sum_{e = (v, w) \in \mathcal{E}} \tilde{f}_e(z_v^e, z_w^e, y_e) \quad (9.3a) \\
\text{subject to} & \quad y_e \in \{0, 1\}, \quad \forall e \in \mathcal{E}, \quad (9.3b) \\
& \quad y_v \in \{0, 1\}, \quad \forall v \in \mathcal{V}, \quad (9.3c) \\
& \quad (z_v, y_v) = \sum_{e \in \mathcal{I}_v^\text{in}} (z_v^e, y_e) + \delta_{sv}(x_v, 1), \quad \forall v \in \mathcal{V}, \quad (9.3d) \\
& \quad (z_v, y_v) = \sum_{e \in \mathcal{I}_v^\text{out}} (z_v^e, y_e) + \delta_{tv}(x_v, 1), \quad \forall v \in \mathcal{V}, \quad (9.3e) \\
& \quad (z_v, y_v) \in \tilde{\mathcal{X}}_v, \quad (x_v - z_v, 1 - y_v) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \quad (9.3f) \\
& \quad (z_v^e, y_e) \in \tilde{\mathcal{X}}_v, \quad (x_v - z_v^e, 1 - y_e) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \quad e \in \mathcal{I}_v, \quad (9.3g) \\
& \quad (z_v^e, z_w^e, y_e) \in \tilde{\mathcal{X}}_e, \quad \forall e = (v, w) \in \mathcal{E}. \quad (9.3h)
\end{align}

The convex relaxation of this problem is obtained simply by dropping the constraints (9.3b) and (9.3c).

It can be verified that multiple components (variables and constraints) of problem (9.3) are redundant, in the sense that they can be removed from the problem without affecting the validity of the MICP and the optimal value of its convex relaxation. This reduced-size MICP reads as follows:

\begin{align}
\text{minimize} & \quad \sum_{v \in \mathcal{V}} \tilde{f}_v(z_v, y_v) + \sum_{e = (v, w) \in \mathcal{E}} \tilde{f}_e(z_v^e, z_w^e, y_e) \quad (9.4a) \\
\text{subject to} & \quad y_e \in \{0, 1\}, \quad \forall e \in \mathcal{E}, \quad (9.4b) \\
& \quad y_v \in \{0, 1\}, \quad \forall v \in \mathcal{V}, \quad (9.4c) \\
& \quad y_v = \sum_{e \in \mathcal{I}_v^\text{in}} y_e + \delta_{sv} = \sum_{e \in \mathcal{I}_v^\text{out}} y_e + \delta_{tv} \leq 1, \quad \forall v \in \mathcal{V}, \quad (9.4d) \\
& \quad z_v = \sum_{e \in \mathcal{I}_v^\text{in}} z_v^e + \delta_{sv}z_v = \sum_{e \in \mathcal{I}_v^\text{out}} z_v^e + \delta_{tv}z_v, \quad \forall v \in \mathcal{V}, \quad (9.4e) \\
& \quad (z_v^e, y_e) \in \tilde{\mathcal{X}}_v, \quad \forall v \in \mathcal{V}, \quad e \in \mathcal{I}_v, \quad (9.4f) \\
& \quad (z_v^e, z_w^e, y_e) \in \tilde{\mathcal{X}}_e, \quad \forall e = (v, w) \in \mathcal{E}. \quad (9.4g)
\end{align}

Specifically, we have removed:

- the variables $x_v$ for all $v \in \mathcal{V}$,
- the constraint $(z_v, y_v) \in \tilde{\mathcal{X}}_v$ from (9.3h) for all $v \in \mathcal{V}$,
• the constraint $x_v - z_v \in (1 - y_v)X_v$ from (9.3f) for all $v \in \mathcal{V}$,

• the constraint $y_e \leq 1$ from (9.3g) for all $e \in \mathcal{E}$,

• the constraint $x_v - z_e^v \in (1 - y_e)e_v$ from (9.3g) for all $v \in \mathcal{V}$ and $e \in \mathcal{I}_v$.

Again the convex relaxation of this problem is obtained by dropping the constraints (9.4b) and (9.4c).

Given a feasible solution for the convex relaxation of one of the two MICPs above it is always possible to reconstruct a feasible solution with equal cost for the other MICP. From the larger MICP to the reduced MICP it suffices to discard the variables $x_v$ for all $v \in \mathcal{V}$. For the other direction, we can let $x_v$ be any point that satisfies the constraint in the third bullet above. It is easily verified that this value of $x_v$ satisfies all the other constraints that we have removed.

### 9.3.2 No costs on the vertices

The MICP (9.4) can be simplified further if the vertex costs $f_v$ are zero for all $v \in \mathcal{V}$, and the edge costs $f_e$ are still assumed to be nonnegative. In this case, we obtain the small MICP

\[
\begin{align*}
\text{minimize} & \quad \sum_{e=(v,w)\in \mathcal{E}} \tilde{f}_e(z_e^v, z_e^w, y_e) \\
\text{subject to} & \quad y_e \in \{0, 1\}, \quad \forall e \in \mathcal{E}, \quad (9.5a) \\
& \quad \sum_{e \in \mathcal{I}_v^{\text{in}}} y_e + \delta_{sv} = \sum_{e \in \mathcal{I}_v^{\text{out}}} y_e + \delta_{tv} \leq 1, \quad \forall v \in \mathcal{V}, \quad (9.5b) \\
& \quad \sum_{e \in \mathcal{I}_v^{\text{in}}} z_e^v = \sum_{e \in \mathcal{I}_v^{\text{out}}} z_e^w, \quad \forall v \in \mathcal{V}\setminus\{s, t\}, \quad (9.5c) \\
& \quad (z_e^v, y_e) \in \tilde{X}_v, \quad \forall v \in \mathcal{V}, \ e \in \mathcal{I}_v, \quad (9.5d) \\
& \quad (z_e^v, z_e^w, y_e) \in \tilde{X}_e, \quad \forall e = (v,w) \in \mathcal{E}. \quad (9.5e)
\end{align*}
\]

Here we have removed:

• the variables $y_v$ and $z_v$ for all $v \in \mathcal{V}$,

• the constraint (9.4e) for $v = s$ and $v = t$.

Given a feasible solution for the convex relaxation (9.5) or (9.4) we can always recover a feasible solution with equal cost for the other convex relaxation.
Remark 9.2. An SPP in GCS with nonzero vertex costs can always be reduced to an SPP in GCS with zero vertex costs. We can do this by distributing the cost $f_v$ of vertex $v$ on the edges that are incident with $v$. For all the vertices $v$ that are not the target, we add the term $f_v(x_v)$ to the costs $f_e(x_v, x_w)$ of all the edges $e = (v, w)$ that are outgoing $v$. For the target $t$, we add the same term to the costs of the edges that are incoming $t$. We also note that the MICP that we obtain after distributing the vertex costs on the edges is stronger than the original one (i.e., has a tighter convex relaxation). To see this, consider for example a vertex $v$ that is not the target. The cost term $\tilde{f}_v(z_v, y_v)$ in the original MICP is replaced with

$$\sum_{e \in I_v^{\text{out}}} \tilde{f}_v(z_e^v, y_e) \geq \tilde{f}_v \left( \sum_{e \in I_v^{\text{out}}} z_e^v, \sum_{e \in I_v^{\text{out}}} y_e \right) = \tilde{f}_v(z_v, y_v),$$

where the inequality is due to the convexity of $\tilde{f}_v$ as in (2.10). An analogous inequality is easily verified for the target vertex. On the other hand, the MICP with vertex costs distributed on the edges is computationally more expensive, since it has more addends in the objective function. Which MICP solves faster depends on the specific problem instance.

9.3.3 Acyclic graphs

If the graph $G$ is acyclic then the constraint $y_v \leq 1$ is not necessary. This so-called degree constraint can be eliminated from (9.4d) and also from the right-hand side of (9.5c).

9.4 Dual problem

We now analyze the dual of the convex relaxation of our MICP, and we draw additional parallels between this problem and the Linear Programming (LP) formulation of the SPP discussed in Section 4.4.1. The goal of this section is to get a better understanding of the various components of our problem. With this goal in mind, we make our problem as simple as possible: we assume that the vertex costs $f_v$ are zero and the graph $G$ is acyclic. Therefore our primal problem is (9.5), without the degree constraint in (9.5c).
9.4.1 Dual of the SPP

In Section 4.4.1 we have shown that the SPP with nonnegative weights can be formulated as the LP:

\[
\begin{align*}
\text{minimize} & \quad \sum_{e \in \mathcal{E}} c_e y_e & \quad (9.6a) \\
\text{subject to} & \quad \sum_{e \in \mathcal{I}_v^\text{in}} y_e + \delta_{sv} = \sum_{e \in \mathcal{I}_v^\text{out}} y_e + \delta_{tv}, & \forall v \in \mathcal{V}, \quad (9.6b) \\
& \quad y_e \geq 0, & \forall e \in \mathcal{E}, \quad (9.6c)
\end{align*}
\]

where we have set the vertex costs to zero, as by our assumption, and we have removed the variables \(y_v\). Note also that we have removed the degree constraints \(y_v \leq 1\), which is easily seen to be redundant for this problem.

The dual of the LP above can be derived as in Section 2.3.2 and reads

\[
\begin{align*}
\text{maximize} & \quad p_s - p_t & \quad (9.7a) \\
\text{subject to} & \quad p_v - p_w \leq c_e, & \forall e = (v, w) \in \mathcal{E}. \quad (9.7b)
\end{align*}
\]

Here \(p_v \in \mathbb{R}\) is the multiplier of the flow conservation in (9.6b) for all \(v \in \mathcal{V}\). These multipliers are interpretable as potentials: the objective maximizes the potential jump between source and target, and the constraints ensure that the potential jump along each edge does not exceed the edge cost.

For the LPs (9.6) and (9.7), complementary slackness reads \((c_e - p_v + p_w)y_e = 0\) for all edges \(e = (v, w)\). Therefore, at optimality, each edge \(e \in \mathcal{F}\) along the shortest path must have a potential jump equal to its edge cost.

9.4.2 Dual of the SPP in GCS

The convex relaxation of the MICP (9.5) is a conic program, and its dual is also derived as shown in Section 2.3.2. Neglecting the degree constraint, the dual problem reads

\[
\begin{align*}
\text{maximize} & \quad p_s - p_t & \quad (9.8a) \\
\text{subject to} & \quad r_v^T x_v + p_v - r_w^T x_w - p_w \leq f_e(x_v, x_w), & \quad \forall (x_v, x_w) \in (\mathcal{X}_v \times \mathcal{X}_w) \cap \mathcal{X}_e, \ e = (v, w) \in \mathcal{E}, \quad (9.8b) \\
& \quad r_s = r_t = 0. \quad (9.8c)
\end{align*}
\]
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The dual variables are \( p_v \in \mathbb{R} \) and \( r_v \in \mathbb{R}^{n_v} \) for all \( v \in \mathcal{V} \). The first are paired with the flow conservation as above. The second correspond to (9.5c). The additional variables \( r_s \) and \( r_t \) have only the role of simplifying the presentation.

Similarly to the LP (9.7), the dual (9.8) can be interpreted in terms of potentials. For each vertex \( v \in \mathcal{V} \), the linear function \( r_v^\top x_v + p_v \) defines the potential of the point \( x_v \in \mathcal{X}_v \). Because of (9.8c), these functions are constant over the source and target sets, and the objective (9.8a) maximizes the potential jump between \( s \) and \( t \), as in the ordinary SPP. Like (9.7b), constraint (9.8b) asks the potential jump along an edge to be smaller than the edge cost. By setting all the potential functions to zero, we see that the dual problem is always feasible and has nonnegative optimal value.

For the primal-dual pair (9.4) and (9.8), complementary slackness requires
\[
r_v^\top z_v^e + p_v y_e - r_w^\top z_w^e - p_w y_e = \tilde{f}_e(z_v^e, z_w^e, y_e)
\]
for all edges \( e = (v, w) \). As for the ordinary SPP, this is trivially satisfied if \( y_e = 0 \). While, for \( y_e > 0 \), we get \( r_v^\top z_v^e + p_v - r_w^\top z_w^e - p_w = f_e(z_v^e, z_w^e) \), with \( z_v^e := z_v^e / y_e \) and \( z_w^e := z_w^e / y_e \). In words, at optimality, the potential jump along edge \( e \) is tight to the edge cost \( f_e \) at the point \( (z_v^e, z_w^e) \).

### 9.5 Heuristic solution via rounding

In many practical cases, we do not necessarily seek an optimal solution of the SPP in GCS but, instead, we are interested in finding a feasible solution of low cost quickly. In these cases, a simple and effective way of tackling the SPP in GCS is to solve its convex relaxation and then try to obtain a feasible solution using a rounding strategy. As discussed in Section 3.3.1, rounding is not always guaranteed to work, but can be very effective for some problems with special structure. In addition, rounding automatically provides us with the bound (3.4) on the optimality gap of the solution that it finds.

The rounding strategy that we propose is based on the observation that, if we fix a path \( (\mathcal{W}, \mathcal{F}) \in \mathcal{P}_{s,t} \) through the graph \( G \), then the SPP in GCS (9.2) reduces to the following convex program (which we will call convex restriction [51]):

\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in \mathcal{W}} f_v(x_v) + \sum_{e = (v, w) \in \mathcal{F}} f_e(x_v, x_w) \\
\text{subject to} & \quad x_v \in \mathcal{X}_v, \quad \forall v \in \mathcal{W}, \\
& \quad (x_v, x_w) \in \mathcal{X}_e, \quad \forall e = (v, w) \in \mathcal{F}.
\end{align*}
\]
where the only variables are $x_v$ for $v \in W$. This program is small in size and has the structure of an optimal-control problem, with sparse (banded) cost and constraints. Thanks to this, it can be solved in a time that increases only linearly with the length $l$ of the path [189].

Our rounding strategy is a randomized method that generates a collection of candidate paths, for each path solves the corresponding convex restriction (9.9), and then simply takes the solution with lowest optimal value. To generate a collection of candidate paths we observe that the value of each variable $y_e$ is naturally interpreted as the probability of the edge $e$ being along the shortest path. When we solve the convex relaxation, these probabilities can be fractional, and induce a probability distribution over the set of all possible paths through the graph $G$. To sample from this distribution we use a simple randomized depth-first search. Starting from the source vertex $v = s$, at each iteration, this search crosses an edge $e \in I_v^\text{out}$ with probability $y_e / y_v$. If a dead end occurs (i.e., if all the outgoing edges with nonzero probability lead to a vertex that we have already visited) we backtrack to the latest vertex in the path that admits a way out. The algorithm terminates when the target $t$ is reached and a path is identified. We repeat this algorithm until we identify a given number of distinct paths (say five or ten) or we reach a given maximum number of random trials (say one hundred).

Our rounding strategy is particularly effective when the convex restriction (9.9) is guaranteed to be feasible, no matter the path that we select to cross the graph. In this case, it is easily verified that our convex relaxation of the SPP in GCS is feasible if and only there is an $s$-$t$ path in the graph $G$, and the randomized rounding is guaranteed to identify a solution of the SPP in GCS. This will be the case for some of the motion-planning problems that we will study in Chapter 11.

Remark 9.3. Making our rounding strategy deterministic by selecting at each iteration the edge $e$ with largest probability $y_e$ is, in general, a bad idea. To see this, imagine that we have solved the convex relaxation, we have extracted the path with largest probability mass, and this path is in fact optimal for the SPP in GCS. Then we can construct a new graph where we add multiple copies of the vertices and edges of the optimal path. If we solve our convex relaxation with this new graph, it can be verified that the probability mass will be divided evenly between the multiple copies of the optimal path. Therefore, if we add a sufficient number of copies, a greedy deterministic search will eventually select a path that is not optimal. Conversely, repeating the same experiment with our randomized strategy, the probability of sampling an optimal path is independent of the presence of multiple optimal paths.
9.6 Numerical experiments

This section collects multiple numerical experiments. We start in Section 9.6.1 with a simple two-dimensional problem. Section 9.6.2 presents a statistical analysis of the performance of our MICP on large-scale instances of the SPP in GCS. The same large-scale instances are used in Section 9.6.3 to analyze the effectiveness of our rounding algorithm. Finally, in Section 9.6.4, we use a carefully designed problem to show how symmetries in the GCS can loosen the relaxation of our MICP.

All the experiments in this section use the commercial solver MOSEK 10.0 with default options on a laptop computer with processor 2.4 GHz 8-Core Intel Core i9 and memory 64 GB 2667 MHz DDR4.

9.6.1 Two-dimensional example

We consider the two-dimensional problem in Figure 9-2. We have a graph $G$ with $|\mathcal{V}| = 9$ vertices, $|\mathcal{E}| = 22$ edges, and multiple cycles. The source $\mathcal{X}_s := \{\theta_s \in \mathbb{R}^2\}$ and target $\mathcal{X}_t := \{\theta_t \in \mathbb{R}^2\}$ sets are single points, while the remaining regions are full dimensional. The geometry of the sets $\mathcal{X}_v$ and the edge set $\mathcal{E}$ can be deduced from Figure 9-2. We do not enforce any edge constraint $\mathcal{X}_e$. All the vertex costs $f_v$ are zero. For the edge costs we consider the Euclidean distance

$$ f_e(x_v, x_w) := \|x_w - x_v\|_2, \quad \forall e = (v, w) \in \mathcal{E}, \quad (9.10) $$

and the Euclidean distance squared

$$ f_e(x_v, x_w) := \|x_w - x_v\|_2^2, \quad \forall e = (v, w) \in \mathcal{E}. \quad (9.11) $$

The shortest paths corresponding to the two edge costs are shown in Figure 9-2 in orange and blue. As expected, the first trajectory is almost straight while the lengths of the segments in the second are better balanced.

In Figure 9-3 we analyze the optimal values of the SPP in GCS and our convex relaxation for different values of a parameter $\sigma > 0$ that controls the volume of the sets $\mathcal{X}_v$. The value $\sigma = 1$ corresponds to the GCS in Figure 9-2. While for $\sigma \neq 1$ each set $\mathcal{X}_v$ is shrunk or enlarged via a uniform scaling, with scale factor $\sigma$, relative to a fixed Chebyshev center of the set (center of the inscribed circle of maximum area).

When the edge cost is the Euclidean distance, the top panel in Figure 9-3 shows that our relaxation is exact for all values of $\sigma$. This was expected for $\sigma$ close to zero, since our relaxation is exact when the sets are singletons. Similarly, the problem is trivial for very large $\sigma$, when the regions are so big that, no matter the discrete
Figure 9-2: Two-dimensional SPP in GCS with the optimal solution depicted for two edge costs, the Euclidean distance and the Euclidean distance squared.

Figure 9-3: Optimal values of the SPP in GCS and its convex relaxation as functions of the edge cost and the size of the sets $\sigma$. 
path we take, we can always reach the target via a straight line. However, that our relaxation is exact for all the intermediate values of \( \sigma \) is not an obvious result. With the Euclidean distance squared, our relaxation is still guaranteed to be tight as \( \sigma \) goes to zero. This is confirmed by the bottom panel of Figure 9-3. When \( \sigma \) is very large, our problem is equivalent to the HPP (see proof of Theorem 9.2), which is NP-complete. The optimal value of the problem is \( \| \theta_t - \theta_s \|^2 / l = 11.6 \), where \( l = 7 \) is the number of edges in the longest \( s-t \) path in the graph in Figure 9-2. A close inspection of the bottom of Figure 9-3 reveals that, for large \( \sigma \), our relaxation yields the lower bound \( \| \theta_t - \theta_s \|^2 / (|\mathcal{V}| - 1) = 10.1 \), which corresponds to the simple inequality \( l \leq |\mathcal{V}| - 1 \). Using a duality argument, it can be verified that our relaxation always recovers this bound.

9.6.2 Large-scale random instances

We present a statistical analysis of the performance of our formulation. We generate a variety of random large-scale SPPs in GCS, and we analyze the relaxation tightness and the solution times of our MICP as functions of various problem parameters.

We stress that generating random graphs representative of the “typical” SPP in GCS we might encounter in practice is a difficult operation. Inevitably, the instances we describe below are not completely representative, and our algorithm might perform worse or better on other classes of random graphs. Our goal here is to show that our MICP is not limited to small-scale problems.

We construct an SPP in GCS as follows. We set \( \mathcal{X}_s := \{0\} \) and \( \mathcal{X}_t := \{1\} \). The rest of the sets \( \mathcal{X}_v \) are axis-aligned hyper cubes with volume \( \Lambda \) and center drawn uniformly at random in \([0,1]^n\). Given a number \( |\mathcal{E}| \) of edges, we construct the edge set in two steps. First we generate multiple \( s-t \) paths such that every vertex \( v \neq s, t \) is traversed exactly by one path. These are determined via a random partition of the set \( \mathcal{V} - \{s,t\} \): the number of sets in the partition (number of paths) is drawn uniformly from the interval \([1,|\mathcal{V}| - 2]\), and also the number of vertices in each set (length of each path) is a uniform random variable. Then we extend the edge set by drawing edges uniformly at random from the set \( \{(v,w) \in \mathcal{V}^2 : w \neq s, v \neq t, v \neq w\} \) until a desired cardinality \( |\mathcal{E}| \) is reached. We do not enforce any edge constraint \( \mathcal{X}_e \), and all the vertex costs \( f_v \) are zero. As edge costs \( f_e \) we consider the Euclidean distance (9.10) and the Euclidean distance squared (9.11), which both make our MICP a mixed-integer Second-Order-Cone Program (SOCP).

For each edge cost, we first solve 100 random instances with the following nominal parameters: volume \( \Lambda = 0.01 \), \( n = 4 \) dimensions, \( |\mathcal{V}| = 50 \) vertices, and \( |\mathcal{E}| = 100 \) edges. Then we solve four other batches of 100 problems where, in each batch, a
different subset of these parameters is increased by a factor of 5. Specifically, these additional batches test our formulation in case of large sets $\mathcal{X}_v$ ($\Lambda$ from 0.01 to 0.05), high dimensions ($n$ from 4 to 20), dense graphs ($|\mathcal{E}|$ from 100 to 500), and large graphs ($|\mathcal{V}|$ and $|\mathcal{E}|$ from 50 and 100 to 250 and 500). To give an idea of what these problems look like, the projection onto two dimensions of a GCS generated using the nominal parameters is shown in Figure 9-4.

Figure 9-5 shows the relaxation gap (cost gap between the MICP and its relaxation, normalized by the MICP cost) versus the MICP solution time for all the instances described above. As observed in the previous example, the Euclidean edge cost (9.10) results in easier programs: our relaxation is tight in almost all the instances and the solution times are relatively low. The squared edge cost (9.11) leads to more challenging problems, even though the maximum relaxation gap and runtime are only 2.1% and 0.66s in the nominal case. When the volume of the cubes $\mathcal{X}_v$ is increased to $\Lambda = 0.05$ these values increase to 9.1% and 1.12s, and the performance of our MICP is minimally affected. Note that this is not in contrast with the previous example, where we analyzed the regime of extremely large sets $\mathcal{X}_v$. Note also that the volume of the sets does not affect the MICP size. The growth of the space dimension to $n = 20$ increases the size of our programs, and also loosens the relaxation. The largest relaxation gap is 28.9%, and our MICP takes 72s to be solved in the worst case. Similarly, when the number $|\mathcal{E}|$ of edges is increased to 500 the maximum relaxation gap and runtime become 32.9% and 174s. This is due to the combination of the quadratic edge cost and the large number of cycles that we have in a graph with high density of edges $|\mathcal{E}|/|\mathcal{V}|$. To show this, in the last batch of problems we keep $|\mathcal{E}| = 500$ and we increase the number of vertices to $|\mathcal{V}| = 250$. This increases the MICP size further but makes the graph sparser, reducing the maximum relaxation
Figure 9-5: Relaxation gap versus MICP solution time for the 500 random instances described in Section 9.6.2. Two edge costs are analyzed: the Euclidean distance (9.10) and the Euclidean distance squared (9.11). For each edge cost, 100 nominal instances are generated with the nominal problem parameters, and four other batches of 100 instances each are obtained by increasing a different subset of the parameters. Our relaxation is almost always exact with the Euclidean cost. While, with the Euclidean cost squared, it is more sensitive to the dimension $n$ of the space and the density of the graph $G$. (Note the different horizontal scales of the two plots.)

gap and runtime to 5.3% and 5.4s.

### 9.6.3 Evaluation of the rounding algorithm

We continue the previous example with an analysis of the performance of the rounding algorithm described in Section 9.5. Given that with the Euclidean edge cost our relaxation is almost always exact (see left panel in Figure 9-5), here we only consider the squared edge cost (9.11). For each batch of problem instances described in the previous subsection, we report in Figure 9-6 the histogram of:

- The optimality gap $\delta_{\text{opt}} := (f_{\text{round}} - f_{\text{opt}})/f_{\text{opt}}$, obtained by comparing the cost of the rounded solution to the optimal value of the MICP.

- The certified optimality gap $\delta_{\text{relax}} := (f_{\text{round}} - f_{\text{relax}})/f_{\text{relax}}$ which upper bounds optimality gap $\delta_{\text{opt}}$ and is obtained for free from our rounding algorithm.

The colors used in Figure 9-6 match the ones in Figure 9-5. For what concerns the numerical parameters in our rounding algorithm, we set to five the number of distinct paths and to one hundred the maximum number of random trials. Note also that, since these instances of the SPP in GCS do not have edge constraints, our
rounding strategy is guaranteed to always identify a feasible solution (see discussion in Section 9.5). As shown in Figure 9-6, the optimality gaps $\delta_{\text{opt}}$ are almost always zero, i.e., our rounding strategy recovers an optimal solution most of the times. The main exception comes from the instances with dense graphs (red histograms). As noted above, these are the instances where our convex relaxation is not very tight; but even in this case the rounding yields an optimality gap smaller than $20\%$ most of the times, and always smaller than $55\%$. A similar analysis can be done for the certified optimality gap $\delta_{\text{relax}}$, which tightly upper bounds the actual optimality gap $\delta_{\text{opt}}$ for most of the problems.

Importantly, the rounded solutions in this analysis are computed in a fraction of the time that is needed to solve the corresponding MICPs. For the instances with large graphs $G$, the rounding algorithms takes between $0.8s$ and $4.6s$ (without any parallelization of the random trials). For all the other instances, it takes between $0.01s$ and $0.3s$. Note that this is dramatically faster than the tens or hundreds of seconds necessary to solve some of the MICPs (see right panel in Figure 9-5).

### 9.6.4 Symmetric problems

We conclude by showing how symmetries in the GCS can deteriorate the convex relaxation of our MICP and, in principle, make it arbitrarily loose. We illustrate this through the following carefully designed problem.

We consider the SPP in GCS depicted in Figure 9-7. We have an acyclic graph with $|\mathcal{V}| = 5$ vertices and $|\mathcal{E}| = 5$ edges. All the sets $\mathcal{X}_v$ are singletons $\{\theta_v\}$, except for $\mathcal{X}_3$ which is a full-dimensional rectangle. As an edge cost, we use the Euclidean distance (9.10). Solving this problem, we obtain the optimal path $p = (s, 1, 3, t)$ with cost $7.4$ (the symmetric solution $p = (s, 2, 3, t)$ would also be optimal). The corresponding vertex positions are connected by an orange line in Figure 9-7.

Figure 9-8 illustrates the solution of the relaxation of the MICP (5.8). For each edge $e = (v, w)$, we connect the optimal points $\bar{z}_e^v := z_e^v/y_e$ and $\bar{z}_w^e := z_w^e/y_e$ with an orange line, labeled in blue with the corresponding flow $y_e$. Note that, for $y_e > 0$, we have $\tilde{f}_e(z_e^v, z_w^e, y_e) = f_e(\bar{z}_e^v, \bar{z}_w^e)y_e$, and the vectors $\bar{z}_e^v$ and $\bar{z}_w^e$ are the actual points where the cost of the edge $e$ is evaluated. Note also that, we have $\bar{z}_v^e \in \mathcal{X}_v$ and $\bar{z}_w^e \in \mathcal{X}_w$. The relaxation splits the unit of flow injected in the source into two: half unit is shipped to the target via the top path, the other half via the bottom path. The optimal value of this convex program is $7.0$.

The looseness of the relaxation can be explained as follows. If we denote with $\rho$ the flow traversing edge $(1, 3)$, the flow conservation gives $y_{(2,3)} = 1 - \rho$, while the flow...
Figure 9-6: Histograms of the optimality gap and the certified optimality gap for the 500 instances of the SPP in GCS described in Section 9.6.2. From top to bottom, SPP in GCS with: nominal parameters, large sets $\mathcal{X}_v$, high-dimensional sets $\mathcal{X}_v$, dense graph $G$, and large graph $G$. Note the different scales both on the horizontal and the vertical axis.
Figure 9-7: Instance of the SPP in GCS that shows how symmetries in the GCS can deteriorate the convex relaxation of our MICP. The optimal vertex positions are connected by orange lines.

Figure 9-8: Optimal solution of the relaxation. The cost contribution of edge $e$ is obtained by multiplying the flow $y_e$ by the distance between $\bar{z}_e^v$ and $\bar{z}_w^e$. Since only the mean of $\bar{z}_{(1,3)}^3$ and $\bar{z}_{(2,3)}^3$ is required to match $\bar{z}_{(3,t)}^3$, the cost is minimized by moving these two points closer to $\bar{z}_{(1,3)}^1$ and $\bar{z}_{(2,3)}^2$, respectively. For each edge $e = (v, w)$, the orange line connects the surrogates $\bar{z}_v^e$ and $\bar{z}_w^e$ of the vertex positions $x_v$ and $x_w$, and is labeled with the flow $y_e$. 
through the edge \((3, t)\) is always one. Since the variables \(\bar{z}_1^{(1,3)}, \bar{z}_2^{(2,3)},\) and \(\bar{z}_t^{(3,t)}\) are forced to match \(\theta_1, \theta_2,\) and \(\theta_t,\) respectively, the cost terms in (9.5a) corresponding to the edges \((1, 3), (2, 3),\) and \((3, t)\) read

\[
\rho \|\bar{z}_1^{(1,3)} - \theta_1\|_2 + (1 - \rho)\|\bar{z}_2^{(2,3)} - \theta_2\|_2 + \|\theta_t - \bar{z}_t^{(3,t)}\|_2. \tag{9.12}
\]

The only constraint that links these variables is (9.5d) for \(v = 3,\) which gives \(\rho \bar{z}_1^{(1,3)} + (1 - \rho)\bar{z}_2^{(2,3)} = \bar{z}_t^{(3,t)}\). When \(\rho = 1/2,\) this constraint asks the mean of \(\bar{z}_1^{(1,3)}\) and \(\bar{z}_2^{(2,3)}\) to match \(\bar{z}_t^{(3,t)}\), as opposed to forcing either one of the first two points to match the third, as it would be for \(\rho \in \{0, 1\}\). Therefore, while keeping their mean equal to \(\bar{z}_t^{(3,t)}\), the points \(\bar{z}_1^{(1,3)}\) and \(\bar{z}_2^{(2,3)}\) can move vertically, and get closer to \(\theta_1\) and \(\theta_2\). This reduces the first two terms in (9.12), and keeps the third term unchanged.

Although this example leads to a relaxation gap of only 5\%, a simple variation of it shows that our relaxation can be arbitrarily loose. In particular, if we let \(f_{(s,1)} := f_{(s,2)} := 0\) and we shift the centers of the sets \(\mathcal{X}_3\) and \(\mathcal{X}_t\) to the origin, then the cost of the MICP and its relaxation are reduced to 2 and 0, and the relaxation gap becomes 100\%. Nevertheless, we emphasize that this is a contrived problem, and the instances we encounter in practice lead to these phenomena very rarely.
Chapter 10

Applications in optimal control

The goal of this chapter is showing how multiple classes of optimal-control problems can be reduced to a Shortest-Path Problem (SPP) in Graphs of Convex Sets (GCS). The techniques presented in this thesis can then be applied to automatically formulate these control problems as highly efficient Mixed-Integer Convex Programs (MICP). We will see that the mixed-integer formulations introduced in this chapter either generalize or significantly improve upon the ones that have been previously proposed in the literature.

The material in this chapter extends the one introduced in [131, Section 8]. It also generalizes many of the results presented in [129].

10.1 Minimum-time control of discrete-time linear systems

Consider the discrete-time linear dynamical system

\[ s_{k+1} = As_k + Ba_k, \]

where \( s_k \in \mathbb{R}^q \) and \( a_k \in \mathbb{R}^r \) are the system state and control action at time step \( k \in \mathbb{Z}_{\geq 0} \). Given the initial conditions \( s_0 = \hat{s} \), we look for a sequence of controls that drives the system state to a target compact convex set \( T \subset \mathbb{R}^q \) in the minimum number \( K \in \mathbb{Z}_{\geq 0} \) of time steps. At each discrete time \( k \), the state and control pair \((s_k, a_k)\) is constrained in a compact convex set \( D \subset \mathbb{R}^{q+r} \). The optimization problem
can be summarized as follows:

\[
\begin{align*}
\text{minimize} & \quad K \\
\text{subject to} & \quad s_0 = \hat{s}, \\
&s_k, a_k \in \mathcal{D}, \quad \forall k = 0, \ldots, K - 1, \\
&s_{k+1} = As_k + Ba_k, \quad \forall k = 0, \ldots, K - 1, \\
&s_K \in \mathcal{T}.
\end{align*}
\] (10.2a) (10.2b) (10.2c) (10.2d) (10.2e)

**Remark 10.1.** Of course, a simple method to solve problem (10.2) is to do bisection over the number time steps \( K \), and solve a Linear Program (LP) with no objective function at every iteration.\(^1\) On the other hand, bisection becomes quickly impractical as we consider more complex problems. For example, the technique presented in this section can be immediately combined with the ones in the next section to solve minimum-time problems for hybrid dynamical systems. For these problems our method yields a single and strong MICP, while the bisection approach would need to solve an MICP at every iteration.

To formulate problem (10.2) as an SPP in GCS we proceed as in Figure 10-1. The vertices in our graph are ordered in a sequence: \( V := \{0, 1, \ldots, \bar{K} - 1, t\} \) where \( \bar{K} \) is a given upper bound on the optimal time horizon \( K \). The source \( s = 0 \) is the first vertex and the target \( t \) is the last. Each vertex \( v = 0, \ldots, \bar{K} - 1 \) has two outgoing edges: \( (v, v + 1) \) that connects it to the next vertex in the sequence, and \( (v, t) \) that goes to the target. For each of these vertices, the continuous variable \( x_v := (s_v, a_v) \) represents the state and control pair at time \( k = v \) (provided that we have not reached the target set yet). The variables \( x_t := s_t \) paired with the target vertex represent the system state at the final time \( K \). These variables are constrained by the following sets:

\[
\begin{align*}
\mathcal{X}_s & := \{ (s, a) \in \mathcal{D} : s = \hat{s} \}, \\
\mathcal{X}_v & := \mathcal{D}, \\
\mathcal{X}_t & := \mathcal{T}.
\end{align*}
\]

Along every edge \( e = (v, w) \in \mathcal{E} \) we require that the state and control at vertex \( v \) is coupled to the state at vertex \( w \) through the linear dynamics (10.1). This is achieved by pairing each edge \( e = (v, w) \) with the convex set \( \mathcal{X}_e := \{ (x_v, x_w) : s_w = \}

---

\(^1\)Formally, this approach assumes that the set \( \mathcal{T} \) is invariant, i.e., for all \( s \in \mathcal{T} \) there exists \( a \in \mathbb{R}^r \) such that \( (s, a) \in \mathcal{D} \) and \( As + Ba \in \mathcal{T} \). A simple example of an invariant set is \( \mathcal{T} := \{ 0 \in \mathbb{R}^r \} \), provided that \( \mathcal{D} \) contains the origin.
Figure 10-1: Formulation of the minimum-time control problem for discrete-time linear systems as an SPP in GCS.

\[ \sum_{k=0}^{K-2} y_k \]

To minimize the number of edges in the optimal path (i.e., the time steps to reach the target set), we assign unit cost to every edge: \( f_e(x_v, x_w) := 1 \) for all \( e = (v, w) \in E \). The costs \( f_v \) of all the vertices are set to zero.

The solution of the SPP in GCS just constructed gives us a path in the graph in Figure 10-1. The optimal time horizon \( K \) is the length of this path. The optimal state and control sequence is given by the variables \( s_v \) and \( a_v \) paired with the vertices \( v \) along this path.

The graph in Figure 10-1 has no cycles and vertex costs. Therefore the corresponding MICP can be formulated as described in Section 9.3. Just for analysis purposes, let us report explicitly the MICP that results from the application our techniques (but note that in practice a user of our method would only have to assemble the GCS in Figure 10-1 and the MICP below would be constructed automatically). After multiple simplifications, our MICP reduces to the following optimization problem:

\[
\begin{align*}
\text{minimize} \quad & 1 + \sum_{k=0}^{K-2} y_k \\
\text{subject to} \quad & y_k, y'_k \in \{0, 1\}, \quad \forall k = 0, \ldots, K-1, \\
& y_0 + y'_0 = 1, \quad (10.3c) \\
& y_{k+1} + y'_{k+1} = y_k, \quad \forall k = 0, \ldots, K-2, \quad (10.3d) \\
& y_{K-1} = 0, \quad (10.3e) \\
& \sigma_0 = y_0 \hat{s}, \quad (10.3f) \\
& \sigma'_0 = y'_0 \hat{s}, \quad (10.3g) \\
& (\sigma_k, \alpha_k, y_k) \in \mathcal{D}, \quad \forall k = 0, \ldots, K-1, \quad (10.3h) \\
& (\sigma'_k, \alpha'_k, y'_k) \in \mathcal{D}', \quad \forall k = 0, \ldots, K-1, \quad (10.3i) \\
& A\sigma_k + B\alpha_k = \sigma_{k+1} + \sigma'_{k+1}, \quad \forall k = 0, \ldots, K-2, \quad (10.3j) \\
& A\sigma'_k + B\alpha'_k \in \mathcal{T}, \quad \forall k = 0, \ldots, K-1. \quad (10.3k)
\end{align*}
\]
The binary variable $y_k$ takes a value of zero if at time step $k+1$ we reach the target set, and takes a value of one otherwise. The variable $y'_k$ has the opposite role, it is one if we reach the target set and zero otherwise. The variables $\sigma_k$ and $\alpha_k$ represent the state and the control of the system at time $k$ if $y_k = 1$, and are zero otherwise. Similarly, $\sigma'_k$ and $\alpha'_k$ represent the state and the control of the system at time $k$ if $y'_k = 1$, and are zero otherwise. Therefore the actual system state and control action can be reconstructed as

$$(s_k, a_k) := (\sigma_k, \alpha_k) + (\sigma'_k, \alpha'_k),$$

for each time step $k = 0, \ldots, K - 1$. The objective function minimizes the number of time steps that we spend before reaching the target set plus one. The second constraint states that at the first time step we either reach the target set or not. The third constraint that, if at time $k$ we have not reached the target set, then we can try again at time $k + 1$. The fourth constraint says that at time $K - 1$ we must reach the target set if we have not done so already. The fifth to eighth conditions enforce the necessary constraints on the states and controls, depending on whether we have reached the target or not. The last two constraints enforce the linear dynamics, according to the values of the binary variables.

The costs and constraints in problem (10.3) are interpretable relatively easily. However, formulating this MICP directly would be a difficult task even for an expert in mixed-integer optimization. The advantage of our approach is that the MICP (10.3) is derived automatically: a user has only to specify the simple GCS in Figure 10-1 and our techniques from Chapter 9 take care of all the optimization details.

10.1.1 Comparison with existing formulations

Mixed-integer formulations for minimum-time control have been studied for more than thirty years (see, e.g., [33, 164, 161]). In the simple case in which the target set $\mathcal{T}$ contains only the origin (and also the set $\mathcal{D}$ contains the origin), the formulations
previously presented in the literature are variants of the following program:

\[
\begin{align*}
\text{minimize} & \quad 1 + \sum_{k=0}^{\bar{K}-2} y_k \\
\text{subject to} & \quad y_k \in \{0, 1\}, \quad \forall k = 0, \ldots, \bar{K} - 2, \\
& \quad s_0 = \hat{s}, \\
& \quad (s_0, a_0) \in \mathcal{D}, \\
& \quad (s_k, a_k, y_{k-1}) \in \bar{\mathcal{D}}, \quad \forall k = 1, \ldots, \bar{K} - 2, \\
& \quad s_{k+1} = As_k + Ba_k, \quad \forall k = 0, \ldots, \bar{K} - 1, \\
& \quad s_{\bar{K}} = 0.
\end{align*}
\]

(10.4a) (10.4b) (10.4c) (10.4d) (10.4e) (10.4f) (10.4g)

Here the role of the binaries \(y_k\) is the same as above (\(y_k = 0\) if at time \(k + 1\) we reach the origin, and \(y_k = 1\) otherwise), while the vectors \(s_k\) and \(a_k\) represent the actual system state and control at discrete time \(k\).

Our formulation in (10.3) is easily verified to be stronger than the one in (10.4): the constraints in problem (10.3) imply the ones in (10.4), but not vice-versa. This means that the convex relaxation of our SPP in GCS is guaranteed to be a tighter approximation of the original nonconvex problem than the convex relaxation of (10.4).

### 10.1.2 Numerical example: double integrator

To illustrate the relations between our formulation (10.3) and the one in (10.4), we consider the simple minimum-time problem depicted in Figure 10-2. We have a double-integrator system with

\[
A := \begin{bmatrix} 1 & h \\ 0 & 1 \end{bmatrix}, \quad B := \begin{bmatrix} 0 \\ h \end{bmatrix},
\]

where \(h := 0.01\) is the time discretization step. The constraint set \(\mathcal{D}\) enforces a limit of one on the absolute value of each state and the control action: \(\mathcal{D} := [-1, 1]^{3}\). The maximum number of time steps \(\bar{K}\) is set to 250.

The top panel in Figure 10-2 illustrates the optimal state-space trajectories for a
variety of initial conditions $\dot{s}$. The first component of the state is labelled as “position” and the second as “velocity.” Close to each initial state we report the optimal value of the corresponding problem (i.e., the minimum number of time steps to reach the origin).

The central panel in Figure 10-2 reports the optimal solution of the convex relaxation of the MICP (10.4). As it can be seen, the trajectories generated by this convex relaxation do not approximate the optimal trajectories well. Also the optimal values of this relaxation are loose lower bounds on the optimal values of the MICP: the minimum and maximum relaxation gap are 28.9% and 57.7%. The bottom panel in Figure 10-2 illustrates the same results for the convex relaxation of our MICP (10.3). In this case the trajectories look more alike the optimal ones, and the lower bounds are tighter (minimum relaxation gap is 6.8% and maximum is 39.8%).

While our MICP is provably stronger, it has more variables and constraints than the simple MICP (10.4). Therefore its solution times are not necessarily lower. In the problems above the two formulations are roughly equivalent in terms of actual solution times of the overall MICP. However, we emphasize again that the main advantage of our approach is that it transfers without modifications to more complex control problems, while the MICP (10.4) is handcrafted for this specific class of problems.

10.2 Regulation of discrete-time piecewise-affine systems

PieceWise-Affine (PWA) systems are a very flexible framework for modeling a great variety of phenomena. Originally they were introduced as a generalization of linear systems and an approximation of more general classes of nonlinear systems [173]; later they became very popular as a more intuitive equivalent of several other families of hybrid systems [92], such as Mixed Logical Dynamical (MLD) systems. Their structure makes them very suitable for different types of analysis (e.g., stability [99], observability and controllability [10]) as well as optimal control [159, 12]. PWA systems have seen many applications [30], to mention a few: automotive control [22], power electronics [77], temporal logic control [194], and they also have recently spread in robot locomotion [124, 90] and manipulation [91]. Nowadays, together with MLD, they are the most popular modeling framework for hybrid systems in Model Predictive Control (MPC) [30, 23]. PWA dynamics are also efficiently fitted to data [63, 144, 119] and compressed into low-complexity models [78, 119].

In this section we show how optimal-control problems for PWA systems can be
Figure 10-2: Minimum-time control of the discrete-time double integrator. Top: optimal solution the control problem. Center: optimal solution of the convex relaxation of the baseline MICP (10.4). Bottom: optimal solution of the convex relaxation of our MICP (10.3). In all the panels the initial states are labelled with the optimal cost of the corresponding optimization problem. The relaxation of our formulation yields a significantly tighter approximation of the optimal solution.
formulated as SPPs in GCS, and then automatically transcribed as efficient MICPs. Efficient mixed-integer formulations for these problems have been previously studied in [137, 129]. The approach that we present in this thesis generalizes the results in both these papers. We also mention that tight convex relaxations of a similar family of problems have been analyzed in [150, 7] (specifically, semidefinite relaxations for linear systems with discrete control inputs).

A strong mixed-integer formulation is just the first step to an efficient solution of these control problems: several customized algorithms have been presented in the literature for the solution of MICPs arising in hybrid MPC [11, 6, 70, 179, 71]. Also other approaches, not based on mixed-integer optimization, have been proposed for the optimal control of PWA systems, for example explicit MPC [21] or nonlinear-programming techniques [93]. The applicability of the first, however, is limited to small problems, while the second requires continuity properties that not all the PWA systems of interest might enjoy, and does not provide convergence and optimality guarantees.

10.2.1 Problem statement

Given a finite collection \( \{D_1, \ldots, D_I\} \) of compact convex subsets of the state and control space, a PWA system has dynamics

\[
s_{k+1} = A_{i_k} s_k + B_{i_k} a_k + c_{i_k}, \quad (s_k, a_k) \in D_{i_k}.
\]

The index \( i_k \in \{1, \ldots, I\} \) represents the system discrete mode at time \( k \), which is itself a decision variable. We consider the problem of driving a PWA system from a given initial state \( s_0 = \hat{s} \) to a target set \( T \), in a fixed number \( K \) of time steps. The objective is to minimize the sum of a stage costs \( \gamma(s_k, a_k) \) for \( k = 0, \ldots, K - 1 \), and a terminal cost \( \varphi(s_K) \). The functions \( \gamma : \mathbb{R}^{q+r} \to \mathbb{R} \) and \( \varphi : \mathbb{R}^q \to \mathbb{R} \) are convex. The

\footnote{The variant of this problem where \( K \) is a decision variable can be easily tackled by combining the techniques presented in this section with the ones from the previous section.}
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overall optimization can be stated as

\[
\begin{align*}
\text{minimize} \quad & \sum_{k=0}^{K-1} \gamma(s_k, a_k) + \varphi(s_K) \\
\text{subject to} \quad & s_0 = \hat{s}, \\
& (s_k, a_k) \in D_{i_k}, \quad \forall k = 0, \ldots, K - 1, \\
& s_{k+1} = A_{i_k} s_k + B_{i_k} a_k + c_{i_k}, \quad \forall k = 0, \ldots, K - 1, \\
& i_k \in \mathcal{I}, \quad \forall k = 0, \ldots, K - 1, \\
& s_K \in \mathcal{T},
\end{align*}
\]

(10.5a) (10.5b) (10.5c) (10.5d) (10.5e) (10.5f)

where we defined \( \mathcal{I} := \{1, \ldots, I\} \). Here both the states and controls \((s_k, a_k)\) and the system mode \(i_k\) are decision variables.

Problem (10.5) can be formulated as an SPP in GCS in multiple ways. In the next subsections we describe two pairs of formulations, that yield a different compromise between strength and size. These will be tested numerically in Sections 10.2.5 and 10.2.6.

### 10.2.2 Small but weak formulations

The first formulation of problem (10.5) as an SPP in GCS that we analyze is illustrated in Figure 10-3. The MICP resulting from this construction will be lightweight, but its convex relaxation will not be very tight.

The source \(s = 0\) is the leftmost vertex and the target \(t = K\) is the rightmost. In between, we have \(K\) layers of vertices labelled by two numbers: the first number is the time step \(k\), the second is the system mode \(i\). These layers are interleaved by auxiliary vertices that are labelled only with the time step \(k\). The source is connected via an edge to each vertex in the first layer. Then each vertex in the first layer is connected to the first auxiliary vertex. This pattern is repeated until the final layer, whose vertices are connected to the target.

The continuous variables \(x_v\) paired with the vertices \(v = 0, 1, \ldots, K - 1\) represent the system state \(s_k\) and control \(a_k\) at time \(k = v\). The variable \(x_t\) paired with the target vertex \(t\) represents the final state of the system \(s_K\). The variables \(x_v\) paired with the remaining vertices (i.e., the vertices with labels of the form \((k, i)\)) represent the state and control pair \((s_k, a_k)\) if at time \(k\) we are in mode \(i\) (i.e., if \(i_k = i\)).
variables just defined are constrained by the following convex sets:

\[
\mathcal{X}_s := \{(s, a) \in \mathcal{D} : s = \hat{s}\},
\]
\[
\mathcal{X}_v := \mathcal{D}, \quad \forall v = 1, \ldots, K - 1,
\]
\[
\mathcal{X}_v := \mathcal{D}_i, \quad \forall v = (k, i) \in \{0, \ldots, K - 1\} \times \mathcal{I},
\]
\[
\mathcal{X}_t := \mathcal{T},
\]

where \( \mathcal{D} \subset \mathbb{R}^{q+r} \) is a compact convex set that is large enough to contain all the sets \( \mathcal{D}_i \) for \( i \in \mathcal{I} \). (The choice of this set will actually be irrelevant for the final MICP.)

Along every edge \( e = (v, w) \) that connects a vertex \( v = k \) to a vertex \( w = (k, i) \) we enforce the continuity of the state and the control through the edge constraint

\[
\mathcal{X}_e := \{(x_v, x_w) : (s_v, a_v) = (s_w, a_w)\}.
\]

For every edge of the \( e = (v, w) \) that connects a vertex \( v = (k, i) \) to a vertex \( w = k + 1 \) we enforce the system dynamics via the edge constraint

\[
\mathcal{X}_e := \{(x_v, x_w) : s_w = A_i s_v + B_i a_v + c_i\}.
\]

The cost of each vertex \( v = 0, \ldots, K - 1 \) is equal to \( f_v(x_v) := \gamma(s_v, a_v) \). The cost of the target vertex \( t = K \) is \( f_t(x_t) := \varphi(s_t) \). All the other vertices (i.e., the ones
labelled by \((k, i)\) have zero cost. Also all the edges in the GCS have zero cost.

From the solution of this SPP in GCS we recover the optimal state and control sequences by looking at the optimal values of the variables \(x_v\) paired with the vertices \(v = 0, \ldots, K\).

The graph in Figure 10.3 is acyclic, and the corresponding MICP is formulated as in Section 9.3. Only for analysis purposes, we report here the MICP that results from the application of our techniques. After multiple simplifications, we obtain

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=0}^{K-1} \gamma(s_k, a_k) + \varphi(s_K) \quad \text{(10.6a)} \\
\text{subject to} & \quad y_{k,i} \in \{0, 1\}, \quad \forall k = 0, \ldots, K-1, \ i \in \mathcal{I}, \quad \text{(10.6b)} \\
&s_0 = \hat{s}, \quad \text{(10.6c)} \\
&(s_k, a_k, s_{k+1}, 1) = \sum_{i \in \mathcal{I}} (\sigma_{k,i}, \alpha_{k,i}, \sigma^+_{k,i}, y_{k,i}), \quad \forall k = 0, \ldots, K-1, \quad \text{(10.6d)} \\
&\sigma^+_{k,i} = A_i \sigma_{k,i} + B_i \alpha_{k,i} + c_i y_{k,i}, \quad \forall k = 0, \ldots, K-1, \ i \in \mathcal{I}, \quad \text{(10.6e)} \\
&(s_{k,i}, a_{k,i}, y_{k,i}) \in \tilde{\mathcal{D}}_i, \quad \forall k = 0, \ldots, K-1, \ i \in \mathcal{I}, \quad \text{(10.6f)} \\
&s_K \in \mathcal{T}. \quad \text{(10.6g)}
\end{align*}
\]

Here the binary variables \(y_{k,i}\) are one if the system is in mode \(i\) at time \(k\). The variables \(s_k\) and \(a_k\) are the system state and control at time \(k\). The variables \((\sigma_{k,i}, \alpha_{k,i}, \sigma^+_{k,i}, y_{k,i})\) are auxiliary variables that are equal to \((s_k, a_k, s_{k+1})\) if \(y_{k,i} = 1\), and are zero otherwise. This formulation is computationally light, but its convex relaxation can be quite loose. This MICP is identical to the one proposed in [129, Section 3.2], which, however, was hand-crafted and not generated algorithmically.

The convex relaxation of the MICP (10.6) can be easily tightened. Instead of enforcing the costs on the vertices \(v = 0, \ldots, K\), we can enforce them on the edges that connect the vertices \((k, i)\) and \(k+1\) for all \(k = 0, 1, \ldots, K-1\) and \(i \in \mathcal{I}\). Specifically, for every edge \(e = (v, w)\) that connects vertex \(v = (k, i)\) to vertex \(w = k + 1\), with \(k = 0, \ldots, K-2\) and \(i \in \mathcal{I}\), we define

\[
f_e(x_v, x_w) := \gamma(s_v, a_v).
\]

For the edges \(e = (v, t)\) that connect vertex \(v = (K-1, i)\) to the target \(t = K\), with
For any feasible solution of the MICP (10.6), this alternative objective function is easily seen to yield the same value as the previous objective (10.6a). On the other hand, when the binary variables \( y_{k,i} \) are allowed to be fractional, the new objective can be greater than the original one, and therefore yields a tighter relaxation. To see this, note that, for any fixed time step \( k \), the feasible solutions of the convex relaxation of (10.6) satisfy

\[
\sum_{i \in \mathcal{I}} \tilde{\gamma}((\sigma_{k,i}, \alpha_{k,i}, y_{k,i})) = \sum_{i \in \mathcal{I}_{>0}} y_{k,i} \gamma((\sigma_{k,i}/y_{k,i}, \alpha_{k,i}/y_{k,i})) \\
\geq \gamma\left(\sum_{i \in \mathcal{I}_{>0}} y_{k,i}((\sigma_{k,i}/y_{k,i}, \alpha_{k,i}/y_{k,i}))\right) \\
= \gamma\left(\sum_{i \in \mathcal{I}_{>0}} (\sigma_{k,i}, \alpha_{k,i})\right) \\
= \gamma\left(\sum_{i \in \mathcal{I}} (\sigma_{k,i}, \alpha_{k,i})\right) \\
= \gamma(s_k, a_k),
\]

where we defined \( \mathcal{I}_{>0} := \{ i \in \mathcal{I} : y_{k,i} > 0 \} \), and where the inequality follows from the convexity of \( \gamma \) as in (2.10). Analogous steps show that the same inequality holds also for the terminal cost:

\[
\sum_{i \in \mathcal{I}} \tilde{\phi}((\sigma_{K-1,i}^{+}, y_{K-1,i})) \geq \varphi(s_K).
\]

\[\]If at time \( k \) we decide to be in mode \( j \in \mathcal{I} \), then we have \( y_{k,j} = 1 \) and \( y_{k,i} = 0 \) for all \( i \neq j \). This gives us \((\sigma_{k,j}, \alpha_{k,j}) = (s_k, a_k)\) and \((\sigma_{k,i}, \alpha_{k,i}) = (0, 0)\) for all \( i \neq j \). In turn, this implies

\[
\sum_{i \in \mathcal{I}} \tilde{\gamma}(s_k, a_k, y_{k,i}) = \tilde{\gamma}(s_k, a_k, 1) + \sum_{i \in \mathcal{I}\setminus\{j\}} \tilde{\gamma}(0, 0, 0) = \gamma(s_k, a_k),
\]

which shows the exactness of the alternative formulation of the stage cost in (10.7). The exactness of the alternative formulation of the terminal cost is shown in a similar way.
Figure 10-4: Strong and large formulation of the regulation problem for discrete-time PWA systems as an SPP in GCS.

The formulation with the modified objective (10.7) is essentially the same as the one proposed in [137]. Although it is provably stronger, it can often lead to a harder class of optimization problems. For example, if the stage and terminal costs are quadratic (and all the constraints polyhedral), then the formulation in (10.6) is a Mixed-Integer Quadratic Program (MIQP), while the one with the modified objective is a Mixed-Integer Second-Order-Cone Program (MISOCP). This can be a disadvantage since the solvers for MIQPs are typically significantly more effective than the ones for MISOCPs. The two formulations above have been benchmarked in [129]; we will expand on this benchmark in Section 10.2.6 below.

10.2.3 Strong but large formulations

We now illustrate a second class of mixed-integer formulations of problem (10.5). These will be larger than the previous ones (i.e., more variables and constraints) but they will also be stronger (i.e., they will have tighter convex relaxation).

We construct the GCS illustrated in Figure 10-4. The source $s$ is the leftmost vertex and the target $t$ is the rightmost. In between, we have $K$ layers with $I$ vertices each. The source is connected via an edge to each vertex in the first layer, and all the vertices in the last layer are connected to the target. Each pair of consecutive layers is fully connected.

As in the previous formulations, the continuous variable $x_v$ paired with the vertex

\[0,1 \rightarrow 1,1 \rightarrow \ldots \rightarrow K-1,1\]

\[0,2 \rightarrow 1,2 \rightarrow \ldots \rightarrow K-1,2\]

\[\vdots \rightarrow \vdots \rightarrow \vdots \rightarrow \vdots\]

\[0,I \rightarrow 1,I \rightarrow \ldots \rightarrow K-1,I\]

\[s \rightarrow 0,1 \rightarrow 0,2 \rightarrow \vdots \rightarrow 0,I \rightarrow t\]
\( v = (k, i) \), for \( k = 0, \ldots, K - 1 \) and \( i \in \mathcal{I} \), represents the state and control pair \((s_k, a_k)\) if at time \( k \) we are in mode \( i \). The vertices are paired with the following sets:

\[
\begin{align*}
\mathcal{X}_s & := \{\hat{s}\}, \\
\mathcal{X}_v & := \mathcal{D}_i, \quad \forall v = (k, i) \in \{0, \ldots, K - 1\} \times \mathcal{I}, \\
\mathcal{X}_t & := \mathcal{T}.
\end{align*}
\]

All the edges \( e = (s, v) \) outgoing the source are paired with the convex set

\[
\mathcal{X}_e := \{(x_s, x_v) : s_s = s_v\}.
\]

These constraints enforce the initial conditions. The edges \( e = (v, w) \) connecting vertex \( v = (k, i) \) to either \( w = (k + 1, j) \) or \( w = t \) are paired with the convex sets

\[
\mathcal{X}_e := \{(x_v, x_w) : s_w = A_i s_v + B_i a_v + c_i\},
\]

which enforce the system dynamics.

Similarly to the previous formulation, we have now the choice of enforcing the stage and terminal costs either on the vertices or on the edges. Also in this case enforcing them on the edges leads to a stronger formulation. In addition, this time this choice has not impact on the problem class. Therefore below we only consider one scenario, where the stage and terminal costs are distributed on the edges of the GCS. We set the cost of all the vertices to zero. For all the edges \( e = (v, w) \) that connect a vertex \( v = (k, i) \) to a vertex \( w = (k + 1, j) \), we let

\[
f_e(x_v, x_w) := \gamma(s_v, a_w).
\]

The cost of all the edges that connect a vertex \( v = (K - 1, i) \) to the target \( t \) is

\[
f_e(x_v, x_t) := \gamma(s_v, a_v) + \varphi(s_t).
\]

The graph in Figure 10-4 is acyclic and has zero vertex costs. The corresponding MICP is formulated as in Section 9.3. For analysis purposes, the MICP that we
obtain in this case reads as follows. The objective function is

$$
\sum_{k=0}^{K-2} \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{I}} \tilde{g}(\sigma_{k,i,j}, \alpha_{k,i,j}, y_{k,i,j}) + \sum_{i \in \mathcal{I}} \tilde{g}(\sigma_{K-1,i}, \alpha_{K-1,i}, y_{K-1,i}) \\
+ \sum_{i \in \mathcal{I}} \tilde{\phi}(A_i \sigma_{K-1,i} + B_i \alpha_{K-1,i} + c_i y_{K-1,i}, y_{K-1,i}).
$$

(10.8)

The constraints are

$$
\begin{align*}
y_{k,i} & \in \{0, 1\}, & \forall k = 0, \ldots, K - 1, i \in \mathcal{I}, \\
y_{k,i,j} & \in \{0, 1\}, & \forall k = 0, \ldots, K - 2, i, j \in \mathcal{I}, \\
\sum_{i \in \mathcal{I}} y_{0,i} & = 1 \\
\sigma_{0,i} & = y_{0,i} \hat{s}, & \forall i \in \mathcal{I}, \\
\sum_{j \in \mathcal{I}} (\sigma_{k,i,j}, \alpha_{k,i,j}, y_{k,i,j}) & = (\sigma_{k,i}, \alpha_{k,i}, y_{k,i}), & \forall k = 0, \ldots, K - 2, i \in \mathcal{I}, \\
\sum_{i \in \mathcal{I}} (\sigma_{k,i,j}^{+}, \alpha_{k,i,j}^{+}, y_{k,i,j}) & = (\sigma_{k+1,i}, \alpha_{k+1,i}, y_{k+1,i}), & \forall k = 0, \ldots, K - 2, j \in \mathcal{I}, \\
(\sigma_{k,i,j}, \alpha_{k,i,j}, y_{k,i,j}) & \in \tilde{D}_i, & \forall k = 0, \ldots, K - 2, i, j \in \mathcal{I}, \\
(\sigma_{k,i,j}^{+}, \alpha_{k,i,j}^{+}, y_{k,i,j}) & \in \tilde{D}_j, & \forall k = 0, \ldots, K - 2, i, j \in \mathcal{I}, \\
\sigma_{k,i,j}^{+} & = A_i \sigma_{k,i,j} + B_i \alpha_{k,i,j} + c_i y_{k,i,j}, & \forall k = 0, \ldots, K - 2, i, j \in \mathcal{I}, \\
(A_i \sigma_{K-1,i} + B_i \alpha_{K-1,i} + c_i y_{K-1,i}, y_{K-1,i}) & \in \tilde{T}, & \forall i \in \mathcal{I}.
\end{align*}
$$

Here the binary variable $y_{k,i}$ is one if the system is in mode $i$ at time $k$. While $y_{k,i,j}$ is one if a time $k$ we transition from mode $i$ to mode $j$. The vectors labelled with the same indices represent the system state and control if the corresponding binary variable is one.

### 10.2.4 Big-M formulation

The first mixed-integer formulation for optimal control of discrete-time PWA systems appeared in [12, Section 3.1]. That formulation was based on the so-called “big-M” method (and was intended primarily as a proof of concept rather than an efficient formulation). We report it here for completeness, since it is still frequently used and we will include it in the upcoming numerical experiments.

The big-M formulation assumes that the sets $\mathcal{D}_i$ are polytopes:

$$
\mathcal{D}_i := \{(s, a) : F_i s + G_i a \leq h_i\}, \quad \forall i \in \mathcal{I}.
$$
For all $i \in \mathcal{I}$, we define the big-M parameters

$$l_i := \max \{ F_i s + G_i a - h_i : (s, a) \in \mathcal{D}_j, \ j \in \mathcal{I} \},$$
$$d_i := \min \{ A_i s + B_i a + c_i : (s, a) \in \mathcal{D}_j, \ j \in \mathcal{I} \},$$
$$e_i := \max \{ A_i s + B_i a + c_i : (s, a) \in \mathcal{D}_j, \ j \in \mathcal{I} \},$$

where the minimum and the maximum are elementwise. These can be computed by solving a collection of linear programs. The constraints of the big-M MICP are

\begin{align}
    y_{k,i} &\in \{0, 1\}, \\
    s_0 &= \hat{s}, \\
    F_i s_k + G_i a_k &\leq h_i + l_i (1 - y_{k,i}), \quad \forall k = 0, \ldots, K - 1, \ i \in \mathcal{I}, \\
    \sum_{i \in \mathcal{I}} y_{k,i} &= 1, \quad \forall k = 0, \ldots, K - 1, \\
    s_{k+1} &= \sum_{i \in \mathcal{I}} \sigma_{k,i}^+, \quad \forall k = 0, \ldots, K - 1, \\
    \sigma_{k,i}^+ &\leq A_i s_k + B_i a_k + c_i - d_i (1 - y_{k,i}), \quad \forall k = 0, \ldots, K - 1, \ i \in \mathcal{I}, \\
    \sigma_{k,i}^+ &\geq A_i s_k + B_i a_k + c_i - e_i (1 - y_{k,i}), \quad \forall k = 0, \ldots, K - 1, \ i \in \mathcal{I}, \\
    \sigma_{k,i}^+ &\leq e_i y_{k,i}, \quad \forall k = 0, \ldots, K - 1, \ i \in \mathcal{I}, \\
    s_K &\in \mathcal{T}. \quad \tag{10.9j}
\end{align}

The objective function is equal to (10.5a).

This formulation can be formally shown to have weaker convex relaxation than the ones above. On the other hand, it has small number of variables and constraints, therefore in some cases its runtime can be competitive with ours. Below we compare all the formulations discussed in this chapter on two challenging numerical examples.

### 10.2.5 Numerical example: footstep planning

We consider the problem shown in Figure 10-5 where we optimize the sequence of footsteps necessary for a walking robot to traverse a set of stepping stones. The dynamics of the robot is approximated as a double integrator with position $q \in \mathbb{R}^2$, velocity $v \in \mathbb{R}^2$, and force $a \in \mathbb{R}^2$. The equations governing the motion of the robot are then $q_{k+1} = q_k + v_k$ and $v_{k+1} = v_k + \eta a_k$, where $\eta$ is a scalar parameter that regulates the system controllability. The system state at time $k$ is $s_k := (q_k, v_k)$. The initial position is $\hat{q} := (-3.5, 0.5)$ (green plus in Figure 10-5), the initial velocity
Figure 10-5: Footstep-planning problem. A simplified robot has to navigate from the start (green plus) to the goal (green cross). At each time step, the robot configuration needs to lie in one of the stepping stones. The light-blue and red stepping stones have high and low controllability, respectively. The optimal trajectory is depicted with white circles and the optimal controls as blue arrows.

is $\dot{v} := 0$. The initial state is then $\hat{s} := (-3.5, 0.5, 0, 0)$. At each time step $k = 1, \ldots, K - 1$, the position $q_k$ must belong to one of the seven stepping stones in Figure 10-5 while the velocity and the controls are limited by the constraints $\|v_k\|_\infty \leq 1$ and $\|a_k\|_\infty \leq 1$. The goal is to reach the point $q_K := (3.5, 6.5)$ (green cross in Figure 10-5) with zero velocity $v_K$ in $K := 40$ time steps. Therefore we let $\mathcal{T} := \{(3.5, 6.5, 0, 0)\}$. The stage cost is $\gamma(s_k, a_k) := \|v_k\|_2^2/5 + \|a_k\|_2^2$, and the terminal cost is zero.

We let the parameter $\eta$ vary between the seven stepping stones. The five stones in the range $-5 \leq q_1 \leq 5$ (light blue in Figure 10-5) have $\eta = 1$. While in the other two stones (red in Figure 10-5) we make the system more expensive to control by setting $\eta = 0.1$. These can be thought as slippery stones where it is undesirable to place the foot of the robot. Since the parameter $\eta$ varies with the state, the system dynamics is PWA and the control problem falls into the class considered above. The top panel in Figure 10-5 shows the optimal trajectory $q_0, \ldots, q_K$ as white circles, and the corresponding optimal controls $a_0, \ldots, a_{K-1}$ as blue arrows.

We compare the performance of the four mixed-integer formulations discussed in this chapter. In order of increasing strength:

- The big-M formulation (10.9), which first appeared in [12, Section 3.1].
- The formulation (10.6), proposed in [129], and recoverable as a special case of
<table>
<thead>
<tr>
<th>Problem class</th>
<th>Big-M (10.9)</th>
<th>Form. (10.6)</th>
<th>Form. (10.7)</th>
<th>Form. (10.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation cost</td>
<td>0</td>
<td>0.44</td>
<td>0.48</td>
<td>5.49</td>
</tr>
<tr>
<td>MICP cost</td>
<td>7.19</td>
<td>7.19</td>
<td>7.19</td>
<td>7.19</td>
</tr>
<tr>
<td>Relaxation gap</td>
<td>100%</td>
<td>94%</td>
<td>93%</td>
<td>24%</td>
</tr>
<tr>
<td>Binary var.</td>
<td>280</td>
<td>280</td>
<td>280</td>
<td>2191</td>
</tr>
<tr>
<td>Continuous var.</td>
<td>1364</td>
<td>3044</td>
<td>3324</td>
<td>26774</td>
</tr>
<tr>
<td>Linear constr.</td>
<td>8048</td>
<td>4928</td>
<td>4928</td>
<td>57631</td>
</tr>
<tr>
<td>Conic constr.</td>
<td>0</td>
<td>0</td>
<td>280</td>
<td>1918</td>
</tr>
</tbody>
</table>

Table 10.1: Problem class, cost statistics, and program size for the footstep-planning problem using the various mixed-integer formulations described in this chapter.

- The formulation (10.7), proposed in [137], which is also a special case of the techniques introduced in this thesis.

- The formulation (10.8), which is a new formulation obtained algorithmically through the application of our techniques.

The computer used in this (as well as the next) comparison is a laptop with processor 2.4 GHz 8-Core Intel Core i9 and memory 64 GB 2667 MHz DDR4.

We start in Table 10.1 where, for each formulation, we report: the class of mixed-integer program, the cost of the relaxation compared to the cost of the MICP, and the size of the optimization problems. (Recall that the relaxation gap is defined as the difference between the optimal value of the MICP and the one of its relaxation, normalized by the MICP optimal value.) The simple big-M formulation (10.9) has the weakest relaxation, which gives a vacuous lower bound of zero on the MICP cost (100% relaxation gap). The two relaxations from Section 10.2.2 have similar cost, both very loose (94% and 93% relaxation gap). The formulation (10.8) is much larger than the others (one order of magnitude more variables and constraints) but yields a significantly lower relaxation gap, only 24%.

Table 10.2 shows how the size and the strength of the various formulations are reflected on the solver time. We consider the solver Gurobi 10.0 with default options. The fastest formulation is the strongest and largest one (10.8), and takes 13.5s. The big-M formulation (10.9) is surprisingly fast, given its weakness and takes 19.1s. The formulations (10.6) and (10.7) have very similar size and strength, but the second takes a dramatically larger time to solve. This is mostly due to the fact that the second problem is an MISOCOP, while the first is an MIQP.
<table>
<thead>
<tr>
<th></th>
<th>Big-M (10.9)</th>
<th>Form. (10.6)</th>
<th>Form. (10.7)</th>
<th>Form. (10.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation time (s)</td>
<td>0.039</td>
<td><strong>0.036</strong></td>
<td>0.080</td>
<td>1.49</td>
</tr>
<tr>
<td>MICP time (s)</td>
<td>19.1</td>
<td>26.5</td>
<td>547</td>
<td><strong>13.5</strong></td>
</tr>
</tbody>
</table>

Table 10.2: Runtime statistics for the solution of the footstep-planning problem using Gurobi 10.0.

<table>
<thead>
<tr>
<th></th>
<th>Big-M (10.9)</th>
<th>Form. (10.6)</th>
<th>Form. (10.7)</th>
<th>Form. (10.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation time (s)</td>
<td><strong>0.048</strong></td>
<td>0.075</td>
<td>0.21</td>
<td>2.58</td>
</tr>
<tr>
<td>MICP time (s)</td>
<td>3600 (TL)</td>
<td>3600 (TL)</td>
<td>3600 (TL)</td>
<td><strong>15.7</strong></td>
</tr>
<tr>
<td>Cost upper bound</td>
<td>∞</td>
<td>7.25</td>
<td>7.53</td>
<td><strong>7.19</strong></td>
</tr>
<tr>
<td>Cost lower bound</td>
<td>0.00</td>
<td>1.44</td>
<td>2.37</td>
<td><strong>7.19</strong></td>
</tr>
<tr>
<td>Gap at TL</td>
<td>100%</td>
<td>80.2%</td>
<td>68.5%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 10.3: Runtime and cost statistics for the solution of the footstep-planning problem using MOSEK 10.0. The acronym TL stands for time limit (set to one hour). Cost upper bound is the cost of the best feasible solution found during BB. Cost lower bound is the lower bound on the optimal value provided by the BB algorithm. Gap at TL is the percentage difference of the these two costs.

Mixed-integer solvers use many heuristics, and it is hard to draw conclusions only by comparing the performance of one solver. For completeness, in Table 10.3 we report the runtimes of the solver MOSEK 10.0 (with default options). In this case the comparison is much more in favor of the strongest formulation (10.8). This yields a runtime of only 15.7s, while none of the other formulations can solve the problem within a time limit of one hour. For the formulations that could not solve the problem, Table 10.3 shows the cost of the best feasible solution (“cost upper bound”) and the lower bound provided by the Branch and Bound (BB) solver after one hour of computations. The big-M formulation (10.9) does not yield a feasible solution within one our of BB, and the lower bound on the optimal value is still zero at the termination. The other two formulations perform slightly better, but still have a gap of 80.2% and 68.5% at the time limit. Although using the solver Gurobi the four formulations performed comparably, we observe that with MOSEK the strength of the formulation has a much crucial impact on the solve times.

We continue this comparison with a pictorial illustration of the tightness of the convex relaxations of the various formulations. In the top panel of Figure 10-6 we show the optimal sequence of stepping stones for the footstep-planning problem. For each time step \( k = 0, \ldots, K - 1 \) we depict in blue the optimal value of \( i_k \) (i.e., the stepping stone in which the system configuration \( q_k \) lies). The stones are numbered as they are labelled in Figure 10-5. The second to last panels show the values of the binary variables \( y_{k,i} \) for \( k = 0, \ldots, K - 1 \) and \( i \in I \), obtained by solving the
convex relaxations of the various MICPs. In the figure, the fractional value of $y_{k,i}$ is represented by the opacity of the point corresponding to time step $k$ and stepping stone $i$. The point is fully blue if $y_{k,i} = 1$ and is white if $y_{k,i} = 0$. The formulations in Figure 10-6 are ordered as follows: the second panel is the big-M formulation (10.9), the third is the formulation (10.6), the fourth is the formulation (10.7), and the last is the formulation (10.8). For the last formulation we also illustrate the optimal values of the variables $y_{k,i,j}$, represented by the opacity of the lines connecting the points in the grid.

As it can be seen the largest formulation (10.8) is the one that approximates most closely the optimal value of the binary variables $y_{k,i}$. It guesses correctly the optimal sequence of stepping stones, but it is not sure about the exact times at which it should transition from one stepping stone to the next. The other relaxations contain almost no information about the optimal solution.

**Remark 10.2.** In this and the following comparison we do not report the performance of the rounding strategy from Section 9.5 since rounding is quite ineffective for the problems analyzed in this chapter. Specifically, for optimal-control problems like the one considered here, only a tiny fraction of the paths through the GCS yields a feasible convex restriction 9.9. Therefore our rounding strategy is often unable to find a feasible solution of the SPP in GCS.

### 10.2.6 Numerical example: ball and paddle

As a second benchmark we consider the problem illustrated in Figure 10-7 of flipping a ball through the use of a paddle. The control input $a \in \mathbb{R}^2$ is the translational acceleration of the paddle (which cannot rotate). The state $s \in \mathbb{R}^{10}$ of the system is composed by: $s_1$ and $s_2$ position of the ball, $s_3$ angle of the ball, $s_4$ and $s_5$ position of the paddle, and their time derivatives. The task is to rotate the ball from the initial state $\dot{s}_3 = \pi$, $\dot{s}_k = 0$ for $k \neq 3$ to the origin. The motion of the ball is governed by the gravity and the contact forces that arise from the interactions with the paddle and the ceiling. The dynamics is discretized using the semi-implicit Euler method,
Figure 10-6: Top: optimal sequence of stepping stones for the footstep-planning problem. Other panels: optimal value of the relaxed binary variables for the big-M formulation (10.9), formulation (10.6), formulation (10.7), and formulation (10.8).
Figure 10-7: Benchmark problem of rotating a two-dimensional ball by 180 degrees. The ball is subject to the gravity force and can collide with both the paddle (bottom) and the ceiling (top), the control input is the translational acceleration of the paddle.

resulting in

\[ s^+_\nu = s^-_\nu + hs^+_{\nu+5}, \quad \forall \nu = 1, \ldots, 5, \]  
(10.10a)

\[ s^+_6 = s^-_6 + h(\lambda_{pt} - \lambda_{ct})/m, \]  
(10.10b)

\[ s^+_7 = s^-_7 + h(\lambda_{pn} - \lambda_{cn} - mg)/m, \]  
(10.10c)

\[ s^+_8 = s^-_8 + hr(\lambda_{pt} + \lambda_{ct})/j, \]  
(10.10d)

\[ s^+_9 = s^-_9 + ha_1, \]  
(10.10e)

\[ s^+_{10} = s^-_{10} + ha_2. \]  
(10.10f)

Here the plus superscript denotes the state value at the next time step. The parameters \( r = 0.1, m = 1, j = \frac{2}{5}mr^2 \) are the radius, the mass, and the moment of inertia of the ball, \( g = 10 \) is the gravity acceleration, \( h = 0.05 \) is the discretization step, \( d = 0.4 \) and \( l = 0.6 \) are geometric parameters (see Figure 10-7). The letter \( \lambda \) represents a contact force, with the subscripts \( p \) and \( c \) denoting the paddle and the ceiling, and \( t \) and \( n \) denoting the tangential and the normal components.

Contact phenomena are modeled with the inelastic time-stepping scheme from [175], where the complementarity conditions are solved ahead of time to express the contact forces as explicit PWA functions of the state and the inputs. Friction coefficients are set to \( \mu = 0.2 \). Overall we get a PWA system with \( I = 7 \) modes: no contact, ball in contact with the paddle (rolling, sliding left or right), and ball in contact with the ceiling (rolling, sliding left or right). Together with the state limits defined by the
Figure 10-8: Snapshots of the optimal solution of the ball-and-paddle problem. The paddle moves the ball, which makes and breaks contact with the ceiling twice in order to rotated by 180 degrees.

contact constraints, we enforce the constraints

\[-\bar{s} \leq s \leq \bar{s}, \quad \bar{s} := (0.3, 0.2, 1.2\pi, 0.3, 0.15, 2, 2),
\]

\[-\bar{a} \leq a \leq \bar{a}, \quad \bar{a} := (30, 30).\]

In addition, since the paddle and the ceiling have limited width, in case at the next time step the ball is going to hit, e.g., the paddle, we require \(|s^+_k - s^+_l| \leq l/2\). The terminal set \(T\) forces the system to be in the origin after \(K = 20\) time steps. We set a quadratic stage cost \(\gamma(s_k, a_k) := s_k^T Q s_k + a_k^T R a_k\) with

\[Q := \text{diag}(1, 1, 0.01, 1, 1, 1, 1, 0.01, 1, 1),\]

\[R := \text{diag}(0.01, 0.001),\]

where the function \(\text{diag}\) stacks its argument in a diagonal matrix. The terminal cost \(\gamma\) is zero. Figure 10-8 shows a sequence of snapshots of the optimal solution of the problem.

Despite the simplicity of the dynamical system, this control problem is quite challenging. Analyzing the dynamics (10.10) it can be noticed that the presence of the
Table 10.4: Problem class, cost statistics, and program size for the ball-and-paddle problem.

<table>
<thead>
<tr>
<th>Problem class</th>
<th>Big-M (10.9)</th>
<th>Form. (10.6)</th>
<th>Form. (10.7)</th>
<th>Form. (10.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIQP</td>
<td>MIQP</td>
<td>MISOPC</td>
<td>MISOPC</td>
<td></td>
</tr>
<tr>
<td>Relaxation cost</td>
<td>0.099</td>
<td>2.72</td>
<td>4.79</td>
<td>9.94</td>
</tr>
<tr>
<td>MICP cost</td>
<td>37.2</td>
<td>37.2</td>
<td>37.2</td>
<td>37.2</td>
</tr>
<tr>
<td>Relaxation gap</td>
<td>99.7%</td>
<td>92.7%</td>
<td>87.1%</td>
<td>73.3%</td>
</tr>
<tr>
<td>Binary var.</td>
<td>140</td>
<td>140</td>
<td>140</td>
<td>1071</td>
</tr>
<tr>
<td>Continuous var.</td>
<td>1650</td>
<td>3330</td>
<td>3470</td>
<td>25212</td>
</tr>
<tr>
<td>Linear constr.</td>
<td>9880</td>
<td>5920</td>
<td>5920</td>
<td>66891</td>
</tr>
<tr>
<td>Conic constr.</td>
<td>0</td>
<td>0</td>
<td>140</td>
<td>938</td>
</tr>
</tbody>
</table>

ceiling is essential to accomplish the rotation task. Indeed, as long as $\lambda_{ct}$ is zero, the horizontal and the angular dynamics of the ball cannot be controlled independently, even assuming to have direct control on $\lambda_{pt}$ (see (10.10b) and (10.10d)). Therefore, we cannot both rotate the ball and place it back at the center of the paddle. This lack of controllability makes it very complex to detect an initial feasible trajectory, and prevents many branches from being cut in the early stages of the BB algorithm. In this sense, we expect that the convex relaxation plays here a fundamental role in guiding the growth of the BB tree.

As in the previous comparison, we start by analyzing the relaxation gaps and the size of the multiple formulations. The strongest formulation (10.8) yields the smallest, but quite large, relaxation gap: 73.3%. The other relaxations are significantly smaller but even weaker. The big-M relaxation (10.6) provides also in this case a vacuous lower bound of almost zero.

In Table 10.5 we report the solution statistics for the solver Gurobi 10.0. In this case the formulation (10.6) is significantly more effective than all the others. It is the only one that allows us to solve the problem within a time limit of one hour. After the time limit, the big-M formulation has still a gap of 98.3% and the formulation (10.7) has 62.7%. The strongest formulation (10.8) leads to algorithmic issues with Gurobi.

In Table 10.6 we report the statistics MOSEK 10.0. In this case the BB does not converge with any of the formulation. After the time limit of one hour, the formulation that gives us the best feasible solution is (10.8), which led to a failure with Gurobi. This solution is not far from the global minimum (the suboptimality

\[7\] For this instance, Gurobi is not able to solve the root-node problem, and does not make any progress in the BB phase. This problem persists even if we select different methods to solve the root-node problem (e.g., primal simplex, dual simplex, or barrier). Strangely, however, Gurobi is able to solve the convex relaxation of the MICP in a couple of seconds, when asked to do so outside the BB algorithm.
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<table>
<thead>
<tr>
<th></th>
<th>Big-M (10.9)</th>
<th>Form. (10.6)</th>
<th>Form. (10.7)</th>
<th>Form. (10.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation time (s)</td>
<td>0.070</td>
<td>0.064</td>
<td>0.099</td>
<td>2.40</td>
</tr>
<tr>
<td>MICP time (s)</td>
<td>3600 (TL)</td>
<td><strong>1351</strong></td>
<td>3600 (TL)</td>
<td>Fail</td>
</tr>
<tr>
<td>Cost upper bound</td>
<td>43.5</td>
<td><strong>37.2</strong></td>
<td>38.6</td>
<td>Fail</td>
</tr>
<tr>
<td>Cost lower bound</td>
<td>0.76</td>
<td><strong>37.2</strong></td>
<td>14.4</td>
<td>Fail</td>
</tr>
<tr>
<td>Gap at TL</td>
<td>98.3%</td>
<td>0%</td>
<td>62.7%</td>
<td>Fail</td>
</tr>
</tbody>
</table>

Table 10.5: Runtime and cost statistics for the ball-and-paddle problem using Gurobi 10.0.

<table>
<thead>
<tr>
<th></th>
<th>Big-M (10.9)</th>
<th>Form. (10.6)</th>
<th>Form. (10.7)</th>
<th>Form. (10.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation time (s)</td>
<td><strong>0.093</strong></td>
<td>0.118</td>
<td>0.532</td>
<td>2.84</td>
</tr>
<tr>
<td>MICP time (s)</td>
<td>3600 (TL)</td>
<td>3600 (TL)</td>
<td>3600 (TL)</td>
<td>3600 (TL)</td>
</tr>
<tr>
<td>Cost upper bound</td>
<td>∞</td>
<td>45.2</td>
<td>49.1</td>
<td><strong>41.2</strong></td>
</tr>
<tr>
<td>Cost lower bound</td>
<td>0.93</td>
<td>8.11</td>
<td>11.1</td>
<td><strong>12.6</strong></td>
</tr>
<tr>
<td>Gap at TL</td>
<td>100%</td>
<td>82.1%</td>
<td>77.4%</td>
<td><strong>69.4%</strong></td>
</tr>
</tbody>
</table>

Table 10.6: Runtime and cost statistics for the ball-and-paddle problem using MOSEK 10.0.

is approximately 10%) but MOSEK can only guarantee that the suboptimality gap is not larger than 69.4%. The big-M formulation does not identify a feasible solution within the time limit, and the other formulations perform comparable to (10.8).

Also in this experiments we then observe that the performance of the various formulations is very dependent on the choice of the solver. As for the footstep-planning problem, MOSEK performs best with a large but strong formulation. Conversely, with Gurobi the formulation strength does not seem to play and equally important role.

We conclude this comparison by illustrating in Figure 10-9 the optimal mode sequences for the MICPs and the relaxations. Also in this case, and as expected, the strongest formulation (10.8) provides us with the most accurate guess on the optimal value of the binary variables $y_{k,i}$. However, it does not come as close as in the stepping-stone problem above.
Figure 10-9: Top: optimal contact sequence for the ball-and-paddle problem. Other panels: optimal value of the relaxed binary variables for the big-M formulation (10.9), formulation (10.6), formulation (10.7), and formulation (10.8).
Chapter 11

Applications in motion planning

We apply the methods introduced in this thesis to solve motion-planning problems for autonomous robots that move thorough complex environments. Specifically, we consider the problem of designing a trajectory through a collection of safe convex sets, i.e., convex regions of the robot environment that do not intersect with obstacles. This problem is modelled as a Shortest-Path Problem (SPP) in Graphs of Convex Sets (GCS), and solved using the optimization techniques introduced in the previous chapters. We will focus on motion-planning problems where a basic preprocessing of the convex sets (e.g., finding their pairwise intersections) can be done offline. At runtime we quickly generate a trajectory that meets desired boundary conditions.

The material in this chapter is based on [128], and part of the presentation follows [127]. In Section 11.1 we will state the motion-planning problem in full generality. This problem will not lend itself to a direct transcription as an SPP in GCS, but will contain all the components that we might want our motion-planning method to handle. In the subsequent sections we will discuss multiple ways in which this problem can be simplified to make it efficiently solvable as an SPP in GCS.

11.1 Problem statement

We consider the design of a smooth trajectory in $\mathbb{R}^d$. A trajectory is represented as the function $q : [0, T] \rightarrow \mathbb{R}^d$, where $T$ is the time taken to traverse the trajectory. We consider trajectories with $K$ continuous derivatives, and denote with $q^{(k)}$ the $k$th derivative of $q$ for $k = 0, \ldots, K$. The zeroth derivative is the trajectory itself, $q^{(0)} := q$.  
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We seek a trajectory that meets given boundary conditions

\[ q^{(k)}(0) = q^k_0, \quad \forall k = 0, \ldots, K, \]
\[ q^{(k)}(T) = q^k_T, \quad \forall k = 0, \ldots, K, \]

where \( q^k_0, q^k_T \in \mathbb{R}^d \) are the initial and final values of the \( k \)th derivative. At each time we require that the trajectory stay in a given set \( S \subset \mathbb{R}^d \) of safe points:

\[ q(\tau) \in S, \quad \forall \tau \in [0, T]. \]

We assume that the safe set \( S \) is the union of a finite family of compact convex sets,

\[ S := \bigcup_{i \in I} C_i. \]

(Note that in the literature we can find a variety of practical methods to decompose complex spaces into convex sets, possibly approximately \([118, 8, 80, 46, 192]\). There also exist decomposition algorithms tailored to the configuration spaces of kinematic trees and articulated robots \([3, 188, 44, 152]\).)

For \( k = 1, \ldots, K \), the \( k \)th derivative of our trajectory is constrained in a closed convex set \( C^k \) at all times:

\[ q^{(k)}(\tau) \in C^k, \quad \forall \tau \in [0, T]. \]

We allow the final time \( T \) to be optimized, and we set the following bounds on its value:

\[ T_{\min} \leq T \leq T_{\max} \]

where \( T_{\max} \geq T_{\min} \geq 0 \).

Our objective function features two components: a cost on the trajectory duration and a penalty on the magnitude of the trajectory derivatives. In formulas,

\[ \psi(q, T) := \varphi_0(T) + \sum_{k=1}^{K} \int_0^T \varphi_k(q^{(k)}(\tau))d\tau, \quad (11.1) \]

where the cost functions \( \varphi_k, k = 0, \ldots, K \), are convex.
Overall, our motion-planning problem is stated as

\[
\text{minimize} \quad \psi(q, T) \quad \text{(11.2a)} \\
\text{subject to} \quad q^{(k)}(0) = q_0^k, \quad \forall k = 0, \ldots, K, \quad \text{(11.2b)} \\
q^{(k)}(T) = q_T^k, \quad \forall k = 0, \ldots, K, \quad \text{(11.2c)} \\
q(\tau) \in S, \quad \forall \tau \in [0, T], \quad \text{(11.2d)} \\
q^{(k)}(\tau) \in C^k, \quad \forall \tau \in [0, T], \quad k = 1, \ldots, K, \quad \text{(11.2e)} \\
T_{\text{min}} \leq T \leq T_{\text{max}}. \quad \text{(11.2f)}
\]

The optimization variables are the function \(q\) and the final time \(T\). The former is infinite dimensional, but we will restrict candidate trajectories to curves parameterized by a finite set of points (e.g., composite Bézier curves).

Below we describe how the motion planning problem (11.2) can be tackled using the techniques introduced in this thesis. As anticipated, we will not be able to reduce problem (11.2) to an SPP in GCS exactly, since the simultaneous optimization of the trajectory shape and timing leads to nonconvex constraints that do not immediately fit in our framework. In the next section, we consider a simplified problem that is easily reformulated as an SPP in GCS exactly. This will illustrate the basic idea behind our approach and will set the basis for the techniques in the upcoming sections, which will attempt to solve problem (11.2) in its completeness.

### 11.2 Minimum-length trajectories

We start by considering a simplified version of problem (11.2), where we seek a trajectory \(q\) of minimum Euclidean length:

\[
\ell(q) := \int_0^T \|q^{(1)}(\tau)\|_2 d\tau.
\]

Note that this objective is a special case of (11.1), where \(\varphi_1\) is the \(L_2\) norm and \(\varphi_k\) is zero for all \(k \neq 1\).

In the constraints of problem (11.2), we let the final time be free, i.e., \(T_{\text{min}} := 0\) and \(T_{\text{max}} := \infty\). We drop all the derivative constraints, i.e., \(C^k := \mathbb{R}^d\) for all \(k = 1, \ldots, K\). We also set all the boundary values of the trajectory derivatives to zero, so that the corresponding constraints become redundant.
Overall, our motion-planning problem is reduced to:

\[
\begin{align*}
\text{minimize} & \quad \ell(q) \\
\text{subject to} & \quad q(0) = q_0^0, \\
& \quad q(T) = q_T^0, \\
& \quad q(\tau) \in \mathcal{S}, \quad \forall \tau \in [0, T].
\end{align*}
\] (11.3a, b, c, d)

We observe that the optimal solution of this problem is always a polygonal (piecewise linear) trajectory.

Problem (11.3) can be reformulated as an SPP in GCS exactly. To do so, we need to define a graph \( G = (\mathcal{V}, \mathcal{E}) \), and assign convex constraint sets \( \mathcal{X}_v \) and \( \mathcal{X}_e \) and convex cost functions \( f_v \) and \( f_e \) to each vertex \( v \) and edge \( e \). Below we describe each of these problem components; a visual illustration is given in Figure 11-1. At a high level, the plan is to construct a graph \( G \) whose paths represent different sequences of safe regions \( \mathcal{C}_i \) that the robot can cross to reach the goal. Each safe region is then paired with a trajectory segment \( q_i \), and the GCS framework is used to couple the selection of a path with adequate costs and continuity constraints on the joint shape of the segments \( q_i \).

### 11.2.1 The graph

We let the graph \( G = (\mathcal{V}, \mathcal{E}) \) be the intersection graph of the convex regions \( \mathcal{C}_i \) that compose the free space \( \mathcal{S} \). This is illustrated in the top-left, top-right, and center-left panels of Figure 11-1. Each safe region \( \mathcal{C}_i \) is paired with a vertex \( i \in \mathcal{V} \) and connected by an edge \( (i, j) \) to all the regions \( \mathcal{C}_j \) with \( j \in \mathcal{I} \) that intersect with it. The initial configuration \( q_0^0 \) is represented by the source vertex \( s \), and is connected by an edge \( (s, i) \) to each region \( \mathcal{C}_i \) that contains it. Similarly, the final configuration \( q_T^0 \) is paired with the target vertex \( t \) and connected to each region that contains it via an edge \( (i, t) \). Overall, our graph has vertices \( \mathcal{V} := \mathcal{I} \cup \{s, t\} \) and edges

\[
\mathcal{E} := \{(i, j) \in \mathcal{I}^2 : \mathcal{C}_i \cap \mathcal{C}_j \neq \emptyset, \ i \neq j\} \cup \{(s, i) : q_0^0 \in \mathcal{C}_i, \ i \in \mathcal{I}\} \\
\quad \cup \{(i, t) : q_T^0 \in \mathcal{C}_i, \ i \in \mathcal{I}\}.
\]

Note that an \( s-t \) path in this graph identifies a sequence of safe regions that connect the start and goal configurations.
Figure 11-1: Optimization of a minimum-length trajectory as an SPP in GCS. Top left: environment with two obstacles in red, and with initial and final configurations. Top right: decomposition of the safe set into convex regions. Center left: intersection graph of the decomposition, with the vertices $s$ and $t$ representing the initial and final configurations. Center right: a trajectory segment is assigned to each convex region. Bottom: traversing a path in the intersection graph activates adequate costs and continuity constraints on the joint shape of the corresponding trajectory segments.
11.2.2 The convex constraint sets

As observed, the optimal solution of problem (11.3) is a polygonal trajectory, and there is no loss in assuming that our robot moves in a straight line $q_i$ when traversing a region $\mathcal{C}_i$. We then pair each vertex $i \in \mathcal{I}$ with the convex constraint set $\mathcal{X}_i := \mathcal{C}_i \times \mathcal{C}_i$. This set contains the point $x_i := (q_{i,0}, q_{i,1})$. The variables $q_{i,0} \in \mathbb{R}^d$ and $q_{i,1} \in \mathbb{R}^d$ represent the initial and final points of the line segment $q_i$, respectively. (See center-right panel in Figure 11-1). Because of the convexity of $\mathcal{C}_i$, if both $q_{i,0}$ and $q_{i,1}$ lie in $\mathcal{C}_i$ then so does the whole segment $q_i$, and our trajectory is collision free.

For all the edges $e = (i, j) \in \mathcal{E} \cap \mathcal{I}^2$, we let the constraint set $\mathcal{X}_e$ enforce the continuity of our trajectory through the equality $q_{i,1} = q_{j,0}$. This equality forces the final point of $q_i$ to coincide with the initial point of $q_j$, and is activated only when the optimal path in the GCS traverses the edge $e$.

The source $s$ and the target $t$ are auxiliary vertices that enforce the boundary conditions. They are paired with the singletons $\mathcal{X}_s := \{q_0^0\}$ and $\mathcal{X}_t = \{q_T^0\}$. For all the edges $e = (s, i)$ outgoing the source, the set $\mathcal{X}_e$ enforces the initial conditions $q_{i,0} = q_0^0$. This ensures that our trajectory starts at $q_0^0$ as desired. Similarly, for the edges $e = (i, t)$ incoming the target, we define $\mathcal{X}_e$ so that the terminal conditions $q_{i,1} = q_T^0$ is satisfied.

11.2.3 The convex cost functions

We let the cost of each vertex $i \in \mathcal{I}$ be the Euclidean length of the line segment $q_i$, i.e., $f_i(x_i) := \|q_{i,1} - q_{i,0}\|_2$. Therefore, every time that we move in a straight line through a safe set $\mathcal{C}_i$ we pay a price equal to the distance travelled. The source $s$ and the target $t$ have zero cost, as well as all the edges $e \in \mathcal{E}$.

11.2.4 Solution methods

The reformulation of the planning problem (11.3) as an SPP in GCS is exact, up to the potential conservatism of the convex decomposition of the environment. The optimal path in the GCS determines the safe regions $\mathcal{C}_i$ that our robot must traverse. The overall trajectory $q$ is obtained by sequencing the line segments $q_i$ associated with these regions, as shown in the bottom row of Figure 11-1.

Using the techniques introduced in this thesis, the SPP in GCS is automatically formulated as a strong Mixed-Integer Convex Program (MICP). This problem can be solved to global optimality using the Branch and Bound (BB) algorithm described in Section 3.3.2 or approximately using the rounding strategy from Section 9.5. It is interesting to observe that the rounding approach results in a complete motion
planner. In fact, any $s$-$t$ path in the intersection graph identifies a sequence of safe regions $C_{i0}, \ldots, C_{li}$ that connect the initial point $q_0^0$ to the final point $q_T^0$. Once these regions are fixed, the resulting convex restriction (9.9) reads

$$\min \sum_{j=0}^{l} \| p_{j+1} - p_j \|_2$$

subject to

$$p_0 = q_0^0,$$

$$p_{l+1} = q_T^0,$$

$$p_j \in C_{ij-1} \cap C_{ij}, \quad \forall j = 1, \ldots, l,$$

where the variables $p_0, \ldots, p_{l+1}$ represent the “kinks” of the polygonal trajectory $q$. Since this convex restriction is always feasible, the rounding method from Section 9.5 is guaranteed to find a solution.

### 11.3 Bézier curves

In the previous section we have restricted our attention to polygonal trajectories, which are conveniently parameterized through a finite number of points. Bézier curves give us a natural way of generalizing the approach taken above to the design of smooth trajectories.

Bézier curves enjoy several properties that make them particularly well suited for convex optimization, and have been widely used in motion planning and optimal control over the last fifteen years (early works in this direction are, e.g., [65, 37, 111]). In this section we provide some basic notions and results about this family of curves.

#### 11.3.1 Definition

A **Bézier curve** is constructed using **Bernstein polynomials**. The Bernstein polynomials of degree $N$ are defined over the interval $[a, b] \subset \mathbb{R}$, with $b > a$, as

$$\beta_n(\tau) := \binom{N}{n} \left( \frac{\tau - a}{b - a} \right)^n \left( \frac{b - \tau}{b - a} \right)^{N-n}, \quad \forall n = 0, \ldots, N.$$  

For all $\tau \in [a, b]$ the Bernstein polynomials are nonnegative and, by the binomial theorem, they sum up to one. Therefore, the scalars $\beta_0(\tau), \ldots, \beta_N(\tau)$ can be thought of as the coefficients of a convex combination. Using these coefficients to combine a
Figure 11-2: Bézier curve with control points $\gamma_0, \ldots, \gamma_N$, with $N = 4$. The curve starts at $\gamma(a) = \gamma_0$, ends at $\gamma(b) = \gamma_N$, and is entirely contained in the shaded control polytope (convex hull of the control points).

Given set of control points $\gamma_0, \ldots, \gamma_N \in \mathbb{R}^d$, we obtain a Bézier curve:

$$\gamma(\tau) := \sum_{n=0}^{N} \beta_n(\tau) \gamma_n.$$ 

The Bézier curve $\gamma : [a, b] \to \mathbb{R}^d$ is a (vector-valued) polynomial function of degree $N$. An example of a Bézier curve is shown in Figure 11-2 for $d = 2$ and $N = 4$.

A composite Bézier curve is a sequence of Bézier curves that connect smoothly up to some derivative. Below we list some important properties that we will use later in this section.

### 11.3.2 Endpoints

A Bézier curve starts at its first control point and ends at its last control point:

$$\gamma(a) = \gamma_0, \quad \gamma(b) = \gamma_N.$$ 

With this property, a composite Bézier curve (our trajectory) can be made continuous simply by equating the last control point of each curve piece with the first control point of the next piece.

### 11.3.3 Control polytope

Since each point on a Bézier curve is a convex combination of the control points, the entire curve is contained in the convex hull of the control points:

$$\gamma(\tau) \in \text{conv} \left( \{ \gamma_0, \ldots, \gamma_N \} \right), \quad \forall \tau \in [a, b].$$
This convex hull is called the control polytope of the Bézier curve $\gamma$. From this property it follows that if all control points lie in a convex set, then so does the whole Bézier curve.

### 11.3.4 Derivatives

The derivative $\gamma^{(1)}$ of a Bézier curve $\gamma$ is also a Bézier curve. It has degree $N - 1$ and its control points are given by the difference equation

$$
\gamma_n^{(1)} = \frac{N}{b-a}(\gamma_{n+1} - \gamma_n), \quad \forall n = 0, \ldots, N - 1.
$$

Iterating this, we see that the derivative $\gamma^{(k)}$ of any order $k$ is a Bézier curve of degree $N - k$. Moreover, the derivatives of a piecewise Bézier curve are also piecewise Bézier curves, and their continuity can be enforced using the endpoint property above.

### 11.3.5 Squared $L_2$ norm

The square of the $L_2$ norm of a Bézier curve $\gamma$ can be expressed as an explicit function of the control points using the following expression [60, Section 3.3]:

$$
\int_a^b \|\gamma(\tau)\|^2 d\tau = (b-a)Q(\gamma_0, \ldots, \gamma_N), \quad (11.4)
$$

where $Q$ is a convex quadratic function of the control points defined as

$$
Q(\gamma_0, \ldots, \gamma_N) := \frac{1}{2N+1} \sum_{n=0}^N \sum_{m=0}^N \frac{N!}{n!m!(N-n-m)!} \gamma_n^T \gamma_m.
$$

This formula allows us also to compute the squared $L_2$ norm of a composite Bézier curve and its derivatives.

### 11.3.6 Integral upper bound

Unlike the squared $L_2$ norm, the integral of a generic convex function of a Bézier curve cannot be expressed in closed form. However, we can easily derive a computationally
cheap upper bound. Let $f : \mathbb{R}^d \to \mathbb{R}$ be a convex function. We have

$$
\int_a^b f(\gamma(t))d\tau = \int_a^b f \left( \sum_{n=0}^N \beta_n(\tau) \gamma_n \right) d\tau \\
\leq \int_a^b \sum_{n=0}^N \beta_n(\tau) f(\gamma_n) d\tau \\
= \sum_{n=0}^N f(\gamma_n) \int_a^b \beta_n(\tau) d\tau \\
= \sum_{n=0}^N f(\gamma_n) \frac{b-a}{N+1} \\
= \sum_{n=0}^N f(\gamma_n).
$$

Here the inequality follows from the convexity of $f$ as in (2.10), and the second to last equality uses the formula of the integral of a Bernstein polynomial.

11.4 Smooth trajectories

Bézier curves allow us to generalize the construction in Section 11.2 and give us a way to tackle our original planning problem (11.2). The main caveat is that all the desirable convexity properties of Bézier curves hold only if the time duration $b-a$ of the curve is fixed. Let us then discuss how we can solve problem (11.2) under the following (quite restrictive) assumption.

**Assumption 11.1.** For all $i \in \mathcal{I}$ the amount of time that our trajectory can spend within the convex region $\mathcal{C}_i$ is either zero or a fixed scalar $T_i > 0$.

Under this hypothesis, the approach in Section 11.2 is easily generalized. We still use the intersection graph $G$ as a skeleton for our GCS. Before we paired each vertex $i \in \mathcal{I}$ with just two points, now we pair it with the following continuous variables:

- A sequence of $N_i+1$ control points $q_{i,0}, \ldots, q_{i,N_i}$. These define a Beźier curve $q_i$ with given time duration $T_i$.
- A scalar $\tau_i$ that represents the time at which our trajectory enters the region $\mathcal{C}_i$.

The source $s$ is now coupled with the singleton

$$
\mathcal{X}_s := \{ (q_{0,0}, \ldots, q_{0,K}, 0) \}.
$$
The first entries collect the initial conditions and the last entry is the initial time of the trajectory. The target $t$ is paired with the set
\[ X_t := \{ (q^0_T, \ldots, q^K_T) \} \times [T_{\min}, T_{\max}], \]
which enforces the final conditions and the bounds on the time duration of the trajectory. The convex set $X_i$ for each $i \in \mathcal{I}$ enforces the following constraints:

- Each control point $q_{i,n}$ must be contained in $C_i$. By the convex-hull property of Bezier curves, this implies that the whole curve $q_i$ is contained in $C_i$.

- The control points of the derivatives $q_i^{(k)}$ must lie in the convex sets $C^k$. Again by the convex-hull property, this ensures that the constraints (11.2e) are satisfied. Note also that the control points of $q_i^{(k)}$ are linear functions of the ones of $q_i$.

- The initial time $\tau_i$ must be nonnegative and not larger than $T_{\max}$.

In addition to the initial position, now the convex sets $X_e$ with $e = (s, i)$ take care also of the following constraints:

- Initial conditions for the curve derivatives $q_i^{(k)}$, as prescribed by the constraint (11.2b).

- Initial value of the time counter $\tau_i = 0$.

The edges $(i, t) \in \mathcal{E}$ incoming the target play a specular role: they enforce the terminal conditions (11.2c) and constrain the final time $T = \tau_i + T_i$ in the interval $[T_{\min}, T_{\max}]$. All the other edges of the form $(i, j) \in \mathcal{E} \cap \mathcal{I}^2$ enforce:

- The continuity of the curves $q_i$ and $q_j$ as well as their derivatives $q_i^{(k)}$ and $q_j^{(k)}$. Again, this is done by equating the final control point the first curve with the initial control point of the second curve.

- Accumulate the time spent along the trajectory: $\tau_j = \tau_i + T_i$.

Finally, convex costs on the vertices of the graph can be enforced either exactly (e.g., in the case of the squared $L_2$ norm) or approximately by using the upper bound derived above. The cost $\varphi_0(T)$ on the trajectory duration is enforced through the cost $f_t$ of the target vertex.

Under Assumption 11.1, this SPP in GCS models exactly our motion-planning problem. Also, any feasible solution of this SPP in GCS yields a feasible solution for the motion-planning problem (11.2). In this case the rounding strategy from
Section 9.5 might not yield a feasible solution, unless the upper bound $T_{\text{max}}$ on the trajectory duration is sufficiently large to make any path through our graph feasible.

### 11.4.1 Joint optimization of trajectory shape and timing

In practice, the trajectories generated with the method above can be quite suboptimal. Since the time $T_i$ pre-allocated for each convex region $C_i$ can be far from the optimal one. The approach that we take in the numerical experiments below is to pair with each vertex $i \in I$ two Bézier curves: $q_i : [0, 1] \to \mathbb{R}^d$ and $h_i : [0, 1] \to \mathbb{R}$. The former decides the shape of our trajectory within each convex set, the second dictates the timing at which the curve $q_i$ is swept. Mathematically, the trajectory within the convex set $C_i$ is reconstructed as the composite function $q_i \circ h_i^{-1}$.

With this parameterization we can still design smooth trajectories, by enforcing the differentiability of the curves $q_i$ and $h_i$ independently. However, this approach makes it complicated to enforce costs and constraints on the trajectory derivatives. Convex costs and constraints on the trajectory velocity are still convex when expressed in terms of the curves $q_i$ and $h_i$. However, convex costs and constraints on the second and higher derivatives are not convex in $q_i$ and $h_i$. A practical approach to prevent, e.g., the acceleration from growing too large is to add a small penalty directly on the magnitudes of $q_i^{(2)}$ and $h_i^{(2)}$, and constrain $h_i^{(1)}$ to not approach zero too closely. A similar strategy can be used to regularize the higher-order derivatives of our trajectory.

### 11.5 Numerical experiments

We demonstrate our motion-planning method (which we call GCS after the underlying optimization framework) on a variety of robot platforms. First, to illustrate some key advantages of GCS over existing planners, we consider a motion-planning problem in an intricate maze. Then we consider a quadrotor flying through randomly-generated buildings, and we show that in almost every problem instance GCS synthesizes a globally optimal trajectory. For a robot arm with seven joints, we show that GCS can outperform widely used sampling-based planners by finding higher-quality trajectories in less time. Finally, we demonstrate the scalability of GCS on real hardware with a bimanual manipulation problem in a fourteen-dimensional configuration space.

All experiments are run on a computer with a Threadripper 3990x processor and 256 GB of RAM. The solver used for the convex optimization problems is MOSEK 10.0.

---

1 This also assumes that the boundary conditions, together with the derivative constraints, do not make the problem infeasible.
The code necessary to reproduce the results below is available at

https://github.com/RobotLocomotion/gcs-science-robotics

For an efficient implementation of the techniques discussed in this chapter see also the class GcsTrajectoryOptimization provided by the software Drake [183].

11.5.1 Motion planning in a maze

Designing a smooth trajectory across a maze is a very challenging problem for most motion planners. Consider the maze with $50^2 = 2,500$ cells shown in Figure 11-3. Through small perturbations of an initial trajectory, local optimization has almost no chance of finding a way across this maze. Existing mixed-integer planners would also fail, since they would parameterize a trajectory as a sequence of curves and use a binary variable to assign each curve to each cell [47]. Given that a trajectory might need to visit every cell, this would require $2,500^2 \approx 10^7$ binary variables: a quantity well beyond the capabilities of any solver. Sampling-based methods could easily discover a path through the maze in Figure 11-3 but they would struggle with continuous differential costs and constraints. GCS, on the other hand, can efficiently design smooth trajectories while explicitly leveraging the graph structure beneath this problem.

To put the problem in Figure 11-3 in the form required by GCS, we let each maze cell be a safe set $\mathcal{C}_i$. We then have a total of $|\mathcal{I}| = 2,500$ safe sets, each of which is a unit square. The initial $q_0^0$ and final $q_T^0$ points are the entry (bottom left) and exit (top right) of the maze. We consider two problems: first we look for the shortest continuous trajectory across the maze as in problem (11.3), then we minimize the trajectory duration ($\varphi_0(T) := T$ and $\varphi_k := 0$ for all $k \geq 1$ in problem (11.2)) together with a small acceleration penalty as described in Section 11.4.1. In the second problem, we also require that the trajectory be differentiable twice, and we enforce the velocity limits $C^1 := [-1, 1]^2$ and the boundary conditions $q_0^1 := q_T^1 := 0$.

The trajectories designed by GCS are illustrated in Figure 11-3, in dashed red for the first problem and in solid blue for the second. In both cases, the convex relaxation and the rounded solution have equal cost, thus GCS automatically certifies that these trajectories are optimal ($\delta_{\text{opt}} = \delta_{\text{relax}} = 0$). When the objective is to minimize the trajectory length, our convex relaxation is a Second-Order Cone Program (SOCP) and is solved in 0.98s. The minimum-time problem is a Linear Program (LP) but, because of the high-degree trajectory parameterization, it is substantially larger than the SOCP and takes 9.1s. We highlight that these are relaxations of mixed-integer
Figure 11-3: Motion planning in a maze. The dashed-red and solid-blue trajectories are generated by GCS and correspond, respectively, to a minimum-length objective and to a minimum-time objective with velocity constraints and acceleration penalties. For both problems, GCS identifies an optimal trajectory, and certifies global optimality, via a single convex optimization problem.
programs with approximately 5,000 binary variables, as opposed to, e.g., the $10^7$ binaries that the mixed-integer formulation from [47] would use.

This example highlights the transparency with which GCS blends discrete and continuous optimization. Finding a discrete sequence of cells through a maze is a simple graph search, and mild differential costs and constraints should not make the problem dramatically harder, especially if we seek approximate solutions. While existing algorithms fail in merging the discrete and continuous natures of motion planning, GCS can efficiently design smooth trajectories while explicitly leveraging the graph structure underlying our problems.

11.5.2 Quadrotor flying through buildings

We use GCS to plan the flight of a quadrotor through randomly generated buildings. An example of such a task is illustrated in Figure 11-4; while moving from the starting to the ending platform, the quadrotor needs to fly around trees, and through doors and windows. For each building, the number of rooms, the shape of the walls, the positioning of doors, windows, and trees are selected randomly. The starting point is always outside the building and the target is always inside.

Although the configuration space of a quadrotor is six dimensional, the differential-flatness property of this system allows us to plan trajectories directly in the three-dimensional Cartesian space. In fact, given any trajectory for the center of mass that is differentiable four times, a dynamically feasible trajectory for the quadrotor’s orientation, together with the necessary control thrusts, can always be reconstructed [135].

Given that all the obstacles are polygonal, the decomposition of the free space into convex sets $C_i$ is done exactly. The collision geometry of the quadrotor is taken to be a sphere. The cost penalizes the trajectory duration and length, and includes a small acceleration penalty. To leverage the differential flatness, we require our trajectories to be differentiable four times, $K = 4$. The velocity has boundary conditions $q_0^1 = q_T^1 = 0$ and is constrained in the box $C^1 = [-10, 10]^3$.

We plan the motion of the quadrotor through 100 random buildings and we analyze the optimality gaps $\delta_{opt}$ and $\delta_{relax}$ defined in (3.4) and obtained through the rounding strategy discussed in Section 9.5. The value of $\delta_{opt}$ is computed, just for analysis purposes, by solving the MICP to global optimality using BB. The gap $\delta_{relax} \geq \delta_{opt}$ is automatically returned by GCS. The histograms of these values across the experiments are reported in Figure 11-5. On 95% of the environments GCS designs a trajectory with optimality gap $\delta_{opt} \leq 1\%$, and, even in the worst case, we only have $\delta_{opt} = 2.9\%$. On 68% (respectively 84%) of the problems GCS certifies that the designed trajectory is within $\delta_{relax} = 4\%$ (respectively $\delta_{relax} = 7\%$) of the optimum.
Figure 11-4: Quadrotor flying through a building. The trajectory generated by GCS is depicted in blue in the top-left panel, and is designed through a single convex optimization problem followed by a rounding step. The snapshots show the starting and ending configurations, as well as the quadrotor flying close to the obstacles in the environment.
Figure 11-5: GCS is used to plan the flight of a quadrotor through one hundred randomly generated buildings. For these trajectories, the two histograms illustrate the actual optimality gap $\delta_{opt}$ and the optimality gap $\delta_{relax} \geq \delta_{opt}$ automatically certified by our method.

The largest optimality gap certified by GCS is $\delta_{relax} = 27.1\%$, and corresponds to an environment where we have $\delta_{opt} = 2.3\%$. Therefore, even for this instance, the moderately large value of $\delta_{relax}$ is mostly due to the convex relaxation being slightly loose, rather than the trajectory being suboptimal. The relaxations of these problems are SOCPs, and the average runtime of GCS is 2.65s (including rounding).

### 11.5.3 Comparison with sampling-based planners

Our algorithm is a multiple-query method, as the same data structure (the GCS) can be used to plan motions between many initial and final conditions. Its natural sampling-based competitor is then the Probabilistic-RoadMap (PRM) algorithm \[105\]. Here we compare GCS with PRM methods on a robot arm (KUKA LBR iiwa) with $d = 7$ degrees of freedom. We choose a relatively low-dimensional configuration space for this comparison since PRM can struggle in higher-dimensional spaces.

The robot environment is shown in Figure \[11-6\] and is composed of multiple shelves and two bins. An exact decomposition of the free space is infeasible here, therefore we adopt the approximate algorithm from \[152\]. Given a “seed configuration” of the robot, this algorithm inflates a polytope of robot configurations that are not in collision with the obstacles. Here these seeds are selected manually, although the seeding can be made automatic \[192\]. We construct $|\mathcal{I}| = 8$ safe polytopes $\mathcal{C}_i$ using this workflow: five are seeded to cover the configurations for which the gripper is close to the shelves and the bins, three are seeded to fill the rest of the free space. The construction of the safe regions is parallelized, and takes 50s.

In practice, the trajectories generated by PRM can be very suboptimal and are
Figure 11-6: GCS is benchmarked against PRM on five tasks. Two variants of PRM are considered: the standard PRM, and the PRM followed by a shortcutting algorithm. The gripper trajectories are shown in blue for GCS, yellow for PRM, and red for PRM with shortcutting.
rarely sent to the robot directly. Even though asymptotically optimal versions of PRM exist \[102\], in our experience, these variants are most effective in very low-dimensional spaces (e.g., two or three dimensions). A common workaround is to post-process the PRM trajectories with a simple shortcutting algorithm. This samples pairs of points along a trajectory and connects them via straight segments: if a segment is collision free then the trajectory is successfully shortened. This step can substantially shorten the PRM trajectories but it requires many collision checks: for this reason we compare GCS with both the regular PRM and the PRM with shortcutting. We use a high-performance implementation of PRM based on \[154\], and soon to be included in the open-source software Drake \[183\]. The PRM in this comparison has 10,000 nodes, and its construction takes 0.54s. Note that this time is in line with (or even faster than) state-of-the-art PRM implementations \[155, 143, 96\].

The tasks in this comparison are illustrated in Figure 11-6 and require the arm to move between five configurations \(\rho_1, \ldots, \rho_5 \in \mathcal{S}\), while avoiding the shelves and the bins. The configurations \(\rho_1, \rho_2, \text{ and } \rho_3\) correspond to the gripper being above the shelves, in the first shelf, and in the second shelf. The waypoints \(\rho_4\) and \(\rho_5\) correspond to the left and the right bin. For \(\nu = 1, \ldots, 4\), task \(\nu\) asks the robot to move from \(\rho_\nu\) to \(\rho_{\nu+1}\). Task 5 requires moving from \(\rho_5\) back to \(\rho_1\). The objective is to connect the start and the goal configurations with a continuous trajectory of minimum length as in problem (11.3). We adopt the rounding strategy discussed in Section 9.5 for the solution of this problem.

Figure 11-6 illustrates the trajectories of the robot gripper for each planner and each task. The blue curves correspond to GCS, the yellow to PRM, and the red to PRM with shortcutting. The lengths of these trajectories, together with the offline and online runtimes of each planner, are reported in Figure 11-7 with matching colors. (Although the rounding phase of GCS is randomized, Figure 11-7 reports only one value for the length of its trajectories since repeating the experiments many times GCS always finds the same solutions.) In all the tasks, GCS designs shorter trajectories and, online, it runs as fast or substantially faster than both the PRM competitors.

For these problems our convex relaxation is an SOCP, which is solved very fast thanks to the low number \(|\mathcal{I}| = 8\) of safe regions. Within the conservatism of the space decomposition, all the trajectories designed by GCS are optimal (\(\delta_{\text{opt}} = 0\)). The certified optimality gap \(\delta_{\text{relax}}\) is 4.1% on average, and it achieves a maximum of 13.0% in the first task.

Although limited to five tasks, this comparison shows a general tendency. The offline computations of GCS are more demanding than the ones of PRM. However, this extra effort pays back in the online phase, where GCS can find better trajectories
Figure 11-7: Trajectory lengths and computation times for GCS and the PRM competitors. GCS requires more expensive offline computations than highly optimized PRM implementations, but online it designs shorter trajectories in a fraction of the time.
Figure 11-8: Coordinated motion planning of two robot arms using GCS. Top row: the arms grasp two mugs on the shelves and place them back in inverted positions. Center row: two spray paints are swapped. Bottom row: one arm grasps a sugar box and hands it to the other arm.

with stronger collision-avoidance guarantees in less time. This can be very valuable in those applications where the environment is practically static, and improving the online performance is worth investing more effort in the offline preprocessing.

11.5.4 Coordinated Planning of Two Robot Arms

In the previous comparison we have chosen a robot with \( d = 7 \) joints because PRM methods perform poorly in higher dimensions. To demonstrate the scalability of GCS, here we plan the motion of a dual-arm manipulator with \( d = 14 \) degrees of freedom, shown in Figure 11-8. Besides avoiding collisions with the environment, now GCS must also prevent self-collisions between the arms. (Note that single-query sampling-based algorithms have been applied before for problems like this [151]. However, the multiple-query problem considered here is significantly more challenging.)

We consider the three tasks shown in Figure 11-8. In the first task the robot grasps two mugs from the shelves in front of it, and places them back in a position that requires the arms to cross. In the second task it moves two spray paints and reaches configurations that are very close to self collision. In the third task one arm hands a small box to the other. Each task is solved as a single convex program: when an arm grasps, places, or hands off an object its configuration is prespecified,
but the order in which the objects are manipulated is optimized. For example, in the first task, GCS can decide which mug to grasp first, or whether to grasp them simultaneously.

The free space is again decomposed using the algorithm from [152]. For the first environment we construct $|\mathcal{I}| = 35$ polytopes, seeded to approximately cover the workspace under the four possible collision geometries (mugs on shelves, mug in left hand, mug in right hand, mugs in both hands). We proceed similarly for the second and third tasks, which feature 12 and 14 safe polytopes. Since here we are not comparing to PRM, we are not limited to polygonal curves and we plan twice-differentiable trajectories with equal penalty on length and duration, and with a small acceleration cost. The robot velocity limits are enforced through a box-shaped constraint set $\mathcal{C}^1$.

As Figure 11-8 shows, GCS designs collision-free trajectories that efficiently accomplish each of the three tasks. The largest optimality gap $\delta_{\text{relax}}$ is in the second task, and it is only 13.9%. After running a BB solver, we verify that the actual optimality gap for each trajectory is not larger than $\delta_{\text{opt}} = 8.4\%$. Since the convex relaxations of these problems are very large SOCPs, which push the limits of what GCS is currently capable of, the runtimes for these tasks are 185s, 103s, and 21s. However, we are confident that these times can decrease substantially in the near future.
Chapter 12

Conclusions

In this thesis we have introduced Graph of Convex Sets (GCS): a new modelling and computational framework for problems at the intersection of discrete and continuous decision making. GCS problems blend graph search and convex optimization, and generalize a broad variety of decision-making problems. They have great modelling power and applications in multiple engineering disciplines.

For the solution of a GCS problem we have proposed a unified method that leverages tools from polyhedral combinatorics and convex analysis. We start from the formulation of a purely discrete graph optimization problem as an integer linear program, and we automatically translate it into an efficient mixed-integer formulation for the corresponding GCS problem.

Compared to existing frameworks for discrete-continuous decision making, GCS has three main strengths. First, GCS is a simple framework that captures the essence of discrete-continuous decision making. The graph and the combinatorial goal (e.g., finding a path through a graph) describe the high-level discrete skeleton of a problem, while the convex costs and constraints model the low-level continuous details. Second, thanks to the techniques we have developed, GCS problems can be solved using efficient optimization methods. Third, GCS is a high-level tool for the users: although it leverages advanced optimization techniques, it does not require to be familiar with them.

GCS has numerous applications; in this thesis we focused on optimal control of dynamical systems and robot motion planning. In optimal control, we have demonstrated that GCS yields mixed-integer formulations that outperform the state of the art, or recover it as a special case. In motion planning, our optimization methods can design better trajectories in a fraction of the time of algorithms that have been developed for decades and are widely used in academia and industry.

We are optimistic that GCS will find more and more applications in the future, and
will become a widely-used optimization tool in many engineering disciplines. Current investigations show that GCS is a powerful language to work on a variety of problems that go beyond the ones studied in this thesis. These include contact-rich robot manipulation [83], control with temporal-logic specifications [109], and motion-planning problems with moving targets [153]. Extensions of the results presented in this thesis to graphs composed of geodesically convex manifolds have been developed in [40]. Also a high-performance motion-planning method similar to GCS, but specialized to safe sets that are axis-aligned boxes, has been presented in [127]. See the following section from [181] for an up-to-date list of the robotics applications of GCS:

https://underactuated.mit.edu/optimization.html#gcs

The optimization methods introduced in this thesis are now finding application also in industry. For example, Dexai Robotics is using a variation of our techniques in their production lines to compute optimal motions for food-preparation robots [72].
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