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Abstract

We present a study of object pose estimation performed with hybrid visuo-tactile
sensing in mind. We propose that a tactile sensor can be treated as a source of
dense local geometric information, and hence consider it to be a point cloud source
analogous to an RGB-D camera. We incorporate the tactile geometric information
directly into a conventional point-cloud-based articulated object tracker based on
signed-distance functions. This tracker runs at 12 Hz using an online depth recon-
struction algorithm for the GelSight tactile sensor and a modified second-order update
for the tracking algorithm. The tracker provides robust pose estimates of small ob-
jects throughout manipulation, even when the objects are occluded by the robot’s end
effector. To address limitations in this tracker, we additionally present a formulation
of the underlying point-cloud correspondence problem as a mixed-integer convex pro-
gram, which we efficiently solve to optimality with an off-the-shelf branch and bound
solver. We show that reasoning about object pose estimation in this way allows
natural extension to point-to-mesh correspondence, multiple object estimation, and
outlier rejection without losing the ability to obtain a globally optimal solution. We
probe the extent to which rich problem-specific formulations typically tackled with
unreliable nonlinear optimization can be rigorously treated in a global optimization
framework.

Thesis Supervisor: Russ Tedrake
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Chapter 1

Introduction and Motivation

The ability to perceive and control objects through contact is a fundamental skill for

any robot interacting with the world. Laser scanners, RGB-D cameras, and stereo

vision have become the primary means for modern autonomous systems to sense their

environment. Techniques and tools for detecting and localizing objects in the image

and point cloud data from these sensors have become very mature. As a testament

to the power of these methods, Team MIT relied almost exclusively on point cloud

geometry from an onboard laser scanner to perform navigation and manipulation

tasks during the DARPA Robotics Challenge Finals (Figure 1-1).

This reliance on a fundamentally visual modality becomes a curse during ma-

nipulation. During manipulation, it is guaranteed that the robot’s manipulator will

occlude some or all of the manipuland from vision. Fortunately, precisely when vi-

sual sensors fail, tactile sensors can fill in the gap by providing information from the

area that is being occluded. Tactile sensors come in many forms, with most sensors

specializing in binary contact discrimination or contact force estimation at a single

point, or at multiple points across the sensor surface.

The algorithmic challenges facing object pose estimation from tactile sensing are

diverse and depend on the tactile sensor modality. However, they share a common

underlying difficulty in that the information from tactile sensors is sparse compared

to vision sensors. This sparsity exists in both space – due to the limited surface

area of a contact patch between sensor and object – and time – due to intermittent

11



Figure 1-1: Illustrations of point cloud information gathered from the laser scanner
on MIT’s robot at the DARPA Robotics Challenge Finals in 2015. Top: Point
cloud geometry of the indoor section of the challenge course. Bottom: Point cloud
geometry from the valve task, with the RGB camera image, robot pose, and valve
geometry overlaid. Point cloud information was critical for both navigating the course
and avoiding obstacles, as well as for localizing objects for manipulation.
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contact between sensor and object. This sparsity poses a significant challenge to the

adaptation of state-of-the-art techniques from robotic perception to the problem of

object pose estimation from vision and touch.

1.1 Problem Specification

We wish to address the broadest possible form of the pose estimation problem, such

that we can address the unique problems that arise when considering tactile informa-

tion in the most fundamental way.

We consider the general object pose estimation problem to be the problem of

finding the best parameters of a model to explain the data available from the sensors.

Given some sensor observations of the scene 𝑧, a model parameterization 𝑥, and a

sensor model 𝑝(𝑧|𝑥), we wish to find a pose estimate �̂�:

�̂� = argmin
𝑥

𝑝(𝑧|𝑥).

This problem is most frequently addressed with rigid body models and point cloud

observations. In the single-object rigid body model, model parameters are a rotation

𝑅 ∈ 𝑆𝑂(3) and a translation 𝑇 ∈ R3, in which the model has well-defined surface

which can be defined implicitly as the zero-level-set of a distance function DF𝑀(𝑝)

for 𝑝 ∈ R3. These parameters can be repeated to support multiple independent rigid

bodies. The most common sensor model assumes the sensor samples a set of 𝑁𝑠 points

𝑧 = {𝑠𝑖} from the geometry of the world.

Note that using this simplified model discards important information about the

nature of real cameras – for example, the fact that a point being recovered from a

depth sensor indicates that the ray between the camera origin and observed point is

unobstructed. Some techniques (especially those from the SLAM community) recover

this information with a more complex model, but as we will review, many more do

not.

Using this point cloud model, we define the point-cloud object pose estimation

problem as

13



min
𝑅,𝑇

∑︁
𝑖∈[0,𝑁𝑠]

DF𝑀(𝑅𝑠𝑖 + 𝑇 ). (1.1)

This objective is reflected in a majority of the pose estimation techniques in the

literature. The key difference between techniques lies in the model representation and

distance function used, as well as the method for optimizing Equation (1.1). Many

techniques represent the model as a collection of 𝑁𝑚 point features, and penalizes a

norm:

min
𝑅,𝑇

∑︁
𝑖∈[0,𝑁𝑠]

min
𝑗∈[0,𝑁𝑚]

‖𝑅𝑠𝑖 + 𝑇 −𝑚𝑗‖ .

Critically, this form of the distance function is not convex, and is difficult to directly

optimize over. An equivalent form of this optimization that better reveals its convex

subproblems is

min
𝑅,𝑇,𝐶

∑︁
𝑖∈[0,𝑁𝑠]

⃦⃦
𝑅𝑠𝑖 + 𝑇 −𝑚𝐶(𝑖)

⃦⃦
, (1.2)

𝐶(𝑖) = argmin
𝑗∈[0,𝑁𝑚]

‖𝑅𝑠𝑖 + 𝑇 −𝑚𝑗‖ ,

where 𝐶(𝑖) corresponds each scene point to the closest model feature according to

the desired norm.

A critical feature of this problem is that the correspondences 𝐶 and transformation

𝑅, 𝑇 are independently sufficient to specify a solution to this problem. Given the

correspondences, the optimal transformation can be computed in closed form [1].

Given the transformation, correspondences can be backed out if desired via, e.g.,

closest point lookups on the model.

14



1.2 Related Work

Here, we review object pose estimation from an incremental, or tracking, perspective;

as well as from a global perspective. We will review the state of the art in visual

perception with depth sensors, pose estimation with tactile sensing in the loop, and

global optimization for pose estimation.

1.2.1 Local Optimization and Object Tracking

A widespread method for tackling the general pose estimation problem is to rely on

local optimization methods. A well-known method for performing local search of

Equation (1.2) is the Iterative Closest Point (ICP) algorithm [2, 3]. Given a guess

for the model pose {𝑅𝑘, 𝑇𝑘} at iteration 𝑘, ICP performs an update in two steps:

first, it performs closest point lookups on the model in configuration {𝑅𝑘, 𝑇𝑘} to find

the current correspondences 𝐶𝑘. By fixing the correspondences to 𝐶𝑘, a new pose

{𝑅𝑘+1, 𝑇𝑘+1} can be computed in closed form, with the guarantee that the new trans-

form will be at least as good as the old. By alternating between correspondence and

transform updates, ICP functionally performs expectation-maximization on Equation

(1.2) and converges to a local optimum.

Techniques extending ICP have reached a significant level of maturity. Because

ICP must be initialized with a reasonable guess of the model pose, ICP has been

particularly popular in the subfield of object tracking. The object tracking problem

extends the pose estimation objective (Eq 1.1), but is solved repeatedly as new data

arrives from the sensor using the solution from the previous timestep as a prior:

𝑥𝑘 = argmin
𝑥

𝑝(𝑧|𝑥, 𝑥𝑘−1).

Modern object tracking methods are successful at tracking complex articulated ob-

jects including the human hand [4] and clothing [5]. ICP-based tracking techniques

have been successfully deployed, for example, in the DARPA ARM-S manipulation

competition [6, 7].

Almost all local optimization methods for tracking rely on this core idea of sepa-
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rating the correspondence and pose update steps, but many add additional terms to

reflect more complex measurement models and enforce physical constraints. Schulman

et. al track models of highly-articulated soft bodies by performing forward physical

simulation of the models with additional fictitious forces added to drive the esti-

mated objects towards nearby points in the measured point cloud at each timestep [5].

Schmidt et. al, on the other hand, optimize more directly on the measurement model

in their Dense Articulated Real-Time Tracking (DART) framework by leveraging the

signed distance function (SDF) to directly align their object model to the incoming

point cloud data, with additional terms in their optimization adding respect for free-

space information implicit in the depth returns and contact constraints [4,8]. Like all

methods based on ICP, these iterative tracking techniques show excellent performance

when fed sufficiently rich data and a good initial guess. However, they are vulner-

able to occlusion, which limits the amount of information sampled from the model.

Occlusion is particularly likely when the model undergoes manipulation, because the

robot’s hand is likely to cover the object being manipulated.

It is important to acknowledge that not all methods are based on an ICP-like

objective. Parts of the shape matching literature, for example, emphasize objectives

that encourage matching of model parts with local similar geometry [9,10]. Instead of

explicitly searching for good alignment transformations, these techniques emphasize

the search for good correspondences between model features, where a good correspon-

dence minimizes distortion of inter-feature distances. These techniques have proven

very successful for deformable shape matching, and are relevant as an alternative

form of pose estimation.

1.2.2 Tactile Sensing for Object Tracking

Tactile sensing presents an alternative solution to the occlusion problem in traditional

point cloud tracking, by promising to provide data exactly when visual sensors are

occluded. However, while tactile sensors take a wide variety of forms, few allow

for recovery of dense local geometry – modular commercial sensors, including the

SynTouch BioTac [11] and the RightHandRobotics Takktile sensor [12], typically

16



focus on providing either discriminative or scalar pressure signals.

Object tracking methods that address contact sensors correspondingly concen-

trate on taking advantage of discriminative contact signals. These signals often enter

trackers as manifold constraints in which a positive contact signal constrains pose

estimates to the set of poses that specify an object being in contact with the sensor.

This set of poses is described as the contact manifold for the sensor. A diverse set of

techniques have arisen to implement this constraint with projection methods based on

the signed distance function [8] or physical modeling [13,14], alongside other methods

that sample pose candidates directly from a parameterization of the contact manifold

in a particle filter [15, 16]. These methods are reviewed in greater detail in Chapter

2.

We observe that the GelSight sensor is uniquely able to address these localiza-

tion challenges. The GelSight sensor is capable of producing a rich contact depth

map in the vicinity of a contact, which is ideal for small-scale geometric localiza-

tion of objects [17–20]. In Chapter 2, we present a object estimation pipeline which

supports arbitrarily articulated models and non-planar contact surfaces by incorpo-

rating the dense geometric information from a GelSight sensor with an state-of-the-art

ICP-based articulated object tracker. However, the interaction of the local iterative

optimization with the sometimes ambiguous local contact geometry makes the tracker

brittle in certain situations, and motivates further exploration into more robust pose

estimation.

1.2.3 Global Search for Object Pose Estimation

The broader problem of from-scratch object pose estimation and detection has also

been addressed over the years. While object tracking algorithms are iterative and

hence require a previous guess for object position, from-scratch pose estimation algo-

rithms do not. Unsurprisingly, this kind of global estimation problem is more difficult

to solve reliably and efficiently due to the size of the search space.

17



Sampling approaches

When dealing with point clouds, many object detection or pose estimation algorithm

tackle the correspondence problem in Equation (1.2) to correspond sample points to

object models. This correspondence problem poses a significant problem for global

optimization. Because exhaustive search of correspondences is usually intractable,

modern techniques seek to accelerate or sidestep the correspondence search in some

way. One popular class of approaches to this problem employs sampling to search

directly over the raw point cloud [21–23]. Some solutions seek to make extremely

efficient local search methods – primarily ICP – more robust. (See [24] for a brief

review.) Each of these techniques are popular and can be very efficient, but struggle

in ambiguous, occluded, and very noisy cases.

Local-feature approaches

Another broad class of approaches downsamples the original point cloud through local

feature extraction, similar to how popular object detection techniques for RGB images

extract 2D features [25]. These features typically reflect some aspect of the surface

geometry in that area of the point cloud; examples include point pairs [26], spin images

[27], and SHOT descriptions [28]. Features can also be learned using machine learning

techniques (e.g. [29]). These reduced-but-higher-dimensional features are designed to

be amenable to efficient exhaustive matching and grouping. These techniques can be

much less sensitive to initial conditions, but again fall prey to situations with limited

or ambiguous features, and ambiguous object signatures.

Template-matching approaches

Template matching methods have also grown in popularity. LINEMOD and its ex-

tensions leverage binning of geometric and image features to enable efficient template

matching for object detection and coarse pose estimation, which can be post-processed

with ICP to generate fine alignment [30]. If segmentation has already been performed,

object signatures can be calculated and compared in the segmented point clouds to

18



efficiently produce pose estimates without initial guesses. (See [31] for an extensive

overview.) These techniques struggle under significant occlusion due to their reliance

on whole-object signatures.

Machine learning approaches

Machine learning techniques have demonstrated remarkable performance on tasks

throughout computer vision. While a significant amount of the computer vision liter-

ature and its benchmarks focuses on bounding box detection in RGB images [32, 33]

and pixelwise segmentation [34], these techniques have begun being expanded to 3D

object pose estimation. Our collaborators at Draper, for example, have leveraged

learned pixelwise segmentation to assign point-object correspondences, which are re-

fined by an online ICP-based tracker to produce robust pose estimates [35]. In this

technique, the deep convolutional neural network provides coarse initializations and

high-level guidance to a local tracker. End-to-end prediction of pose from RGB and

RGB-D data is beginning to be explored – e.g., for the related camera pose esti-

mation problem [36]. These learning techniques are remarkably efficient and robust

when properly trained, but are notoriously unpredictable in situations beyond their

training set. This problem is compounded by practical limitations on the collection

of labeled training data.

Global optimization

A final class of pose estimation and object detection techniques attempts complete

global search of the solution space. Olsson et al. provided a routine for branch-and-

bound search over 𝑆𝑂(3) [37], which was extended to 𝑆𝐸(3) in the GO-ICP algorithm

to produce certifiably globally optimal solutions to the object pose estimation problem

in a point cloud [24]. Their technique is efficient enough to run on practically-sized

point sets, with the restriction that it assumes only a single object is present, and that

outliers can be accounted for by rejecting the worst 𝑁% of point correspondences,

for some pre-specified 𝑁 . SDP relaxations of the closely related shape matching

problem have also become popular, and can have great practical performance [38].

19



However, these techniques search over transforms in 𝑂(3) instead of 𝑆𝐸(3), and again

often assume a single object. A more detailed review of these techniques continues in

Chapter 3.

1.3 Contributions

Many tactile sensors measure force at a single point or patch of contact, providing

potentially rich dynamic information but limited geometric information. However,

we are investigating the application of a tactile sensor – GelSight – which provides

the dense local geometry of objects that come in contact with its surface. This sensor

can thus directly supply the part of scene geometry that is otherwise lost due to

occlusion of distant optical depth sensors. GelSight can provide exceptionally fine

geometric information, capturing surface features as fine as 2 microns [39], and it can

simultaneously measure shear and slip [40].

In Chapter 2, we utilize this fine contact geometry to enable precise object localiza-

tion for small manipulands during occluded manipulation [41]. We achieve significant

improvement in the tracking of small objects by treating the dense contact geome-

try information from GelSight as a point cloud in order to fuse it with large-scale

geometric information from a visual RGB-D sensor. We combine both point clouds

in a real-time ICP-based object tracker based on the recent object tracking work of

Schmidt et. al [4, 8].

A limitation of this tracking technique is its reliance on purely local search meth-

ods. We experienced that the combination of local search with the limited volume of

the contact sensor causes the tracker to frequently become trapped in incorrect local

minima during tracking. While this issue is mitigated by the presence of a larger but

less precise point cloud from an RGB-D camera, the tracking technique is unreliable

when the initial guess for the tracker is sufficiently bad. This approach is too un-

reliable for use in feedback control systems that seek to understand and respond to

unexpected contact.

Hence, in Chapter 3, we discuss a complementary approach to object pose esti-
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mation that emphasizes global optimization. By approximating point-cloud-to-point-

cloud and point-cloud-to-mesh registration as mixed-integer convex programs, we

can leverage branch and bound techniques to efficiently solve registration problems

to global optimality. We will show that this formulation can be used to perform ob-

ject pose estimation in point clouds. Further, we show how to extend our formulation

to explicitly classify points as outliers; how to assign points to one of multiple models

that are being simultaneously considered; and how to leverage candidate poses from

other pose estimation techniques as upper bounds to accelerate the global optimiza-

tion.

Finally, in Chapter 4, we conclude and remark on future directions suggested by

this work.
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Chapter 2

Tracking Objects with Point Clouds

from Vision and Touch

2.1 Introduction

Established approaches to manipulation tasks rely primarily on cameras and optical

depth sensors to track object state. However, it is precisely when a robot’s manipu-

lator approaches an object that vision sensors are likely to be limited by occlusion.

Incorporating tactile sensing into the pose tracker seems natural, but requires con-

tinued progress in both the tactile sensors and the algorithms that take advantage of

their properties.

Many tactile sensors measure force at a single point or patch of contact, provid-

ing potentially rich dynamic information but limited geometric information. In this

Chapter, we investigate the application of a tactile sensor—GelSight—which pro-

vides dense geometric information of objects that come in contact with its surface

and can thus provide the localization data that is otherwise lost due to occlusion of

distant optical depth sensors. Because of the smaller view area, GelSight can pro-

vide exceptionally fine geometric information, capturing surface features as fine as

2 microns [39], and it can simultaneously measure shear and slip [40]. We focus on

utilizing this precise contact geometry to enable precise object localization for small

manipulands.
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Stereographic, structured light, and LIDAR sensors have spurred fundamentally

geometric point-cloud based approaches to robotic perception. Many variants of

the Iterative Closest Point (ICP) algorithm have been developed to locate and track

objects in point clouds [42]. In conjunction with ICP, signed distance functions (SDF)

have proven a valuable tool for reasoning in a continuous and smooth way about the

geometries of objects and scenes, and have proven invaluable in object tracking, and

simultaneous localization and mapping (SLAM) [4,43–45].

We show that the contact geometry information from the GelSight contact sensor

is compatible with traditional ICP-based tracking techniques. By constructing an

object tracker that utilizes both precise, local contact geometry from GelSight, and

large-scale point-cloud data, we achieve contact-aware object tracking that utilizes

tactile data to output greatly refined pose estimates. We provide experimental results

showing quantitative improvement to estimator performance when contact geometry

information is added, and demonstrate the use of our system to track the grasping

and manipulation of a small tool.

Figure 2-1: The setup used in our experiments consists of an Asus Xtion RGB-D
camera (A) observing a 6-DOF ABB IRB-140 arm (B). The end effector is a Schunk
WSG-50 parallel gripper with a GelSight-enabled custom set of fingers (C). A cube
with attached optical markers (D), and a small screwdriver and rectangular holster
(E) are used as manipulands.
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2.2 Related Work

ICP informs many modern visual tracking methods. These methods have been ex-

tended to support articulated object collections with internal joints. Klingensmith,

et al. demonstrate closed-loop servoing using articulated ICP for online pose esti-

mation [7], and Hebert, et al. utilize articulated ICP for simultaneous manipulator

and manipuland tracking [6]. Following a similar path, the Dense Articulated Real-

Time Tracking (DART) framework [4] performs articulated object tracking from dense

depth data in real time by leveraging the signed distance function (SDF) to efficiently

align an articulated object model to an incoming stream of point cloud data, while

balancing a free space term. These online tracking techniques show excellent per-

formance when fed sufficiently rich data. However, they are vulnerable to occlusion

during manipulation, when the robot’s hand is likely to cover the object being ma-

nipulated, and are likely to lose tracking without an additional sensing modality or

physically-derived constraint.

To address this issue, DART was extended to include nonpenetration and binary

contact constraints, which are made continuous and efficiently enforceable via further

application of the SDF [8]. A parallel body of work employs particle filters (PFs)

to tackle exactly the ambiguity and nonlinearity often inherent in contact state esti-

mation. Koval, et al. take advantage of the manifold structure of the state space of

contact to greatly reduce the critical particle starvation issue facing PFs during con-

tact events by resampling directly from the contact manifold [15]. Zhang and Trinkle

tackle the same problem by using a constraint-based physical model to enforce that

particle updates stay physically feasible with respect to nonpenetration and contact

forces [13]. Li, et al. instead use a PF to track discrete contact modes in the contact

graph, while performing continuous state estimation at each particle with a Kalman

filter using a process update derived from the particle’s contact mode [14]. While par-

ticle filters have better theoretical ability to represent the nonlinear and potentially

multimodal state distributions that arise through contact events, they face difficult

scaling issues even under these optimizations. Klingensmith, et al. make progress on
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this scaling by leveraging SDFs to avoid expensive explicit parameterization of the

contact manifold [16].

Tactile sensors take a wide variety of forms, but few allow for recovery of dense

local geometry. Modular sensors designed to be used as fingertips include the Syn-

Touch BioTac [11], which discriminates contact over the entire sensor surface, and

the RightHandRobotics Takktile sensor [12]. Both of these sensors output a single

pressure signal, though the Takktile sensor can be purchased in an 8mm tiled layout

to sense rough contact location. Sensors with greater ability to resolve geometry are

under active development. Jamali, et al. discusses the design of sensing skin for

the iCub robot’s fingertips, which utilize tiled force sensors at approximately 1mm

spacing on a flexible PCB [46]. Patel and Correll present an alternate sensor design

that combines distance and force elements [20].

We observe that there is a bias towards contact discrimination rather than recov-

ery of dense contact geometry in the majority of these sensors, though cutting-edge

sensing skins blur this distinction. The tracking algorithms surveyed above were

tailored to these discriminatory sensors. Schmidt, et al. support a binary contact

detection signal as an input, and estimates contact locations that explain the binary

contact detections [8]. The contact manifold [15,16] and contact-mode switching [14]

approaches are natural when used with a discriminative sensor, but do not extend as

naturally to dense geometric contact information.

A key component of our solution to these localization challenges is the Gel-

Sight touch sensor. This sensor is capable of producing a rich contact depth map

in the vicinity of a contact, which is ideal for small-scale geometric localization of

objects [17, 19, 20]. Li, et al. demonstrate a GelSight texture recognition pipeline

for localizing objects in-hand, which they use to accomplish a precise peg-in-hole

task [18]. By incorporating the dense geometric information from a GelSight sensor

with an ICP-based articulated object tracker, we build upon this work by offering a

more general estimation pipeline which supports arbitrarily articulated models and

non-planar contact surfaces.
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Figure 2-2: Top: Raw GelSight image of threads on a bolt. Middle: Gradient image
generated by lookup table after calibration. Bottom: Final depth map.

Figure 2-3: A GelSight sensor mounted as a finger on a gripper. The elastomer
surface (A) deforms when pushed against other objects. Deformations of the surface
are illuminated from multiple sides and captured with a webcam inside of the sensor
housing (B).
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2.3 Sensor Overview

Our tracker takes input from two primary sensors: a structured-light dense RGB-D

camera, and a GelSight contact geometry sensor.

The GelSight sensor (Figure 2-3) consists of a thin elastomer observed by a con-

ventional color camera. The camera captures deformations of the elastomer when the

elastomer is pressed against an object. The GelSight sensor produces an RGB image

which gives geometric information within a 11.5 × 15 × 2 mm volume. The sensor

surface is backlit by a different color of light from three sides, such that different

slopes of the sensor surface correspond to different colors on the RGB image. By col-

lecting the raw RGB images formed by contacting the sensor with known calibration

surfaces, we learn a mapping from RGB points ∈ ℜ3 to depth map gradients ∈ ℜ2.

Following the technique of Li, et. al for producing a depth map from the GelSight

images, we use a 16×16×16 binned lookup table which maps the color of background-

subtracted pixels to their corresponding gradient values [18]. For training data, we

roll a 2.5mm-diameter ball bearing around the sensor and use machine vision to detect

its location automatically in each image. This technique allows us to easily generate

enough ground truth data to learn the mapping. At runtime, we use this lookup table

to determine the gradients in the full-resolution image, then use a modified Poisson

integration on a downscaled gradient image to obtain the depth map.

Poisson integration of the gradient image gℎ×𝑤×2 into the final depth map pℎ×𝑤×1

is performed via a large but sparse unconstrained least squares optimization over the

ℎ×𝑤 pixels p of the final depth map. For every horizontally neighboring pair of points

𝑝𝑥,𝑦 and 𝑝𝑥+1,𝑦, we add a horizontal gradient violation penalty ||(𝑝𝑥+1,𝑦−𝑝𝑥,𝑦)−𝑔𝑥,𝑦,1||2.

Similarly, for every vertically neighboring pair of points 𝑝𝑥,𝑦 and 𝑝𝑥,𝑦+1, we add a

vertical gradient violation penalty ||(𝑝𝑥,𝑦+1 − 𝑝𝑥,𝑦) − 𝑔𝑥,𝑦,2||2. An additional set of

terms enforces boundary conditions by penalizing 𝑘𝑒×||𝑝𝑥,𝑦||2 for all 𝑥, 𝑦 on the image

boundary, using a gain 𝑘𝑒 to weight this penalty against the integration penalties.

We perform this conversion in real time using OpenCV [47] and Eigen [48]. We

have empirically found 𝑘𝑒 = 1.0 to yield good results. Our pipeline can attain a
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resolution of 256-by-186 tactels at a rate of 12 Hz.

2.4 Tracking Algorithm

Our tracking algorithm takes as input a continuous stream of RGB-D images from an

off-the-shelf dense depth sensor, and depth images from the GelSight sensor. We take

inspiration from the DART tracking system of Schmidt, et al. [4, 8] and construct

a single-hypothesis tracker based on an EKF. We use the same formulation, but

offer novel optimization strategy. The formulation that follows in this section is

repeated from the original presentation of DART in order to motivate the subsequent

description of our optimization strategy.

2.4.1 Modified EKF Formulation

At a time step 𝑘, we estimate the state 𝑥𝑘 and its variance Σ𝑘. 𝑥𝑘 collects positions

and velocities, including floating base translations and rotations and joint angles.

Following a standard EKF formulation, we can use a dynamic model of the scene

to generate a predicted state and variance �̄�𝑘, Σ̄𝑘, using the previous estimated state

𝑥𝑘−1 and any relevant control inputs 𝑢𝑘−1:

�̄�𝑘 = 𝑓(𝑥𝑘−1, 𝑢𝑘−1),

Σ̄𝑘 = 𝐽(𝑥𝑘−1, 𝑢𝑘−1)Σ𝑘−1𝐽(𝑥𝑘−1, 𝑢𝑘−1)
⊤ +𝑊.

Here, 𝑓(𝑥𝑘−1, 𝑢𝑘−1) is the process update, 𝐽 its Jacobian, and 𝑊 additive process

error. The simplest model would be to assume the state never changes and the

variance slowly increases; this corresponds to using 𝑓(𝑥𝑘−1, 𝑢𝑘−1) = 𝑥𝑘−1 and 𝑊

nonzero.

A standard EKF would call for the measurement update to be performed by

computing a predicted measurement ℎ(�̄�𝑘) and the measurement residual 𝑦𝑘 = 𝑧𝑘 −

ℎ(�̄�𝑘) using forward measurement models. However, the forward measurement model

ℎ(�̄�𝑘) is discontinuous in the case of a camera, and would yield poor gradients and an
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ineffective approximate Kalman gain. Thus, instead of the standard form, we write

the measurement update as a direct optimization of system state over measurement

probabilities derived from our sensors. Using 𝜃 our decision variable, we write:

𝑥𝑘 = argmin
𝜃

[︁
− log(𝑝(𝑧𝑘|𝜃)) + (𝜃 − �̄�𝑘)

⊤Σ̄−1
𝑘 (𝜃 − �̄�𝑘)

]︁
,

Σ𝑘 = 𝐻(𝑥𝑘)
−1.

Here, generalized sensor readings for time step 𝑘 are written 𝑧𝑘. Since 𝑥𝑘 is a max-

imum likelihood estimate given the negative log-likelihood function above, the vari-

ance update takes the form of the inverse of the Hessian 𝐻(𝑥𝑘)
−1 of that negative

log-likelihood function.

The specific optimization problem we will solve depends on the construction of

𝑝(𝑧𝑘|𝜃) for our particular set of sensors.

2.4.2 Measurement Model for Point Clouds: Positive Returns

A depth sensor produces a list of pixels 𝑖𝑚𝑚𝑒𝑎𝑠 = {𝑝𝑖𝑥𝑒𝑙𝑚𝑒𝑎𝑠
𝑖 ∈ ℜ}, and from each we

can calculate a point in space 𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 ∈ ℜ3 using the camera calibration.

Following DART, we will suppose that the likelihood of a point is normally dis-

tributed with respect to the signed distance to the closest surface (signed distance

function, SDF ), which depends on the system state 𝜃. We assign a variance of 𝜎

reflecting the depth sensor noise characteristics:

𝑝(𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 |𝜃) = 𝐾𝑒−𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠

𝑖 ;𝜃)2/𝜎2

,

𝐾 =
1√
2𝜋𝜎2

.

The likelihood of the complete image combining all pixels (indexed by 𝑖) is

𝑝(𝑖𝑚𝑎𝑔𝑒|𝜃) =
∏︁
𝑖

𝑝(𝑝𝑡𝑖|𝜃).
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After taking the negative log likelihood, the expression simplifies:

− log
(︁∏︁

𝑖

𝑝(𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 |𝜃)

)︁
=

∑︁
𝑖

− log
(︁
𝑝(𝑝𝑡𝑚𝑒𝑎𝑠

𝑖 |𝜃)
)︁
=

∑︁
𝑖

− log
(︁
𝐾𝑒−𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠

𝑖 ;𝜃)2/𝜎2
)︁
=

1

𝜎2

∑︁
𝑖

𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 ; 𝜃)2 + log(𝐾).

We drop the constant term log(𝐾), as it has no dependence on our optimization

variable 𝜃.

2.4.3 Measurement Model for Point Clouds: Free Space

As pointed out by Ganapathi, et al. [49], for each point 𝑝𝑡𝑖 in the point cloud, we know

that there must be clear line-of-sight between the camera origin and that point. Thus,

we know that no surface on the proposed model can lie between that point and the

camera. If, for a given proposed model, we produce a simulated depth image as a col-

lection of depths 𝑖𝑚𝑠𝑖𝑚 = {𝑝𝑖𝑥𝑒𝑙𝑠𝑖𝑚𝑖 }, then we want to constrain 𝑝𝑖𝑥𝑒𝑙𝑠𝑖𝑚𝑖 ≥ 𝑝𝑖𝑥𝑒𝑙𝑚𝑒𝑎𝑠
𝑖 .

Directly constraining this value yields poor performance, as the simulated depth re-

turns have sharp discontinuities around object edges which hinder optimization. As

such, Ganapathi, et al. and Schmidt, et al. instead partition ℜ3 into space known to

be free, and space out of sight of the camera, and constrain all points on the surface

of the proposed model to lie in the second partition [4,49]. The partitioning surface,

𝑆𝑜𝑏𝑠, is defined by the points in the measured point cloud; free space lies in front of

𝑆𝑜𝑏𝑠, and out-of-sight space lies behind it.

We suppose that the probability of simulated depth point 𝑝𝑖𝑥𝑒𝑙𝑚𝑒𝑎𝑠
𝑖 is constant in

out-of-sight space, and decreases with distance to the out-of-sight space. To calculate

this, we will create another distance function, 𝐷𝐹𝑜𝑏𝑠, which yields the distance a given

point has to move for it to leave free space.

Given 𝐷𝐹𝑜𝑏𝑠, we specify the probability density to be

𝑝(𝑝𝑡𝑠𝑖𝑚𝑖 |𝑖𝑚𝑚𝑒𝑎𝑠) ∝ 𝐾𝑒−𝐷𝐹𝑜𝑏𝑠(𝑝𝑡
𝑠𝑖𝑚
𝑖 )2/𝜎2

.
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Following similar steps as for the positive return case, computing probability over all

points in the simulated depth image, taking the negative log likelihood, and dropping

the constant term gives

− log
(︁∏︁

𝑖

𝑝(𝑝𝑡𝑠𝑖𝑚𝑖 |𝑖𝑚𝑚𝑒𝑎𝑠)
)︁
=

1

𝜎2

∑︁
𝑗

𝐷𝐹𝑜𝑏𝑠(𝑝𝑡
𝑠𝑖𝑚
𝑗 ; 𝜃)2.

2.4.4 Likelihood Model for Nonpenetration

During manipulation experiments, we observed a need to further constrain estimates

to be physically feasible with respect to penetration. Inspired by DART, we imple-

ment this using a very similar distance-function-based penalty to that used in the

free space constraint. For each point 𝑝𝑡𝑠𝑢𝑟𝑓𝑖 sampled from the surface of an object,

we suppose that the probability density falls off with the penetration distance 𝐷𝐹𝑝𝑒𝑛

into the surfaces of the rest of the robot in configuration 𝜃.

𝑝(𝑝𝑡𝑠𝑢𝑟𝑓𝑖 |𝜃) ∝ 𝐾𝑒−𝐷𝐹𝑝𝑒𝑛(𝑝𝑡
𝑠𝑢𝑟𝑓
𝑖 ;𝜃)2/𝜎2

.

As before, computing probability over all points sampled from the surfaces of objects

of interest, taking the negative log likelihood, and dropping the constant term gives

− log
(︁∏︁

𝑖

𝑝(𝑝𝑡𝑠𝑢𝑟𝑓𝑖 |𝜃)
)︁
=

1

𝜎2

∑︁
𝑗

𝐷𝐹𝑝𝑒𝑛(𝑝𝑡
𝑠𝑢𝑟𝑓
𝑗 ; 𝜃)2.

2.5 Optimization

At each step, we compute a measurement update given the latest depth image from

the RGB-D sensor, a depth image from the GelSight sensor, and the last estimated
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state 𝜃. Written out in full, this update is:

𝑥𝑘 = argmin
𝜃

1

𝜎2
𝑘𝑖𝑛𝑒𝑐𝑡

∑︁
kinect pts

𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 ; 𝜃)2

+
1

𝜎2
𝑘𝑖𝑛𝑒𝑐𝑡

∑︁
kinect pts

𝐷𝐹 (𝑝𝑡𝑠𝑖𝑚𝑖 ; 𝜃)2

+
1

𝜎2
𝑔𝑒𝑙𝑠𝑖𝑔ℎ𝑡

∑︁
gelsight pts

𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 ; 𝜃)2

+
1

𝜎2
𝑔𝑒𝑙𝑠𝑖𝑔ℎ𝑡

∑︁
gelsight pts

𝐷𝐹 (𝑝𝑡𝑠𝑖𝑚𝑖 ; 𝜃)2

+
1

𝜎2
𝑛𝑜𝑛𝑝𝑒𝑛

∑︁
surface pts

𝐷𝐹𝑝𝑒𝑛(𝑝𝑡
𝑠𝑢𝑟𝑓
𝑖 ; 𝜃)2

+(𝜃 − �̄�𝑘)
⊤Σ̄−1

𝑘 (𝜃 − �̄�𝑘).

As written, this optimization is nonlinear. It is particularly tough because chang-

ing 𝜃 changes 𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 ; 𝜃), 𝑝𝑡𝑠𝑖𝑚𝑗 , 𝐷𝐹𝑜𝑏𝑠(𝑝𝑡

𝑠𝑖𝑚
𝑖 ), and 𝐷𝐹𝑝𝑒𝑛(𝑝𝑡

𝑠𝑢𝑟𝑓
𝑖 ) in complex ways

depending on the shape of the object surface. We solve this problem by iteratively

constructing and solving approximating unconstrained quadratic programs (QPs).

2.5.1 Approximate Minimization of 𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 ; 𝜃)2

In every iteration, we calculate the closest point 𝑝𝑡𝑖 and corresponding body 𝑏𝑜𝑑𝑦𝑖

to 𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 in our model in configuration 𝑥𝑘−1. These closest point calculations are

performed directly via the Bullet collision library, working on convex decomposi-

tions of the robot’s collision geometry. We observe that locally, 𝑆𝐷𝐹 (𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 ; 𝜃)2 ≈

||𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 −𝑝𝑡𝑖||2. Using the Jacobians 𝐽𝑐𝑎𝑚 at the camera and 𝐽𝑏𝑜𝑑𝑦𝑖 at 𝑏𝑜𝑑𝑦𝑖 computed

via forward kinematics, we can minimize that term by finding

argmin
𝜃

||(𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 − 𝑝𝑡𝑖) + (𝐽𝑐𝑎𝑚 − 𝐽𝑏𝑜𝑑𝑦𝑖)(𝜃 − 𝑥𝑘−1)||2.

The minimizer for this expression corresponds to 𝜃 that moves both the camera and

𝑏𝑜𝑑𝑦𝑖 to place the measured point 𝑝𝑡𝑚𝑒𝑎𝑠
𝑖 on the body’s surface.
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Figure 2-4: Top: We use a GelSight sensor mounted on the end of a 6-DOF arm
to manipulate a simple object. The benchtop is observed by an RGB-D sensor, and
ground truth manipulator and object positions are provided by an external motion
capture system. Middle: The object pose estimate (solid gray) from RGB-D data,
alongside the ground truth object pose (transparent orange). A 1-cm vertical bias is
injected into the RGB-D data for demonstrative purposes, causing the object pose es-
timate to be approximately 1cm low. Bottom: When the GelSight sensor is brought
in contact with the object, the dense contact geometry information is used to improve
the object pose estimate, correcting the 1cm bias in the vicinity of the contact.
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Figure 2-5: Tracking error relative to the hand pose, in the vertical axis, as judged
against ground truth, of the simple object during manipulation by the GelSight ma-
nipulator. Red: relative tracking error with no GelSight data used. Blue: relative
tracking error to the object’s centroid when GelSight data is used. Green: relative
tracking error to the near edge of the object when GelSight data is used. A 1cm ver-
tical bias was injected into the RGB-D point cloud data, causing the object tracking
to exhibit a consistent, approximately 1cm bias in the absence of additional informa-
tion. When the GelSight is brought in contact with the object (at 𝑡 = 0), the contact
geometry information counteracts this bias and improves tracking performance sig-
nificantly. The tracking error returns when the contact is removed (at 𝑡 = 13). The
improvement is strongest in the vicinity of the contact sensor.

2.5.2 Approximate Minimization of 𝐷𝐹𝑜𝑏𝑠(𝑝𝑡
𝑠𝑖𝑚
𝑖 ; 𝜃)2

For 𝑝𝑡𝑠𝑖𝑚𝑖 on the surface of 𝑏𝑜𝑑𝑦𝑖, we calculate the closest point 𝑝𝑡𝑖 to 𝑝𝑡𝑠𝑖𝑚𝑖 that

is on or behind 𝑆𝑜𝑏𝑠. Taking inspiration from Ganapathi et al. [49], we compute

𝐷𝐹𝑜𝑏𝑠 and find this closest point efficiently by decomposing 𝐷𝐹𝑜𝑏𝑠 into components

perpendicular and parallel to the camera view ray. This decomposition allows us to

avoid computing the full 3D distance function to 𝑆𝑜𝑏𝑠. We calculate a 2D distance

function finding the nearest pixel of the image for which 𝑝𝑖𝑥𝑒𝑙𝑠𝑖𝑚𝑗 ≥ 𝑝𝑖𝑥𝑒𝑙𝑚𝑒𝑎𝑠
𝑗 , which

indicates how far we would have to move 𝑏𝑜𝑑𝑦𝑖 laterally for it to leave free space; and

a 1D distance function, which is simply 𝑝𝑖𝑥𝑒𝑙𝑚𝑒𝑎𝑠
𝑗 − 𝑝𝑖𝑥𝑒𝑙𝑠𝑖𝑚𝑖 , which indicates how far

back we would have to push 𝑏𝑜𝑑𝑦𝑖 for it to leave free space. We set 𝑝𝑡𝑖 to the shorter of

these two correspondences. We observe that locally, 𝐷𝐹𝑜𝑏𝑠(𝑝𝑡
𝑠𝑖𝑚
𝑖 ; 𝜃)2 ≈ ||𝑝𝑡𝑠𝑖𝑚𝑖 − 𝑝𝑡𝑖||.

Again using the Jacobians 𝐽𝑐𝑎𝑚 and 𝐽𝑏𝑜𝑑𝑦𝑖 at the camera and 𝑏𝑜𝑑𝑦𝑖, we can minimize

35



that term by finding

argmin
𝜃

||(𝑝𝑡𝑠𝑖𝑚𝑖 − 𝑝𝑡𝑖)− (𝐽𝑐𝑎𝑚 − 𝐽𝑏𝑜𝑑𝑦𝑖)(𝜃 − 𝑥𝑘−1)||2.

The minimizer for this expression corresponds to 𝜃 that moves both the camera and

𝑏𝑜𝑑𝑦𝑖 to place the simulated depth point 𝑝𝑡𝑠𝑖𝑚𝑖 out of the measured free space.

2.5.3 Approximate Minimization of 𝐷𝐹𝑝𝑒𝑛(𝑝𝑡
𝑠𝑢𝑟𝑓
𝑖 ; 𝜃)2

For 𝑝𝑡𝑠𝑢𝑟𝑓𝑖 on the surface of 𝑏𝑜𝑑𝑦𝑖, we calculate the closest point 𝑝𝑡𝑖 to 𝑝𝑡𝑠𝑢𝑟𝑓𝑖 outside

of all other bodies. Locally, 𝐷𝐹𝑝𝑒𝑛(𝑝𝑡
𝑠𝑢𝑟𝑓
𝑖 ; 𝜃)2 ≈ ||𝑝𝑡𝑠𝑢𝑟𝑓𝑖 − 𝑝𝑡𝑖||. Again using the

Jacobians 𝐽𝑐𝑎𝑚 and 𝐽𝑏𝑜𝑑𝑦𝑖 at the camera and 𝑏𝑜𝑑𝑦𝑖, we can minimize that term by

finding

argmin
𝜃

||(𝑝𝑡𝑠𝑢𝑟𝑓𝑖 − 𝑝𝑡𝑖)− (𝐽𝑐𝑎𝑚 − 𝐽𝑏𝑜𝑑𝑦𝑖)(𝜃 − 𝑥𝑘−1)||2.

The minimizer for this expression corresponds to 𝜃 that moves 𝑏𝑜𝑑𝑦𝑖 to move the

point 𝑝𝑡𝑠𝑢𝑟𝑓𝑖 to the surface of the object it is penetrating.

2.5.4 Solution

All of these approximate minimizers are unconstrained QPs in 𝜃. We solve this QP

online by solving the necessary and sufficient conditions for optimality as a linear

system using QR Factorization with column pivoting in Eigen [48].

2.6 Experimental Results

We have implemented this tracking framework, and present experimental results of

the tracker running on the testbed documented in Figure 2-1. We employ a 6-DOF

manipulator with the GelSight sensor mounted as finger on a parallel gripper. We

observe the scene with an Asus Xtion PRO LIVE RGB-D camera, and use an addi-

tional optical motion capture system to recover ground truth for one experiment. The
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Figure 2-6: A GelSight sensor on a parallel gripper on the end of a 6-DOF arm is used
to manipulate a small screwdriver via teleoperation of the arm. Rendered robot and
object pose estimates are overlayed with the point cloud information from the RGB-D
camera. The GelSight sensor surface is shown in red where the depth is less than
a threshold (indicating no contact), and green where depth is above the threshold
(indicating contact). Our system successfully tracks the position of the screwdriver
throughout a sequence of manipulations to remove the screwdriver from a holster.
This manipulation involved sigificant contact between the screwdriver and holster,
and caused the grasp of the screwdriver to shift significantly.

Figure 2-7: The use of precise contact geometry information from the GelSight sensor
enabled a significantly more precise pose estimation (Left) than was achieved by the
same tracker with GelSight disabled (Middle), or by the same tracker with GelSight
data and nonpenetration constraints disabled (Right). When the screwdriver was in
the gripper, the grasped section was occluded from the RGB-D camera, preventing an
RGB-D-only tracker from producing an accurate fit. All three estimates pictured are
the stable final pose produced by the tracker after the same manipulation sequence.
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tracker runs as a single thread on a high-end desktop computer, and updates between

10 and 30 Hz depending on the complexity of the scene. To increase the tracking per-

formance, we calibrate the RGB-D sensor position with an AprilTag of known global

position, and do not estimate the RGB-D sensor position online. The collective state

of the robot arm, attached GelSight sensor, table surface, and manipulated objects

are estimated online by our tracker during teleoperation. This state includes multiple

pin joint articulations within the arm, and floating base articulations for every object.

We present two experiments. The first demonstrates that contact information

from the GelSight sensor can be used to quantitatively improve tracking performance

for manipulation. The second employs our tracking framework to track manipulation

of a small tool, and demonstrates qualitative improvement of tool pose during the

manipulation. Both experiments run the same code, with the only difference being

minor parameter changes made between experiments to increase the stability of the

tracking of the small tool.

2.6.1 Demonstrating Quantitative Tracking Improvement

There are many sources of bias when fitting an object to a point cloud, including the

use of inaccurate object models and poor camera calibration. However, as argued in

Schmidt, et al. [8] it is not global object tracking accuracy that matters, but rather

the accuracy of the estimated transform between the robot’s hand and the object. A

tactile sensor mounted directly on the hand has the potential to dramatically reduce

this relative error. To demonstrate this, we use our tracker to estimate the pose

of a robot arm and simple object before and after contacting the object with the

GelSight sensor. To make the effect of the GelSight data more clear, we induce a 1cm

vertical error in the hand-object relative pose by injecting a 1cm vertical bias in the

estimated RGB-D camera position. When the GelSight reports contact with the box,

the tracker updates the estimated object pose to better explain the detected contact

geometry (Figure 2-4). This correction dramatically reduces the hand-object relative

tracking error (Figure 2-5).
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2.6.2 Demonstrating Small Tool Manipulation

Grasping and using small tools is a difficult task for many robots due to the difficulty

of pose estimation of the tool in the robot’s hand. When the hand closes on an object,

the object is occluded from the external high-resolution vision sensors that could oth-

erwise have been used to estimate its pose. This occlusion poses a serious limitation

to the use of tools like screwdrivers, whose precise in-hand pose is critical for effective

use. We demonstrate our tracker providing a pose estimate for a small screwdriver

while the robot is teleoperated through extraction of the screwdriver from a hol-

ster. This maneuver involves significant contact between the screwdriver and holster,

which causes the in-hand pose of the screwdriver to shift continuously. Our tracker

maintains an accurate pose estimate of the tool throughout the procedure (Figure

2-6). This experiment utilizes the same code as the qualitative tracking experiment,

with the only parameter tweaks being adjustment of the weighting of the dynamics

model and RGB-D camera data. These parameters were reduced in this experiment

to improve robustness to transient outliers in the RGB-D data. We provide, for com-

parison, tracking results acquired by running the same tracker without GelSight data,

and by running the same tracker with neither GelSight data nor nonpenetration con-

straints (Figure 2-7). Tracking fails in both cases due to a combination of occlusion

and the tight fit of the screwdriver in the hand.

2.7 Discussion

Existing contact-aware object trackers work hard to incorporate sparse tactile data

from discriminative contact sensors. Koval, Klingensmith, and others calculate con-

tact manifolds on which poses must lie when a binary contact sensor is active [15,16],

and Schmidt et. al were forced to estimate the contact position as an additional state

to incorporate a binary contact detector into DART [8]. Object tracking algorithms

that operate on point clouds, in comparison, have proven more scalable and mature.

The accurate, dense, and fundamentally geometric output of the GelSight sensor af-

fords an opportunity to apply these point cloud algorithms directly to a tactile sensor,

39



thus circumventing issues associated with sparse contact sensing.

Our quantitative tracking experiment demonstrates that the inclusion of GelSight

data into an articulated object tracker can significantly improve relative hand-object

pose estimates. Because the tactile sensor sits directly at the interface between end

effector and the object being manipulated, it is expected to greatly decrease pose

tracking error during contact. Our experimental data meets this expectation: the

GelSight-enabled tracker is able to recover from significantly inaccurate point cloud

data once contact is made, with the relative pose error at the contacted edge falling

from greater than one centimeter to below one millimeter. The relative pose error

at the object’s centroid is also reduced, but unlike the edge being contacted, the

error does not fall to zero, because the contact geometry information is local to the

contact location and provides too little additional information about the pose of the

rest of the object to overpower the biased RGB-D data. The small tool manipulation

example demonstrates a practical use of this tracking technique, and highlights the

importance of dense geometric tactile sensing as a tool for fighting occlusion. The

control cases which ignored the GelSight data were consistently unable to accurately

localize the tool in the hand, because the gripper occluded the part of the tool inside

of the grasp.

While our system benefits from the simplicity of treating dense geometric tactile

data as a point cloud, our approach has limitations that will require further work to

resolve. Principal among these limitations is that the contact geometry information

available is typically small in volume. During a grasp on an arbitrary object, the

contact volume is likely to encompass only a small fraction of the object’s total

surface. As many small regions on the object’s surface are likely to look similar

to one another, it is easy for the tracker to fall into local minima. Thus, in the

experiments in this paper, we rely on the RGB-D data to provide a strong enough

prior to provide adequate initial guesses for our tracker to converge when contact is

made. There are many potential solutions to this problem, including the extension

to external initialization by a single-shot pose estimator, multi-hypothesis tracking,

increasing sensor depth and size, and the introduction of texture as an additional
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element in the measurement model [18].

2.8 Conclusion

We extend the state-of-the-art articulated object tracker DART to fuse point cloud

information from an RGB-D camera with accurate and dense geometric contact data

from a GelSight sensor. By focusing on a contact sensor as a source of geometric data,

we can leverage dense tactile information identically to conventional point cloud data

within the articulated object tracker. The application of our tracking system to fine

manipulation tasks shows that the inclusion of dense and accurate tactile information

is effective at solving occlusion problems. We believe that geometric sensors like

GelSight used in combination with point cloud object tracking techniques will enable

the execution of previously unachievable tasks ranging from small parts assembly to

grasping of soft and novel objects.
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Chapter 3

Global Object Pose Estimation

3.1 Introduction

Pose estimation is a prerequisite for any robot to interact with the world. However,

existing techniques struggle in the clutter, heavy occlusion, and ambiguity typical in

real-world scenarios. In the case of RGB-D cameras, tightly packed objects occlude

each other, forcing the robot to make inferences about world state from partial obser-

vations. In the case of tactile sensing, the situation is even worse: object observations

are both intermittent and limited to the contact patch of the sensor by the nature of

the sensing modality.

As demonstrated in Chapter 2, pose estimation given tactile geometry can be

treated identically to pose estimation given dense depth sensing from an RGB-D cam-

era. However, classic local approaches like ICP are likely to fail on tactile point clouds

unless they are combined with an accurate prior. This limitation proved practically

significant during the execution of the experiments shown in Chapter 2. A common

failure mode was for the pose estimates of small objects being manipulated to diverge

before the tactile sensor made contact. Because the RGB-D camera provides only a

small number of sample points on small objects, the objects were frequently recruited

to explain nearby unmodeled points (e.g. from the robot’s wiring harness, or from

extra clutter on the desk top). In an ideal system, the object’s pose would be reac-

quired as soon as the tactile sensor is brought into contact. However, in many cases,
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the pose estimate diverged enough that by the time contact was made and rich data

was available, the pose estimates were out of the basin of attraction of the global

solution.

Such failure cases would be remedied by a solver capable of searching beyond the

local solution space to find a globally optimal solution. Global optimization is ex-

tremely hard in general, as it suffers from a curse of dimensionality. However, certain

classes of problems admit efficient search algorithms to produce globally optimal so-

lutions with practically useful runtime. In this Chapter, we show that the general

point-cloud pose estimation problem can be well-approximated with mixed-inter con-

vex programming (MICP) formulations that admits one such efficient algorithm for

global optimization. We show that these MICP forms are easily extensible, and enable

explicit outlier handling and multiple simultaneous object fitting. We further show

that our formulation enables us to leverage candidate poses from those other pose

estimation techniques as upper bounds to accelerate the branch-and-bound search

process. Our MICP formulation has significant practical value for certifying the opti-

mality and quantifying the ambiguity of solutions to the pose estimation problem in

difficult situations.

3.2 Related Work

Due to the enormous volume of point cloud data available from modern dense depth

sensors, many approaches for performing pose estimation from that data rely entirely

on local search; others fall back on downsampling to make global optimization more

tractable; and finally, a handful of techniques attempt global optimization over the

solution space for the full problem. To preface this Chapter, we will review a handful

of techniques from the latter two categories.

3.2.1 Downsampling

Many techniques opt to compress the point cloud data to a more manageable size

in order to decrease the volume of data that enters the optimization. This class of
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techniques aims to take advantage of the massive redundancy inherent in a raw point

cloud: a point cloud may contain many thousands of points, but there are ultimately

only a handful of free variables to determine. A perfect engineered downsampling

strategy would ideally extract a minimal set of features from the point cloud to

perfectly recover the optimal solution to the general pose estimation problem.

The 4PCS algorithm [23] takes this concept to its extreme by sampling four copla-

nar points from the scene. Given that dramatic compression of the scene, the 4PCS

algorithm efficiently finds the optimal four model point correspondences for those

scene points. The optimal correspondence of the chosen four points generates a hy-

pothesis for a pose, which is utilized in a Monte Carlo consensus sampling algorithm

(i.e. RANSAC [21]) to reliably find good object pose estimates.

A great wealth of geometric feature extractors provide a means to collapse point

cloud information into fewer, higher-dimensional features [26–29]). The higher di-

mension of these features makes it much easier to detect correspondence by simple

nearest neighbor searches; and the lower number of features makes global search for

optimal correspondence more tractable. Zhou et al. demonstrated a pseudo-global

search method over point cloud feature correspondences leveraging graduated con-

vexification [50]. Gelfand et al. build up a branch and bound algorithm to optimally

correspond a handful of descriptors [51]; this technique is discussed in more detail

below.

3.2.2 Global Optimization

With semidefinite programming

One strategy for tackling global optimization of this problem is to use a semidefinite

programming (SDP) relaxation of the rotation and correspondence constraints to

constrain 𝑅 to be within a convex hull of 𝑆𝑂(3), and allow a continuous relaxation

of 𝐶 [52]. This relaxation transforms the difficult nonlinear problem to a much easier

convex one. This technique has proven very powerful for solving the Procrustes

Matching (PM) problem, which is equivalent to our general pose estimation problem
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with fixed translations (adapted from [38]):

minimize
𝑅,𝐶

∑︁
𝑖∈[0,𝑁𝑠]

⃦⃦
𝑅𝑠𝑖 −𝑀𝐶𝑇

𝑖,:

⃦⃦2

2

subject to 𝑅𝑇𝑅 = 𝑅𝑅𝑇 = 𝐼,∑︁
𝑗∈[1,𝑁𝑚]

𝐶𝑖,𝑗 = 1, ∀𝑖,

∑︁
𝑖∈[1,𝑁𝑠]

𝐶𝑖,𝑗 = 1, ∀𝑗,

𝐶𝑖,𝑗 ∈ [0, 1], ∀𝑖, 𝑗.

The SDP relaxation of the PM problem operates by relaxing 𝑅𝑇𝑅 = 𝑅𝑅𝑇 = 𝐼

to 𝑅𝑇𝑅 = 𝑅𝑅𝑇 ⪯ 𝐼. Maron et al. leverage a reformulation of this relaxation to

correspond tens to hundreds of points in tens of seconds [38].

Chaudhury et al. apply a similar SDP relaxation to the pose estimation problem

in both rotation and translation for aligning multiple point clouds simultaneously [53].

Their method boasts tightness up to a quantified noise threshold, and is demonstrated

aligning 800 points across 30 overlapping point clouds. However, their method as-

sumes given correspondences are known a priori.

With branch and bound

Operating on an expanded form of the PM problem that generalizes to non-point

models, Olsson et al. provided an alternative means for global optimization of the

pose estimation problem with pre-specified correspondences via branch-and-bound

search over 𝑆𝑂(3) [37]. Olsson’s algorithm performs its search over quaternions by

branching in the ambient space of 𝑞 ∈ R4. Similar methods from Hartley and Li

search instead over the space of angle-axis parameterized rotations [54,55].

This idea has recently been extended further: in the Globally Optimal ICP (GO-

ICP) algorithm, Yang et al. [24] instead perform a branch-and-bound search over the

space of angle-axis parameterized rotations 𝑟 ∈ R3, where ‖𝑟‖ ≤ 𝜋 parameterizes all
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valid rotations; as well as over translations 𝑇 ∈ R3. Given bounds on the members of

𝑟 and 𝑇 , Yang derives corresponding bounds on the registration error of every scene

point. Given the center of a search region {𝑟0, 𝑇0}, one can calculate the optimal

error for the 𝑖𝑡ℎ scene point as 𝑒𝑖(𝑟0, 𝑇0). This calculation can be made very efficient

by precomputing the distance function to the model. Given a measure of the search

region width {𝛾𝑟, 𝛾𝑇}, Yang derives a lower bound for the improved error 𝑒𝑖(𝑟, 𝑇 )

possible for any {𝑟, 𝑇} within the bounding box:

𝑒𝑖(𝑟, 𝑇 ) = 𝑒𝑖(𝑟0, 𝑇0)− (𝛾𝑟 + 𝛾𝑇 ).

A significant but subtle advantage of this approach is that it tackles the full pose

estimation problem but avoids explicitly searching over correspondences, which allows

the algorithm to scale to much larger scenes and more complicated models. Yang

presents results fitting 1,000 scene points to 40,000 model points in tens of seconds.

Rules for handling outliers – for example, rejecting the farthest N% of correspondences

as outliers – can be encoded in the calculation of 𝑒𝑖(𝑟0, 𝑇0).

While GO-ICP accomplishes our broad goal of providing globally optimal pose

estimates, it does not explicitly reason about correspondences. This manifests itself

most clearly in the handling of outliers: a user of GO-ICP must specify the expected

fraction of outliers ahead of time, and setting the parameter incorrectly may result in

invalid results. (Setting the parameter too high will force the algorithm to consider

less than the full number of points sampled from the object; setting the parameter

too low will force the algorithm to always include some outlier points in the error

calculation, which will compromise the final pose estimates.)

Other techniques have tackled correspondences. Enqvist et al. demonstrated a

solution for 3D-3D registration with a branch-and-bound algorithm based by relating

the problem to the vertex cover problem [56]. They apply their algorithm to corre-

spondences of high-dimensional extracted features, and are able to correspond hun-

dreds of points in seconds. Gelfand et al. demonstrated a similar branch-and-bound

algorithm relying on distance matrix comparisons [51]. Both of these algorithms take
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advantage of the property that it is easy to detect inconsistencies in small sets of

correspondences in order to prune branches in the search tree.

The transform and correspondence information are tightly coupled in the pose

estimation problem. Thus, a formulation that reasons about point correspondences

and model transformations simulataneously stands to benefit from this interplay. In

this Chapter, we will present such a formulation.

3.2.3 Mixed-Integer Programming

Mixed-integer programming (MIP) provides a formalism for optimization with the

constraint that some variables take binary or integer values [57]. While even restricted

class of mixed-integer linear programs is itself NP-hard, MIPs that are convex in their

continuous and integer variables are amenable to branch and bound search that can be

very efficient, given the right problem structure. These algorithms are implemented

by powerful off-the-shelf solvers capable of solving problems with millions of variables

and constraints [58]. In particular, we will focus our attention on the class of mixed-

integer linear programs (MILP) with binary variables:

minimize
𝑥,𝑦

𝑐𝑇

⎡⎣𝑥
𝑦

⎤⎦
subject to 𝐴

⎡⎣𝑥
𝑦

⎤⎦ ≥ 0,

𝑦 ∈ {0, 1}.

MILPs (and, more broadly, MICPs) can be solved with a branch and bound algo-

rithm [57]. While the worst-case time complexity of this algorithm is still exponential,

in practice it results in dramatic speed improvements by focusing computational ef-

fort on the right regions of the solution space. The convergence of the algorithm can

be separated into two components. An upper bound on the global optimal cost is im-

proved by searching for better integer-feasible solutions. A lower bound on the global
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optimal cost is improved by solving partial LP relaxations of the original problem,

in which some integer variables are assigned fixed integer values while the rest are

allowed to vary continuously. Broad sets of solutions can be shown to not contain the

optimal solution by showing that the set’s LP relaxation is either infeasible, or has op-

timal cost worse than the current upper bound. By continuously branching the space

of solutions into increasingly specific partial relaxations, a lower bound on the global

optimal cost is established and improved. These two searches are tightly coupled, in

that better upper bound estimates make it easier to prune away bad relaxations; and

the process of pruning bad solution regions and refining good ones provides guidance

for finding better feasible solutions. It is possible for the full optimal solution to

be known well before its global optimality is proven, if the convergence of the lower

bound is slower than the convergence of the upper bound.

Mixed-integer convex programming has seen occasional use in robotics: for exam-

ple, in planning trajectories for UAVs [59], planning footstep locations for humanoid

robots [60], and for trajectory optimization for legged robots [61]. Each of these tech-

niques utilizes integer variables to encode discrete choices that need to be made by

the planner, while further continuous variables and convex constraints to encode the

dynamics of the robot. Of these techniques, Deits and Valenzuela both include mod-

els of rotation in their motion planning formulation, and address the nonconvexity of

rotations with piecewise linear approximation.

General nonlinear functions can be approximated in mixed-integer convex frame-

works by adding integer variables to control which piece of a piecewise convex ap-

proximation is active. This approximation involves a disjunction over (e.g.) linear

constraints:

∀𝑖 : 𝑎𝑇𝑖 𝑥 ≤ 𝑏𝑖 + M(1− 𝑧𝑖),∑︁
𝑖

𝑧𝑖 = 1,

∀𝑖 : 𝑧𝑖 ∈ {0, 1},
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in which 𝑧𝑖 = 1 =⇒ 𝑧𝑗 ̸=𝑖 = 0, and 𝑧𝑖 = 0 deactivates constraint 𝑖 given sufficiently

large M. An equivalent formulation implements the same disjunction as a convex

hull of the constituent constraints. (See [62] for a more extensive treatment of these

methods.) The primary tool for mixed-integer convex relaxation of nonconvex func-

tions that is relevant to our method is the McCormick Envelope, which assembles a

piecewise linear outer approximation of bilinear constraints of the form 𝑤 = 𝑥 × 𝑦

using these disjunctive constraint tools [63,64].

3.3 Mixed-Integer Problem Formulation

We present formulations of the point cloud pose estimation problem using the frame-

work of mixed-integer programming. We present two formulations, which differ in

the model used to represent objects. We begin with a simple but inefficient object

model that represents objects as a set of points sampled from the object surface. We

then generalize our formulation to a more precise object model that describes objects

with a set of vertices and planar faces.

3.3.1 Pose Estimation of Sampled Point Models

Given a set of scene points 𝑆 = {𝑠𝑖}, 𝑖 ∈ [0, 𝑁𝑠] and a set of model points 𝑀 =

{𝑚𝑗}, 𝑗 ∈ [0, 𝑁𝑚], the generic pose estimation problem is equivalent to finding a rota-

tion matrix 𝑅, a translation matrix 𝑇 , and a correspondence matrix 𝐶 ∈ {0, 1}𝑁𝑠×𝑁𝑚

that satisfy the following:

minimize
𝑅,𝑇,𝐶

1

𝑁𝑠

∑︁
𝑖∈[0,𝑁𝑠]

⃦⃦
𝑅𝑠𝑖 + 𝑇 −𝑀𝐶𝑇

𝑖,:

⃦⃦2

2

subject to 𝑅 ∈ 𝑆𝑂(3),∑︁
𝑗

𝐶𝑖,𝑗 = 1, ∀𝑖,

𝐶𝑖,𝑗 ∈ [0, 1], ∀𝑖, 𝑗.
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Figure 3-1: Sampled point (green) and mesh (orange) representations of a cube model.
The sampled point model is generated by sampling N points from the surface of the
model. Here, they were sampled randomly with N=300.

The exact layout of 𝑀 and 𝐶𝑖,: are chosen such that 𝑀𝐶𝑇
𝑖,: takes the value of the

model point 𝑚𝑗 when 𝐶𝑖,𝑗 = 1. Rows of 𝐶 summing to 1 enforces that a scene point

must be corresponded to exactly one model point. A single model point is allowed to

explain multiple scene points.

When employing this formulation, models to be fit in the scene cloud are repre-

sented via a set of points sampled from their surface (Figure 3-1). This formulation

has the property that a valid assignment 𝐶 can be used to compute an optimal trans-

lation 𝑇 and rotation �̂� ∈ 𝑆𝑂(3) in closed form [65, 66]. This is the same property

at the heart of the ICP algorithm [2].

Unfortunately, in this formulation, the optimal pose estimate is guaranteed to

have nonzero error as scene and model points are sampled independently from the true

scene and model geometry. This best-case error decreases as the model point sampling

density increases, but requires quadratically more model sample points to achieve

linear improvements in optimal cost. As we will see, this can cause inefficiencies for

branch-and-bound while certifying optimality.
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3.3.2 Pose Estimation of Mesh Models

The sampled point model representation can be naturally extended to a richer mesh

model with minor modifications. Using this mesh model, the optimal pose estimate

will have zero error in the absence of noise. Here, we represent the model with a

collection of vertices and faces, where each face is constructed as an affine combination

of a coplanar subset of vertices (Figure 3-1).

Given a model defined by 𝑁𝑚 vertices and 𝑁𝑓 faces, where each face is defined as

an affine combination of a subset of coplanar vertices, as well as

∙ scene points 𝑆 = {𝑠𝑖}, 𝑖 ∈ [0, 𝑁𝑠],

∙ model vertices 𝑀 = {𝑚𝑗}, 𝑗 ∈ [0, 𝑁𝑚],

∙ a binary face membership map 𝐹 ∈ {0, 1}1×𝑁𝑓 ,

the generic pose estimation problem is equivalent to finding a rotation matrix 𝑅, a

translation matrix 𝑇 , a combination matrix 𝐶 ∈ ℛ𝑁𝑠×𝑁𝑚 , and a face correspondence

matrix 𝑓 ∈ {0, 1}𝑁𝑠×𝑁𝑓 that satisfy the following.

minimize
𝑅,𝑇,𝐶,𝑓

1

𝑁𝑠

∑︁
𝑖∈[0,𝑁𝑠]

⃦⃦
𝑅𝑠𝑖 + 𝑇 −𝑀𝐶𝑇

𝑖,:

⃦⃦2

2

subject to 𝑅 ∈ 𝑆𝑂(3),∑︁
𝑗∈[1,𝑁𝑚]

𝐶𝑖,𝑗 = 1, ∀𝑖,

∑︁
𝑘∈[1,𝑁𝑓 ]

𝑓𝑖,𝑘 = 1, ∀𝑘,

0 ≤ 𝐶𝑖,𝑗 ≤ 𝐹𝑓𝑖, ∀𝑖, 𝑗,

𝑓𝑖,𝑗 ∈ [0, 1], ∀𝑖, 𝑗.

This formulation is fundamentally similar to the point-model form, but searches over

scene-point-to-face correspondences instead of scene-point-to-model-point correspon-

dences. Affine combination coefficients for the 𝑖𝑡ℎ scene point 𝐶𝑖,: are constrained to

be inactive unless one of their parent faces is active. Scene points can only correspond

to a single model face.
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3.4 Approximation of 𝑅 ∈ 𝑆𝑂(3)

The above formulations are nonconvex due to the binary set constraints on correspon-

dence variables, and due to the constraint 𝑅 ∈ 𝑆𝑂(3). Here, we discuss applicable

relaxations of the rotation constraint in the context of this problem.

The techniques listed here rely on the equivalence of 𝑅 ∈ 𝑆𝑂(3) with the set of

constraints {𝑅𝑇𝑅 = 𝑅𝑅𝑇 = 𝐼, 𝑑𝑒𝑡(𝑅) = +1}. 𝑅𝑇𝑅 = 𝐼 and 𝑅𝑅𝑇 = 𝐼 equiva-

lently encode that 𝑅 is an orthogonal matrix, and 𝑑𝑒𝑡(𝑅) = +1 disallows 𝑅 to take

determinant −1 and thus excludes reflections.

3.4.1 Convex Outer Approximations

SDP relaxations of 𝑆𝑂(3) functionally constrain the decision variables 𝑅 to be within

the convex hull of 𝑆𝑂(3) [52]. Critically, 𝑅 = 0 is a feasible point under this relax-

ation. While this is not an issue for the PM problem, our problem allows for simul-

taneous optimization of translations, and does not constrain columns of 𝐶. Because

of this, 𝑅 = 0, 𝑇 = 𝑚1, 𝐶 = [1, 0, ..., 0] is a trivial solution with zero error for our

problem under such a liberal relaxation of 𝑆𝑂(3). This trivial solution collapses all

scene points to the origin and corresponds each scene point to the same model point.

Thus, for our problem, this relaxation cannot be used without additional constraints.

3.4.2 Domain Restrictions

Due to the trivial solution at 𝑅 = 0, any reformulation and relaxation should not

include that point. Given a valid rotation 𝑅0, a linear constraint to accomplish this

is the constraint

‖𝑅−𝑅0‖1 ≤𝜖,

𝜖 ≤ min
𝑣∈Rows and columns of 𝑅0

‖𝑣‖1 .

Note that the L-1 norm can be implemented as a set of linear constraints with the
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introduction of one slack variable per scalar absolute value term.

This approximation does not contain the entirety of 𝑆𝑂(3), and thus is only useful

in select circumstances. This could be the case, for example, when the approximate

object orientation is known (e.g. for a rotationally symmetric object on a tabletop).

This could also be the case when searching over a finite number of partitions of

𝑆𝑂(3), as in GO-ICP; one instance of the pose estimation problem, with this form of

constraint and a different 𝑅0, would be solved per partition.

3.4.3 Piecewise Linear Envelopes of Orthogonality Constraints

This approximation builds piecewise convex outer approximations of 𝑆𝑂(3), in the

spirit of the McCormick Envelope [63]. This work has been pioneered by Dai and

Tedrake, and is presented in more detail in [67].

For each member of the rotation matrix 𝑅𝑖,𝑗, we introduce new binary variables

to assign 𝑅𝑖,𝑗 to one of 𝑁𝑘 partitions of [−1, 1]:

𝑏+𝑖,𝑗,𝑘, 𝑘 ∈ [1...𝑁𝑘], 𝑏
+
𝑖,𝑗,𝑘 = 1 =⇒ 𝑅𝑖,𝑗 ≥ 𝑘/𝑁𝑘,

𝑏−𝑖,𝑗,𝑘, 𝑘 ∈ [1...𝑁𝑘], 𝑏
−
𝑖,𝑗,𝑘 = 1 =⇒ 𝑅𝑖,𝑗 ≤ −𝑘/𝑁𝑘.

These binary variables intentionally indicate membership in overlapping regions, with

the intent that partial assignments that assign indicator variables of lower 𝑘 provide

information about other partial assignments that assign variables of higher 𝑘.

To begin, we enumerate relationships between 𝑏+:,:,0 and 𝑏−:,:,0 to enforce the con-

straint that no row (or column) of 𝑅 should be within the same or opposite orthant

of another row (or column) of 𝑅.

We construct simple expressions 𝑐𝑖,𝑗,𝑘 that are linear in these binary variables,

which are active if and only if 𝑅𝑖,𝑗 is within the corresponding partition of [−1, 1].

For the row or column vector 𝑣 of 𝑅, let the other row or column decision variables

be 𝑣1 and 𝑣2. We can the expression 𝑐 to construct piecewise convex outer approxi-

mations of the constraints constructing 𝑆𝑂(3). That is, for each bounding box within

[−1, 1]3 in which 𝑣 may lie, we generate the linear expression 𝛾 = 𝐴𝑐𝑖,:,: that sums

54



the three membership indicators for this bounding box, and constrain:

∙ If this box doesn’t intersect the unit sphere at all, add the constraint 𝛾 ≤ 2,

which constraints 𝑣 from being in this orthant.

∙ If the bounding box intersects at a single point 𝑢, then if 𝛾 = 3, then 𝑣 = 𝑢.

Populate the orthogonality conditions 𝑢𝑇𝑣1 = 0, 𝑢𝑡𝑣2 = 0, 𝑢× 𝑣1 = 𝑣2.

∙ If the bounding intersects at multiple points, then we can calculate an outer

convex hull that 𝑣 must lie within. We translate this hull into convex outer

approximations of constraints 𝑣𝑇𝑣1 = 0 and 𝑣𝑇𝑣2 = 0 and 𝑣 × 𝑣1 = 𝑣2 based on

the max possible angle between 𝑣 and the orthant normal vector.

We compare this formulation to a spiritually-similar alternative that utilizes Mc-

Cormick envelopes to approximate the bilinear products within the constraints 𝑣𝑇𝑣 =

1, 𝑣𝑇𝑣1 = 𝑣𝑇 = 0, and 𝑣 × 𝑣1 = 𝑣2, for rows or columns 𝑣, 𝑣1, 𝑣2 of 𝑅, directly. Loga-

rithmic encoding schemes can be used to make this bilinear products very efficient in

terms of the number of binary variables added [68, 69]. This alternative formulation

is attractive in its efficiency in terms of number of binary variables, and excellent

performance in other problems, and is included as a comparison for the above formu-

lation.

3.5 Extensions

A core strength of the mixed-integer convex formulation of pose estimation is its

extensibility. In this section, we describe how to extend the model to handle the

cases of outliers and multiple simultaneous objects; and how to take advantage of

feasible solutions generated by other pose estimation methods.

3.5.1 Handling Outliers

Correct outlier handling is critical for object pose estimation algorithms, as point

clouds in the wild invariably include unmodeled points from nearby objects and sup-

port surfaces in the scene. When the error metric in the standard pose estimation
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objective (Equation 1.2) is an L-2 norm, outlier points affect the final pose estimate

disproportionately. This issue is partially alleviated by moving to lower norms than

L-2 [70], which we will take advantage of; but tweaking the norm used still does not

address that outliers are fundamentally different than inliers.

A standard trick used in practice to identify and discount outliers is to discard

the farthest N% of correspondences when computing the registration error (as used

in, e.g. [24]). However, this requires estimating the expected fraction of outliers,

which might be inconsistent across and within experiments. Our mixed-integer form

gives us the flexibility to instead consider outlier rejection as an additional explicit

correspondence choice.

To support outliers, we first switch from the L-2 to the L-1 norm in our error

metric, so that we can include the distance to each point in the set of linear constraints.

We introduce an intermediate variable 𝜑𝑖 for each scene point 𝑠𝑖 storing the L-1

distance from 𝑠𝑖 to the matched point on the model. Additional slack variables 𝛼𝑖,𝑙

are introduced to implement the 𝑙 ∈ 1...3 absolute values within the L-1 norm for

each scene index 𝑖. We bound 𝜑𝑖 with a constant maximum allowed L-1 distance

𝜑𝑚𝑎𝑥 as a threshold (and penalty) for classifying points as outliers. Finally, we add a

new binary variable 𝑜𝑖 for each scene point indicating that that scene point is being

considered an outlier.

In the mesh-model case, we now solve (for arbitrarily large M):
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minimize
𝑅,𝐶

min
1

𝑁𝑠

∑︁
𝑖∈[0,𝑁𝑠]

𝜑𝑖

subject to Relaxed 𝑅 ∈ 𝑆𝑂(3),

𝜑𝑖 ≥ 1𝑇𝛼𝑖,𝑙,

𝜑𝑖 ≥ 𝜑𝑚𝑎𝑥 𝑜𝑖,

𝛼𝑖 ≥ +
(︀
𝑅𝑠𝑖 + 𝑇 −𝑀𝐶𝑇

𝑖,:

)︀
− M𝑜𝑖, (3.1)

𝛼𝑖 ≥ −
(︀
𝑅𝑠𝑖 + 𝑇 −𝑀𝐶𝑇

𝑖,:

)︀
− M𝑜𝑖, (3.2)∑︁

𝑗∈𝑁𝑚

𝐶𝑖,𝑗 + 𝑜𝑖 = 1,

∑︁
𝑘∈𝑁𝑓

𝑓𝑖,𝑘 + 𝑜𝑖 = 1,

0 ≤ 𝐶𝑖,𝑗 ≤ 𝐹 𝑓𝑖,

𝜑𝑖, 𝛼𝑖 ≥ 0,

𝑓𝑖,𝑗, 𝑜𝑖 ∈ {0, 1}.

3.5.2 Handling Multiple Objects

Using similar machinery to that employed to correspond to outliers, we can extend our

formulation further to support multiple objects. We can extend the formulation to si-

multaneously optimize over multiple rotations and translations {𝑅1, 𝑇1}, ..., {𝑅𝑁𝑏
, 𝑇𝑁𝑏

}

for 𝑁𝑏 separate bodies. Given a map 𝐵 ∈ {0, 1}𝑁𝑏×𝑁𝑓 , where the (𝑖, 𝑗)𝑡ℎ entry indi-

cates if face 𝑗 is a member of body 𝑖, we can replace constraints (3.1) and (3.2) with

the disjunction

∀𝑖 ∈ 𝑁𝑚, 𝑘 ∈ 𝑁𝑏 : 𝛼𝑖 ≥ +
(︀
𝑅𝑘𝑠𝑖 + 𝑇 −𝑀𝐶𝑇

𝑖,:

)︀
− M(1−𝐵𝑘,:𝑓

𝑇
𝑖,:),

𝛼𝑖 ≥ −
(︀
𝑅𝑘𝑠𝑖 + 𝑇 −𝑀𝐶𝑇

𝑖,:

)︀
− M(1−𝐵𝑘,:𝑓

𝑇
𝑖,:).
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Figure 3-2: Effective error landscape under the outlier formulation, which takes the
minimum of the L-1 distance (red) and a constant penalty 𝜑𝑚𝑎𝑥 (blue) at optimality.
Because the switching between the L-1 distance and constant penalty is controlled
by a big-M formulation, the effective error landscape when integrality constraints on
𝑜𝑖 are relaxed is the lower convex hull of the L-1 penalty and the saturation on the
domain [0,M]. In this illustration, 𝜑𝑚𝑎𝑥 = 1 and M = 2.

where the expression M(1−𝐵𝑘,:𝑓
𝑇
𝑖,:) deactivates the constraint if the current assignment

𝑓 does not assign scene point 𝑖 to a face on body 𝑘.

3.5.3 Using Other Pose Estimation Methods as a Heuristic

A benefit of optimizing directly over the fundamental problem addressed by a wide

class of pose estimation methods is that we can take advantage of solutions generated

by those other methods by consuming them as candidate feasible solutions. The

branch and bound algorithm (and solvers that implement it) is able to asynchronously

consume feasible solution guesses as nodes in the search tree. These new feasible

solutions provide upper bounds on the global optimal cost, which are used to prune

bad nodes. Because a significant amount of search time is spent finding better feasible

solutions (as can be seen in the results in e.g. Figure 3-8), getting better feasible

solutions from faster but less-consistent pose estimation methods can improve the

runtime of the global optimization. This ability also means that this formulation
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can be used to post-process the output of notoriously unpredictable methods, like

neural networks, in order to guarantee stable results without completely discarding

the efficiency of the original method.

Given the mesh model MILP formulation described above and a candidate pose

{𝑅0, 𝑇0} generated by any method, one can extract 𝐶, 𝑓 , 𝜑, and 𝛼 via closest-point

queries against the mesh models. The means to extract the variables in the rotation

approximation vary, but in this case of the piecewise-linear convex approximations,

the value of 𝑅 directly determines which binary variables should be active.

3.6 Characterization

The convergence rate of MILP branch and bound is dependent on both how quickly

good feasible solutions can be found, and on the tightness of the continuous relaxation

of the MILP. Quickly finding good feasible solutions is equivalent to rapidly providing

a tight upper bound on the global optimal cost. Correspondingly, tight continuous

relaxations reduce the depth of the search tree of partial relaxations when proving

a lower bound. Myriad local and approximate global techniques provide means for

rapidly producing good feasible solutions – but analysis of the convergence of the lower

bound must be more fundamental. Here we present several quantitative experiments

intended to characterize the quality of the continuous relaxation of our formulation.

3.6.1 Partial Assignment of Correspondences

The pose estimation problem has a well-known property that fully specifying the cor-

respondences is equivalent to finding the transformation, as one can be derived from

the other. To investigate the degree to which this property manifests in our formula-

tion, we performed quantitative experiments in which we removed all constraints on

𝑅, and solved the problem with a varying number of correspondences being correctly

specified via equality constraints on the appropriate variables. Leaving 𝑅 uncon-

strained simulates early relaxations in the branch and bound process, before binary

variables in the MILP relaxation of 𝑅 ∈ 𝑆𝑂(3) are assigned.

59



Quantitative experiments reveal that correct assignment of a handful of correspon-

dences is sufficient for the relaxation to converge to the correct solution, even in the

absence of constraints on 𝑅. As shown in Figure 3-3, the number of correspondence

assignments requires appears scales much more slowly than the complexity of the rest

of the problem.

This behavior makes sense when the dimensionality of the core pose estimation

problem is considered. While the problem we solve is very high-dimensional, it is

ultimately an overparameterization of the original problem that searches over just 𝑅

and 𝑇 (Eq. 1.1). Thus, specifying 𝑠𝑖𝑧𝑒(𝑅) + 𝑠𝑖𝑧𝑒(𝑇 ) = 12 correct correspondences

should certainly completely specify the solution. However, this relationship is broken

by the presence of outliers – because an assignment as an outlier comes with a con-

stant penalty, there is a break-even point at which matching the partially assigned

correspondences becomes better than maintaining an all-zero rotation matrix that

increases with both the total number of scene points and fraction of outliers. Shown

in Figure 3-3, our experimental results support these claims, given small error arising

from problem-specific degeneracies.

Just as specifying correct correspondences cause the relaxations to quickly con-

verge to the correct solution, specifying incorrect correspondences must constrain

the relaxations to have high optimal values for branch and bound to be efficient.

(Otherwise, many correspondences would need to be assigned before branches had

sufficiently high lower bounds that they could be discarded.) We repeated the same

experiment as above, instead specifying an incremental number of randomly chosen

incorrect correspondences. The results (Figure 3-4) show a linear scaling of relaxation

optimal value with bad correspondence assignments.

In combination, these results indicate that much of the attractive structure of the

pose estimation problem is maintained in our formulation. These results indicate that

we should expect branch and bound search trees to terminate after an approximately

constant depth – a critical property that lends hope to the idea of tackling this

combinatorial problem in its full form.
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Figure 3-3: Optimal value (first row) and difference of rotation from the from ground
truth solution 𝑅0 (second row) versus the number of correct correspondence assign-
ments pre-specified. Each line reports the same experiment run on a different problem
size and complexity, in terms of number of scene points and percent outliers. Results
are reported for the continuous relaxation (left), and full MIP optimal solution (right).
The vertical dashed red line indicates the hypothesized break point at which we hy-
pothesize the solution should become fully specified. We hypothesize lower bounds
are consistently a multiplicative factor below upper bounds due to the relaxation gap
created by the outlier formulation shown in Figure 3-2.
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Figure 3-4: Optimal value versus the number of incorrect correspondence assignments
pre-specified, for the continuous relaxation of the problem. Each line reports the same
experiment run on a different problem size and complexity, in terms of number of scene
points and percent outliers. The vertical dashed red line indicates the hypothesized
break point at which we hypothesize the solution should become fully specified.

3.6.2 Partial Assignment of Rotation

Given the assumption that a significant fraction of the scene points are inliers and

are accurately explained by the model, one might hope that the true solution would

remain the optimal solution under very lenient relaxations of the complete problem.

To verify whether this is the case, we construct a model problem using the mesh-model

MILP formulation with a domain-restricted rotation 𝑅. In this model, members of

𝑅 are free, but rows and columns of 𝑅 are constrained within an L-1 norm 𝜖 of the

ground truth 𝑅0. By varying 𝜖, we demonstrate that the integer feasible optimal

solution is tight until 𝜖 is sufficiently large that the feasible region includes the trivial

solution that allows a row of 𝑅 to take a value of 0. The continuous relaxation does

not share this properly. This result is replicated in the case of injected noise with no

outliers, and in the presence of outliers. (See Figure 3-5.)

3.7 Results

We present several experiments in which we verify our formulation on synthetic data.

To perform these experiments, we implemented both formulations in both C++ and

Julia, relying on the Drake [71] and JuMP [72] symbolic optimization libraries respec-

tively. We used Gurobi 7.0.2 [58] as a backend to solve the resulting mixed-integer
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Figure 3-5: Optimal value (top) and difference from ground truth solution (bottom)
versus the maximum allowed deivation of 𝑅 from 𝑅0, in terms of row- and column-
wise L-1 norm. The integer optimal solution remains close to the true solution until
the relaxation includes the trivial solution when at least one row of 𝑅 = 0. However,
the continuous relaxation does not share this properly. These plots were generated
from a problem with 24 scene points and 4 outliers.
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programs, as well as their relaxations.

Figure 3-6: Point and mesh model formulation solve times for different numbers of
scene points. The scene points were sampled uniformly from the surface of a cube,
with no outliers. The point model sampled 30 points randomly from the surface
of the same cube model. The mesh model consisted of 12 nonoverlapping triangles
completely representing the cube. Each point is a sample solve time.

In order to use the point model formulation, we would need to sample a large

number of points from the model surface to generate an accurate representation.

However, this presents an unfortunate tradeoff: more model points leads to lower

optimal registration errors and hence less time moving the lower bound, but more

model points also increases the problem complexity. Figure 3-6 illustrates that this

effect causes the point model formulation to be far slower than the mesh model

formulation for all scene complexities. For that reason, in all following experiments,

we used the MILP mesh model formulation.

3.7.1 Comparison of Rotation Approximations

To compare the two rotation approximations we considered, we compared perfor-

mance on a simple single-object test case for the two methods. We generated a

synthetic point cloud from a cube model with a side length of 1 unit. We generated

15 scene points, with 10 sampled randomly from the surface of the cube at its ground
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truth pose, and 5 more generated randomly in the area around the cube. We included

outliers in this test case to illuminate how the effect of the rotation approximation

on the progress of the upper and lower bounds – otherwise, the optimal error would

be close to the trivial lower bound of 0. An optimal fit in this configuration has an

optimal average saturated L-1 error of 0.033: the
2

3
of points that are inliers have L-1

error of 0, and the
1

3
of points that are outliers have L-1 error of ≥ 𝜑𝑚𝑎𝑥 = 0.1 by

construction.

The MILP mesh model formulation converged to the optimal solution and certified

its global optimality to within a MIP gap of 5% under both rotation approximations

(Figures 3-7 and 3-8). The logarithmic McCormick envelope approximation used 3

bins (2 binary variables) per bilinear term in 𝑅𝑇𝑅 = 𝐼 and 𝑅1 × 𝑅2 = 𝑅3. The

per-element linear binning used 4 binary variables per element of 𝑅.

In the logarithmic McCormick envelope approximation, the largest elementwise

infeasibility of 𝑅𝑇𝑅 = 𝐼 was 0.165 and 𝑑𝑒𝑡(𝑅) was 1.031. In the per-element linear

binning, the largest elementwise infeasibility of 𝑅𝑇𝑅 = 𝐼 was 0.020 and 𝑑𝑒𝑡(𝑅) was

1.002. The per-element linear binning is a clear winner in these experiments, in terms

of both the accuracy of the approximation, and convergence time of the resulting

formulation.

Figure 3-7: Pose estimates produced by our MILP mesh model formulation for a cube
model of 12 triangular faces, given 15 scene points with 5 outliers. Both solutions
shown here have optimal cost that matches the optimal cost of the ground truth
solution. Optimality of these solutions were certified to a MIP gap of 5%. Left:
Ground truth pose. Middle: Pose estimate in green using 2D logarithmic binning
for approximation of 𝑅 ∈ 𝑆𝑂(3), shown over the ground truth pose in orange. Right:
Pose estimate using per-element linear binning for approximation of 𝑅 ∈ 𝑆𝑂(3).
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Figure 3-8: Convergence times of the upper and lower bounds across time for the
solutions shown in Figure 3-7.

3.7.2 Outlier Rejection

To highlight the outlier rejection capability of our formulation, we generated synthetic

point clouds from a cube model with a side length of 1 unit. We generated 100 scene

points, with only 50%, 20%, and 10% of them sampled randomly from the surface

of the cube at its ground truth pose in three test cases. We used the mesh model

MILP formulation; however, to avoid unreasonably long runtimes, we had to constrain

rotations and limit the search to be over translations and correspondences. 𝑅 was

thus constrained to take the value of the ground truth rotation.

In each of the three test cases, the optimization converged on the correct optimal

solution and certified its optimality within an MIP gap of 5% (Figures 3-9 and 3-10).

3.7.3 Multiple Models

To highlight the extension of our formulation to multiple models, we generated a

synthetic point cloud from two differently shaped box models at different poses. We

generated 100 scene points with no outliers. We used the mesh model MILP formula-

tion; however, to avoid unreasonably long runtimes, we had to constrain rotations and

limit the search to be over translations and correspondences. 𝑅𝑘 was thus constrained

to take the value of the ground truth rotations of model 𝑘.
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Figure 3-9: Pose estimates produced by our MILP mesh model formulation for a
cube model of 12 triangular faces, given 100 scene points, with a varying number of
them being outliers: Left: 50% outliers, Middle: 80% outliers, and Right: 90%
outliers. Rotations were frozen to the ground truth rotation in order to produce these
solutions in reasonable time. All solutions shown here have optimal cost that matches
the optimal cost of the ground truth solution and align with the ground truth pose.
Optimality of these solutions were certified to a MIP gap of 5%.

Figure 3-10: Convergence times of the upper and lower bounds across time for the
solutions shown in Figure 3-9. Note log scaling on the x-axis.
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The optimization converged in 1038s to the optimal solution. Because the L-1

error at this solution is 0, optimality is certified trivially.

Figure 3-11: Pose estimates produced by our MILP mesh model formulation simulta-
neously fitting two box models to 100 scene points with no outliers. Rotations were
frozen to the ground truth rotations in order to produce these solutions in reasonable
time.

3.7.4 Upper Bounds from ICP

To demonstrate that solutions generated from other efficient but non-global meth-

ods can be leveraged to make our global optimization faster, we implemented an

ICP-based heuristic for generating candidate feasible solutions online during the op-

timization. This procedure is directly inspired by GO-ICP [24]. Our solver maintains

a queue of feasible solutions found by the branch and bound algorithm, and runs

point-to-plane ICP with proportional outlier rejection on each feasible solution in a

parallel thread alongside the global optimization solver. If the ICP produces a so-

lution better than the best currently held by the solver, the ICP solution is handed

to the solver as a heuristically-derived feasible solution. This procedure significantly

improves runtime, as is shown in Figure 3-12.
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Figure 3-12: Comparison of the upper bound convergence behavior of the MILP mesh
formulation with 50 scene points and 0 outliers fitting a box model, with and without
an ICP algorithm generating novel feasible solutions in parallel. The lower bound is
omitted, as it is trivially 0 for the 0 outlier case.

3.8 Discussion

The formulations we present can be used to find certifiably globally optimal solu-

tions for small numbers of scene points and outliers, even in the face of combinatorial

complexity. The solver is capable of finding and certifying the right solution, even in

very high outlier ratios, and can optimize with multiple objects seamlessly. Conver-

gence history results demonstrate that, even if the search gets stuck in poor feasible

solutions for long periods of time, they are always eventually escaped.

However, the complexity of the mixed-integer program ultimately grows too quickly

for this technique to scale to full point clouds from experimental data. While the

roughly constant depth of the search tree with respect to partial correspondence as-

signments is hopeful, the breadth of the tree still grows with the number of possible

assignments. While good feasible solutions relatively are easy to find for this problem,

the certification of global optimality relies on verifying that all possible branches of

the search tree will have optimal value worse than the incumbent optimal feasible

solution. Even if the depth of the search tree is fixed at 𝑁𝑑, this requires exploring
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(︀
𝑁𝑠

𝑁𝑑

)︀
nodes, which is polynomial but high-order in 𝑁𝑠 (𝑂(𝑁𝑁𝑑

𝑠 )). This lower bound

search is harder for larger amounts of noise or larger numbers of outliers – a problem

which is replicated in GO-ICP and other branch-and-bound based solvers.

The regime of tens of points appears to be the sweet spot for this algorithm.

While this is far fewer points than are present in a raw point cloud, it is a reasonable

number of features to extract from that point cloud using any number of standard

geometric feature extractor. A clear direction for extension of these results would

be to apply it to find globally optimal correspondences of high-dimensional features;

the higher dimension features may additionally improve the relaxations by allowing

higher penalties on outliers.

That this technique can so easily incorporate hypotheses from other methods

makes it a candidate for being an offline verification technique for the results from

other efficient but inconsistent pose estimation methods. This functionality is critical

when considering the kinds of highly ambiguous point clouds that result from highly

cluttered scenes, and from tactile sensing. The formulation and its branch and bound

solution has the significant advantage that, by examining partial relaxations of the

problem, it either verifies that a solution is globally optimal, or provides a search

region that may contain a better solution. GO-ICP is founded on exactly this principle

of pairing efficient local search with high-level guidance from branch and bound [24].

Our formulation provides a direction to extend that powerful search strategy to a

more general and extensible formulation of the point cloud pose estimation problem.
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Chapter 4

Discussion and Future Work

In this thesis, we have presented work focused on advancing the state of the art

in pose estimation of objects with tactile sensing in the loop. The object tracker

presented in Chapter 2 provides accurate pose estimates with a sufficiently general

object model to be applied for a wide range of manipulation tasks. Many other

techniques for object tracking with tactile sensors consider the tactile sensing as a

source of discriminative or dynamic information (as in [8, 14,15]), which necessitates

a complex and often discontinuous measurement model. We have demonstrated that

considering this problem from a purely geometric perspective is sufficient to handle

complex contact interactions through interplay of geometric free space, nonpenetra-

tion, and positive return models described in Chapter 2; but remains simple enough

to be well-approximated as a mixed-integer convex program, as described in Chapter

3.

Further, our investigation of the global optimization of the general point-cloud

pose estimation problem illuminates the notion that there is very strong structure

in very loose relaxations of the problem. We are hopeful that further study of the

properties of these partial relaxations might allow them to be leveraged to give global

guidance to the many powerful but inconsistent local methods for pose estimation.
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4.1 Directions Forward

4.1.1 Different Object Models

One significant limitation of the work presented in this thesis is that the rigid body

object model used in both the tracker and global optimization precludes extension to

non-rigid bodies. Many of the toughest unsolved problems in robotics relate to inter-

action with either novel or deformable object instances; in both cases, pre-specified

rigid body models are a bad fit. This is fundamentally a modeling problem: given

an object model that can scalably encode the state of deformable bodies in a way

that allows efficient signed distance calculations to the non-rigid surfaces, our track-

ing framework could be fairly simply extended to this case. Possible models in-

clude highly-actuated finite element models [5] or implicit surface representations [73].

Global optimization over these non-rigid models may be more difficult, though results

from the non-rigid registration and shape matching community (e.g. [38]) are hopeful.

4.1.2 Scaling of Global Optimization

While our results in Chapter 3 indicate that our global optimization strategy for

pose estimation works on small problems, it suffers from serious scaling issues and

is not yet practical for use on raw point cloud data. As discussed in Chapter 3,

one possible avenue for deployment would be to globally optimize over downsampled

features from the raw point cloud data, and corresponding features from the models,

as in [51] and [56].

From a more fundamental perspective, a significant factor in the runtime of branch

and bound search is the depth of the search tree – or equivalently, how many integer

assignments must be made before the continuous relaxation of the solution is either in-

teger feasible, or worse than another known integer feasible solution. In this problem,

there are at least two avenues for decreasing the required search depth: addressing

the trivial solutions at 𝑅 = 0, and reducing the slack in the outlier formulation.

As observed in Chapter 3, sufficiently loose relaxations of the point-cloud pose
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estimation problem have an invalid trivial solution that assigns an all-zero rotation

matrix. This trivial solution relies on corresponding all scene points to the same model

point �̂�, and setting 𝑇 = �̂�. Our results from Figure 3-5 suggest that removing this

trivial solution leaves the true optimal solution as the next best solution (though we

expect there to be an additional relationship depending on noise and outliers). It

is possible that supplying additional constraints to make such degenerate solutions

infeasible might produce a much better continuous relaxation. We have experimented

with several types of constraints that constrain the number of correspondences allowed

to each model point, as well as geometrically-derived mutual exclusion constraints

between far away scene points, but have made only limited progress. Significantly

more exploration is needed to fully map the space of possible additional constraints

in this spirit.

As demonstrated in Figure 3-2 and evident in the results in Figure 3-5, our outlier

formulation produces a fairly loose continuous relaxation that grows worse as the big-

M constant is increased. Given a formulation that requires explicit correspondence

decisions for every scene points, this may be unavoidable. Alternative formulations

with different underlying objectives – for example, ones motivated by shape matching

[38] or vertex-cover [56] approaches – may sidestep this problem.

4.1.3 Multi-Hypothesis Tracking

Our object tracking method focuses on maintaining a single hypothesis of object pose,

which changes gradually and is updated as frequently as possible. The global opti-

mization method we provide, as well as the numerous others we have surveyed, can

produce dramatically different pose estimates from those coming out of the tracker,

depending on the basin of attraction that the tracker is operating in. To unify these

two approaches, careful design is required to construct a system capable of marry-

ing occasional pose hypotheses from the global optimizers with the powerful local

refinement of a pose tracker.

We propose a multi-hypothesis tracking (MHT) framework [74] as a good fit for

this problem. MHT focuses on maintaining a fairly small number of hypotheses to

73



approximate an underlying multimodal distribution of possible poses. Intentional

modeling of the history of each pose track, along with this smaller number of si-

multaneous hypotheses, sets MHT apart from a particle filter. The small number

of hypotheses would make the parallel execution of our pose tracker, which runs ef-

ficiently but not sufficiently quickly for massive parallelization, tractable. However,

careful decisions must be made concerning which pose tracks are worth keeping, and

where new tracks should be initialized – questions that could be informed by our

results in global optimization.

4.2 Conclusion

Pose estimation must take advantage of both the power of local approaches, and

the consistency of exhaustive global optimization, in order to produce reliable pose

estimates from the hardest cluttered, occluded, and partial scenes. These challenges

are particularly critical when attempting to leverage the sparse information available

from tactile sensors. We have demonstrated progress in both practical local tracking of

objects given tactile information, and fundamental understanding of what it means to

locate an object in a point cloud, in order to advance the dream of robots courageously,

intentionally, and safely interacting with any object in the world.
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