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Abstract

As information technology continues to permeate all areas of our society, vast amounts of data are increasingly being collected for their potential utility. This is especially true of data-rich environments, such as airplane cockpits or hospital operating rooms. These environments share in common the presence of multiple sensors whose aim is to monitor the state of affairs in that environment over time. Data from sensors, however, can only be as useful as we know how to interpret them and are able to do so in a timely manner. If we have a good understanding of the relationship between monitored sensor values and the status of the monitored process, we could create knowledge-based systems, for example, to help interpret the volumes of data that would not otherwise be possible for a human observer to do. Often, however, such relationships are not well understood. How could these data be useful then? Skillful use of machine learning is one answer.

In this thesis, we present TrendFinder, a paradigm for discovering the knowledge needed to detect events, or trends, in numerical time series. Specifically, we present a suite of data collection, preprocessing, and analysis techniques that enable effective use of existing supervised machine learning methods on time-series data. We demonstrate how these techniques can be applied to the development of ‘intelligent’ patient monitoring in the hospital intensive care unit (ICU), where currently as many as 86% of bedside monitor alarms are false. First, we describe application of the TrendFinder paradigm to artifact detection in a neonatal ICU. Second, we describe TrendFinder’s techniques applied to detection of trends indicative of ‘true alarm’ situations in a medical ICU. Through illustration, we explore issues of data granularity and data compression, class labeling, multi-phase trend learning, multi-signal models, and principled time interval selection. We further introduce the idea of ‘post-model threshold refinement’ for adapting a machine-learned model developed for one population to use on a different population. Overall, we demonstrate the feasibility and advantage of applying TrendFinder techniques to ICU monitoring, an area that is extremely important, challenging, and in need of improvement.
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Chapter 1

Introduction

1.1 Overview

As information technology continues to expand into all areas of our society, we need to understand how to take advantage of the data being made available. Vast amounts of data not only are being generated daily, but increasingly, are also being collected and stored for their potential utility. This is especially true of data-rich environments, such as airplane cockpits, hospital operating rooms, or manufacturing plants. These environments share in common the presence of multiple sensors whose aim is to monitor the state of affairs in that environment over time. This includes, for example, keeping watch on the proper functioning of an airborne plane, a patient undergoing surgery, or the machines in an assembly line. Data from sensors, however, can only be as helpful as we know how to use them. This requires knowing both how to interpret the data and how to do so in a timely manner.

When we have a good understanding of the relationship between monitored sensor values and the well-being of the monitored process, we might be able to create knowledge-based systems [199], for example, to help interpret the volumes of data which would not otherwise be possible for a human observer to do. In a small manufacturing plant, we might be able to apply rules within a knowledge-based system to determine whether a particular production machine has run out of parts, or has malfunctioned. Often, however, the underlying knowledge needed to write such rules in these data-rich environments is not well understood. What patterns of internet communication transfers are indicative of a ‘Denial of Service’ (DoS) attack on that internet site? In a space shuttle with 109
sensors [102], how does one begin to understand the interrelationships of those sensor readings? How do fluctuations in the stock market and predictions of this quarter's earnings affect the performance of a particular stock? When the relationships between events and monitored signals are not clear, as is the case in many data-intensive environments, how can data collected from those signals then be of value? Skillful use of machine learning is one answer.

Machine learning methods, such as neural networks and decision tree classifiers, are being used increasingly for knowledge discovery. Examples of their application are in loan advising, speech recognition, and robot vision [139]. In medicine as well, machine learning methods have been explored. A common target area for these methods is the classification of patients as having or not having a disease condition (e.g., myocardial infarction) based upon patient characteristics (e.g., age, gender, smoking history, and symptoms). An area of medicine that has not received as much attention for machine learning is data-intensive bedside monitoring. Patients in the operating room, intensive care unit (ICU), emergency room, labor and delivery department, coronary care unit, as well as other areas of the health care setting, are usually ‘hooked up’ to several lines, tubes, and probes that continuously monitor vital signs such as heart rate, blood pressure, and respiratory rate. While the classification of a patient as having a myocardial infarction or not is relatively easy to fit into the framework of machine learning, it is less clear how to formulate these bedside monitoring situations as machine learning questions.

In this thesis, we present TrendFinder, a paradigm for discovering the knowledge needed to detect events, or trends, in numerical time-series data. This includes an elaboration of data collection, preprocessing, and analysis techniques that, although currently overlooked, under-emphasized, or nonexistent, are essential to the success of knowledge discovery. Trends of interest might range from high-level events, such as a walking robot’s loss of hydraulic power in one leg, to low-level events, such as sensor artifact. We then demonstrate how the TrendFinder paradigm can be applied for knowledge discovery in health care. Our target application is ‘intelligent’ patient monitoring in the hospital intensive care unit (ICU), where currently as many as 86% of bedside monitor alarms are false [206]. Specifically, we describe two applications of the TrendFinder paradigm: one, to detect low-level artifacts on monitored physiologic signals in the neonatal ICU; and another, to detect higher-level trends indicative of ‘true alarm’ situations in the medical ICU.

To summarize, the goals of this research are twofold: first, we would like to develop techniques that enable successful learning of interesting trends from numerical time-series data. Second, through our demonstration of the feasibility of these techniques in health care, we would like to gain a better
understanding of the clinical problem of false alarms in the ICU, ways for their elimination, and construction of intelligent alarms.

1.2 Thesis Organization

The remainder of this thesis is organized into several major sections. We begin by describing the TrendFinder paradigm for event detection. Then, before describing two applications of TrendFinder to health care, we next set the stage by describing the existing state of patient monitoring in the hospital ICU. Following the descriptions of TrendFinder’s application to detecting sensor artifacts and ICU true alarm events, we discuss in detail a couple alternative possibilities for improving patient monitoring. This is followed by a more thorough presentation of related work in the areas of time-series analysis, machine learning, monitoring and alarms, and intelligent alarm construction. Finally, we conclude with a summary of contributions.

Specifically, Chapter 2 provides a description of the TrendFinder paradigm for event discovery in time-series data. Each component of the process, including event identification, annotated data collection, annotated data preprocessing, model derivation, and performance evaluation, is discussed in detail.

Chapter 3 gives background information about hospital intensive care units, patient monitoring, and alarms. By illustrating the problems of existing monitors and their astoundingly high false alarm rates, our aim is to help the reader understand our motivation for exploring knowledge discovery techniques in the health care domain. We present the methodology and results of our prospective observational study that we performed in a pediatric hospital intensive care unit over the course of ten weeks.

Chapter 4 illustrates in detail the application of the TrendFinder paradigm to sensor artifact detection in the neonatal intensive care unit. Here, we also discuss the details of several preprocessing issues mentioned only at a high level in Chapter 2. Specifically, we explore, in the context of machine learning from time-series data, issues of data granularity and data compression, ‘class labeling’ of data as events or non-events, and learning of single-phase versus multi-phase trends of interest. We also compare the performance on artifact detection of several different types of classifiers, including logistic regression, decision trees, neural networks, radial basis function networks, and support vector machines.

Chapter 5 illustrates the application of the TrendFinder paradigm to another area of health care—
detection of true alarm events in the medical intensive care unit. Here, we discuss the details of several data collection and preprocessing issues that, again, were mentioned only cursorily in Chapter 2. Specifically, we explore issues of principled feature attribute selection, multi-signal versus single-signal learning, and non-traditional ‘committee’ classification systems. We further introduce the idea of ‘post-model threshold refinement’ for more effective use of a model developed for one situation in a new situation.

Chapter 6 provides a sampling of alternative approaches to decreasing false alarms in the intensive care unit. First, we turn to industry and study how well an available ‘improved monitor’ performs. Specifically, we compare the performance of two pulse oximeters, both from the same manufacturer, one of which is advertised to decrease false alarms due to motion artifact. The methods and results of that study are described. Secondly, we experiment with single-signal filter methods that do not involve using machine learning techniques and report on their performance at decreasing false alarms.

We then follow this detailed exploration of two alternative approaches with a more thorough survey of related work in Chapter 7. This includes work done in time-series analysis, patient monitoring and alarm algorithm development, and machine learning in various areas of health care.

Finally, Chapter 8 summarizes the contributions made in this thesis.
Chapter 2

TrendFinder Event Discovery Pipeline

Five fundamental parts comprise the pipeline for event discovery in time-series data. These are: identification of the event(s) of interest; appropriate collection of annotated data; appropriate preprocessing of annotated data; derivation of an event detection model; and performance evaluation. Emphasis is given to ‘appropriate’ data collection and preprocessing because these are steps that are currently under-emphasized in importance yet are crucial for successful model development. The five-step pipeline is depicted in Figure 2-1.

2.1 Event Identification

The first step in the event discovery pipeline is identification of the event or events of interest for knowledge discovery. An event in this context should be an entity that is thought to effect changes in available monitored time-series values; the exact nature of those changes is what we would
like to better understand. Examples of events include loss of cabin pressure on an airplane, voice commands given in the ‘intelligent room’ of the future [36], and raised interest rates announced by Alan Greenspan\(^1\). Examples of clinical events include disconnection of an electrocardiogram (ECG) lead, apnea (lack of breathing), false alarm due to patient motion, and blood pressure decrease warranting clinical attention.

Candidate events for knowledge discovery should either occur frequently, or, if not, occur in environments amenable to prolonged monitoring and observation such that adequate numbers of those events may eventually be observed. In some domains, such as research in intrusion detection [96, 120, 121], limited amounts of actual event data may necessarily need to be supplemented by simulated data. Candidate events should also be such that it is clear to an observer when they are or are not occurring. For example, if a patient is breathing, clearly the ‘apnea’ event is not occurring; if the patient has not been breathing for the past minute, on the other hand, clearly the ‘apnea’ event is occurring.

### 2.2 Annotated Data Collection

Once an event of interest has been identified, the next step is to collect a large amount of time-series data along with annotations of event occurrences and event ‘non-occurrences’. Time-series data can usually be stored to computer disk either in a central data repository or via a laptop computer. The granularity of the collected data, that is, how frequently the measured signal value is stored, should usually be as close as possible to that available in the actual environment. We will show in Chapter 4, however, that sometimes data can be compressed without loss of effectiveness in model-building or in subsequent testing on data of the native time granularity.

Annotations, when at all feasible, must be made prospectively, at the time of event occurrence. Retrospective speculation in some cases, for example, to determine the exact timing of Alan Greenspan’s announcement of an interest rate hike, may be acceptably accurate. In medicine, however, retrospective chart review to try to determine the time at which a patient’s bedside monitor sounded a false alarm, for example, is grossly inadequate. Some researchers have suggested annotating ICU data post-collection based on the nurse and physician notes (R. Mark, personal communication); a study of pulse oximetry use in general medical-surgical nursing units, however, found that multiple episodes of hypoxemia and low saturation levels (which account for the majority

\(^{1}\)United States Federal Reserve Chairman
of ICU false alarms) were not reflected in the medical record (nurse or physician notes or orders to change respiratory care) \[22\]. When annotations can only be made retrospectively, a preliminary study can first be performed, with plans to follow later with a prospectively annotated study.

Annotations furthermore need to be ‘time-stamped’ for accurate correlation with the data, which often are in a separate file or files. Ideally, these time-stamps have both a start and a stop time and are of the same time granularity as the data being collected. One way to meet these criteria is by using a custom-built program in which a human observer can easily record time periods of event occurrence and event non-occurrence. An observer, if not already knowledgeable about the area, can be trained to recognize which events to look for and to obtain verbal verification of events from knowledgeable staff. An alternative to a custom-designed annotation program is a custom-formatted data entry interface for a readily available commercial spreadsheet program, such as Access (Microsoft, Redmond, WA).

An alternative method for collecting data and event information in the hospital setting could be to use documented monitors \[217\]; these have been used in studies of home monitoring efficacy. Documented monitors can record, for example, transthoracic impedance, ECG heart rate, hemoglobin saturation, and pulse waveform, as well as store the dates and times of alarm events.

Data collection and annotation should proceed for as long as is feasible to capture multiple occurrences of the event of interest. Typically, machine learning programs are more robust when presented with larger numbers of samples of the event of interest \[39\]. Initial model development can also be tried periodically, with return to data collection if inadequate models (due to insufficient event samples) result.

### 2.3 Annotated Data Preprocessing

The next step in the event discovery pipeline is the preprocessing of annotated data. Preprocessing is much more important than generally recognized. This is the step that enables us to apply traditional machine learning methods to less traditional application areas such as medical monitoring, and other domains with monitored sensor values. The three major components of the preprocessing step are feature attribute derivation, class labeling, and data partitioning.
2.3.1 Feature Attribute Derivation

Feature attribute derivation refers to the selection and calculation of mathematical quantities that can describe the time-series data. These mathematical quantities, such as the moving mean or median, can be any features of time-series data that are thought to be potentially different for events versus non-events. The quantities are calculated over a specified time interval (for example, 10 seconds), for successively overlapping data. The same quantities can also be calculated over multiple time intervals (for example, 10 seconds and also one minute) and then used as two different attributes of that monitored signal. Time intervals for feature attribute derivation may be chosen to reflect a very general understanding of the problem if that is all that is known. For example, very short time intervals might be chosen for spurious false alarms. An analysis of time-interval selection, that is, how to go about choosing time intervals for feature attribute derivation in a more principled manner, is described in Chapter 5.

The derived values described above are calculated not only for just one signal type, but for all available data signals being collected. The various quantities calculated for each signal, for all monitored signals of interest, together comprise the set of feature attributes that describe a time period of monitoring. When there exists only one monitored value, or in cases in which one knows with certainty that only one signal is related to the event of interest, event detection models can be developed from feature attributes of a single signal. When multiple monitored signals exist and precise relationships between each signal and the event of interest are unclear, however, it is better to derive feature attributes from all available signals that may have some correlation to the event of interest. An example analysis of single-signal versus multi-signal event detection models is presented in Chapter 5.

Feature attributes can also consist of multiple parts, or phases, corresponding to characteristics of sequential blocks of a monitored signal. For example, a two-phase feature or pattern in the data may describe the slope of the first phase and the slope of the second phase of two contiguous regions. The first phase might correspond to a 10-second time interval, for example, while the second phase might correspond to the adjacent and following 20-second time interval. Individual phases of multi-phase features are subject to the same flexibility of choice in time-interval selection as previously described for single-phase feature attributes.

These multi-phase patterns can be described either by a single attribute that encapsulates the idea of the whole pattern, or by multiple attributes that together paint the picture of the whole pattern. Say for instance that we would like to learn temporal patterns, or trends, consisting of
two phases. For simplicity, consider the case in which each phase is 30 seconds in length and can be described by only one of three slope characteristics: positive (rising), zero (level), or negative (falling). There would then exist nine unique two-phase patterns, as shown in Figure 2-2. We can choose, based on the classification system to be used or on other factors, whether to represent these two-phase characteristics by a single attribute (e.g., ‘two-phase pattern number 1’, ‘two-phase pattern number 2’, ‘two-phase pattern number 3’, ..., ‘two-phase pattern number 9’) or by multiple attributes (e.g., ‘phase-one slope’ and ‘phase-two slope’). These ideas can readily be extended for learning more complex trends, consisting of three or more phases, which may be associated with event occurrences. Figure 2-3 illustrates a data stream with three contiguous phases, indicated by adjacent rectangles, to be used for feature attribute derivation. In the example, the slopes of the phases are falling, level, and rising for the first, second, and third phases shown, respectively. In Figure 2-4, the time intervals of the three phases have been changed. As a result, the slopes of the phases are rising, falling, and rising for the first, second, and third phases shown, respectively.

Except in cases in which the number of possible multi-phase patterns is small, representing these multi-phase patterns with several attributes that describe each individual phase is preferred. First, the latter method would be computationally more tractable. From a pattern learning standpoint, moreover, the latter method provides flexibility for learning peculiarities about individual phases of a temporal pattern. Also, pattern types, although feasible as inputs into a decision tree induction system, for example, are not amenable to neural network learning. Chapter 4 provides an example of learning multi-phase patterns.

### 2.3.2 Class Labeling

Each set of feature attributes—whether it be multi-signal or single-signal, multi-phase or single-phase, consisting of attributes derived over several time intervals or just one—can be thought of as a feature vector and is given a class label of ‘event’ or ‘non-event’ according to the recorded annotations. This is easiest to do when annotations and data share the same time granularity and when annotations have clear start and stop points. A method of ‘windowing’ to compensate for lack of either or both of these desired annotation features is described further in Chapters 5 and 6.

Class labeling can be varied on two separate axes: ‘location’ and ‘strictness.’ One axis, location, concerns the notion of ‘front-labeling’ versus ‘end-labeling.’ This is only an issue when more than one time interval is used for feature attribute derivation. For example, let’s say we would like to calculate feature values over three data points, five data points, and ten data points. For any
Figure 2-2: Nine possible two-phase patterns in which each phase is represented by one of three slopes (rising, level, falling).
Figure 2-3: Multi-phase feature attributes: each phase is indicated by a rectangle. Vertical bars indicate transitions between two phases. Slopes are falling, level, and rising for the first, second, and third phases shown, respectively.

Figure 2-4: Multi-phase feature attributes: each phase is indicated by a rectangle. Vertical bars indicate transitions between two phases. Slopes are rising, falling, and rising for the first, second, and third phases shown, respectively.
particular interval of ten points, then, there are several options for which five of those ten points can be used for the five-point time interval calculations. Similarly, there are several possible three-point time intervals within that ten-point interval. In such cases, we might choose to use the annotations of the shortest time interval to determine the class label for the collection of all features derived from all of the chosen time intervals. Front-labeling then means that the time interval from which the feature vector’s label is determined occurs at the ‘front’ of a stream of data, or at the earliest temporal region. Longer time intervals thus start with the same raw values as the entire shortest time interval, then additionally include however many more raw values are needed that follow the shortest time interval. Contrast this method with end-labeling, which places the shortest time interval at the ‘end’ of the longest time interval (at the latest position, temporally-speaking). These labeling methods are depicted in Figure 2-5. Front-labeling might be useful in applications such as learning the result of giving a patient a particular intravenous drug; the interest lies in the temporal patterns following drug delivery. End-labeling might be useful in applications such as trying to predict a stock’s plummet in value; the interest lies in learning temporal patterns indicative of a crash that precede the crash (for example, to allow investors time to move their money). Chapter 4 presents a comparison of front-labeling and end-labeling in artifact detection.

The other axis along which class labeling can be varied is ‘strictness’ of class inclusion or exclusion. For example, consider data in which raw data values are each individually marked as ‘event’ or ‘non-event.’ Feature attributes derived from multiple raw values may span regions of different ‘event’ or ‘non-event’ markings. One way in which to translate these individual raw value event annotations to class labels is by taking the average value over the time interval under consideration. ‘Event’ average values would therefore range from 0 to 1, inclusive. The most strict class labeling technique would require that only feature vectors whose attributes are derived from data with event average equal to one be labeled ‘event’; similarly, only feature vectors whose attributes are derived from data with event average equal to zero would be labeled ‘non-event.’ Time intervals spanning a transition from an event to a non-event or vice versa can thus electively be disregarded for model development experiments. Alternatively, these transition periods can themselves become the event of interest that we wish to learn how to detect.

One interpretation of the least strict labeling method would be to give any feature vectors whose attributes are derived from data with event average greater than zero the ‘event’ class label. This in some sense makes for a more challenging classification problem since monitored periods at the very edge of an event’s start or finish are also included in the event class even though they may
Three time periods calculated with “front-labeling”:
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Contrast with “end-labeling”:
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Figure 2-5: Front-labeling versus end-labeling of temporal data feature vectors spanning more than one time interval.
not belong. Other thresholds for class inclusion or exclusion are also possible. Chapter 4 illustrates and compares four different methods (levels of strictness) of class labeling based upon the general methods described here.

Class labeling with multi-phase features presents the additional option of choosing from which phase or part of a phase to derive the feature vector’s label.

2.3.3 Data Partitioning

All collected data are thus transformed into sets of class-labeled multi-signal feature attributes. Before machine learning methods can be applied to preprocessed data, we must randomly partition our available data into, ideally, three sets. These three sets consist of a training data set, an evaluation data set, and a test set. The training set is used for deriving candidate event detection models. The evaluation set is used to determine how well candidate models perform relative to each other; this enables experimentation with model development while avoiding the potential problem of fitting a model to the actual test data. Once a final model is selected, it is then run on the reserved test set to determine the model’s performance. A training set consisting of approximately 70%-80% of the available data is often chosen, while the remaining data are further split to create the other two data sets.

2.4 Model Derivation

For the techniques described thus far, ‘supervised’ machine learning methods, such as neural networks or decision trees, can now easily be employed. These machine learning methods facilitate development of models, from labeled training data, which can then be used to classify unseen data as events or non-events.

Quite an array of classification methods exist. One way in which to think about these methods at a high level is by broadly categorizing them as linear or non-linear approaches (Tom Mitchell, personal communication). An example of a linear method is logistic regression (LR) in which there are no interaction terms. Probably the best-known non-linear method is neural networks.

There has been much debate about which classifiers work better than others. We believe that in this area, event discovery from time-series data, the choice of the classification system is of only minimal importance. What is more important is the proper collection, annotation, and preprocessing of the data to be used for learning. While there may be large differences between linear and non-
linear classifiers, classifiers within the same category are likely to perform relatively similarly, with each having its own advantages and disadvantages.

A brief description of several classification systems is nonetheless presented; the purpose is to acquaint the reader with classifiers that are used in experiments described in Chapters 4 and 5.

2.4.1 Logistic Regression

Logistic regression (LR) is a classification method that uses a set of samples of known classification to derive coefficients for an equation that calculates the probability that a new case is of a certain class. The equation below shows the form of the logistic regression equation.

\[
Probability = \frac{1}{1 + e^{-(\beta_0 + \sum \beta_i X_i)}}
\]

where \(\beta_0\) is a constant term, \(\beta_i\) terms are the derived coefficients, and \(X_i\) terms are the values of the attributes used to determine the case’s classification (0 or 1 for dichotomous attributes; integers, for example, for continuous attributes).

In general, the time-consuming and difficult aspect of building an LR model is deciding which attributes to include in the model and which to exclude. In many classification problems in which the relationship between attributes and class is not well understood, many attributes are available for model-building. Choosing a small but meaningful subset, however, can pose a daunting task.

The approach taken here has been to allow a decision tree induction system (described below) to select the optimum variables. This simplifies the job of building an LR model using the JMP statistical package (SAS Institute, Carey, NC).

2.4.2 Neural Networks

Neural networks are classification systems originally inspired by biological learning systems in which numerous neurons are interconnected, as in the brain. These artificial classifiers use the output values of internal calculation nodes to estimate the posterior class probabilities of the patterns seen at their input nodes. Like other supervised learning techniques, they are a method of modeling an input-output relationship based on example data for which the input-output relationships are
already known.

The neural network model consists of ‘neuron’-like processing units linked together in layers. The output of a single processing unit is a weighted sum of its inputs passed through a sigmoid function. These weights are successively modified, or trained, using a back propagation algorithm to perform a gradient descent which minimizes the error seen at the outputs.

The equation below gives the form of the sigmoid function used at each calculation node.

\[
\text{Output} = \frac{1}{1 + e^{-\left(\sum_{i=1}^{m} w_i x_i - \delta\right)}}
\]

In the equation, \(m\) equals the number of neuron inputs; \(w_i\) equals the weighting factor for input \(i\), \(x_i\) equals the \(i\)th input value, and \(\delta\) equals the neuron offset.

Multi-layer perceptrons (MLP) are a special kind of neural network in which the neurons are arranged in layers and the outputs of one layer are used as the inputs to the next layer. Furthermore, every neuron output is fully interconnected to the inputs of the subsequent layer. In this study, we specifically mean multi-layer perceptrons when referring to experiments using neural networks.

In our studies, we use the neural networks available in the LNKnet classification system (Lincoln Laboratory, Lexington, MA) [113]. Options to experiment with when developing neural network models include use of data normalization; use of re-sampling of training data when class probabilities in the training data are not uniform; selection of the number of hidden nodes and hidden layers in the network; selection of the ‘step size’ by which to modify network weights during training; and selection of the number of ‘epochs’ through which the network should back-propagate errors and make weight changes accordingly.

2.4.3 Decision Trees

Decision trees, or classification trees as they are sometimes called, can be generated by machine learning algorithms used to classify new data using a tree structure derived from a sample of training data of known classification. Each ‘datum’ consists of several attributes (e.g., characteristics of chest pain), and one class label (e.g., myocardial infarction or non-myocardial infarction). The trees are built by looking for regularities in the data with which to separate the data by class.

The decision trees built in this project use either Quinlan’s c4.5 program[166] or the LNKnet
system [113], both written for Unix systems. The input to c4.5 is a file specifying the available attributes and their value type, as well as the possible classifications for each sample. Training data cases are provided in a separate file, and optional test items are provided in a third file. LNKnet uses analogous input files with slightly different format for the data.

In c4.5, several options are available for modifying tree-building behavior. The options experimented with include: ‘m’, the minimum number of cases needed in at least two outcomes of a tree node in order to include that node while creating the tree; and ‘c’, the ‘confidence level’ of the predicted error rate on each leaf and each subtree, used to find the upper limit on the probability of error at a leaf or subtree during pruning. Increasing m values and decreasing c values often result in smaller trees. LNKnet has similar options that allow the user to specify when to stop tree growth and how many nodes to use during testing (essentially, how much to prune).

When possible, expert knowledge can also assist in selection of a final tree model from those with the best numerical results on training data. In medicine, for example, clinical judgment can be used to determine whether proposed attributes are themselves consistent with the goal; whether attributes within a given branch make sense with respect to each other; and in cases where an attribute is repeated more than once in the same branch, whether there is clinical plausibility for this.

2.4.4 Radial Basis Function Networks

Radial basis function networks are similar to multi-layer perceptrons except that instead of using sigmoids for calculation at each node, they use local Gaussian functions. The LNKnet User’s Guide [113] provides an excellent brief summary of these networks.

Radial Basis Function classifiers calculate discriminant functions using local Gaussian functions instead of sigmoids of hidden node sums. They may perform better than MLP classifiers if input features are normalized so a Euclidean distance is meaningful and if class distributions exhibit radial symmetries. Network outputs are weighted sums of the outputs of Gaussian hidden nodes or basis functions. Hidden node outputs are normalized to sum to one. Weights are trained using least-squares matrix inversion to minimize the squared error of the output sums given the basis function outputs for the training patterns. These basis functions can include a constant bias node.
Some of the options available for training a radial basis function classifier are: selection of the number of 'clusters' corresponding to Gaussian hidden nodes, selection of whether the clusters should be created by class or without respect to class; selection of whether all network weights should be updated during each iteration of training; and selection of a clustering algorithm.

All experiments performed for these studies using radial basis function classifiers are done using the LNKnet system.

2.4.5 Support Vector Machines

A support vector machine (SVM) is a kind of classifier relatively new to the field. A support vector machine, developed by Vapnik and his team at AT&T Bell Laboratories [20, 27, 42, 71, 162], is a pattern classification algorithm that can be seen as a way to train polynomial, neural network, or radial basis function network classifiers. Training an SVM, that is, finding the decision surface that best separates samples by their classification, is equivalent to solving a linearly constrained quadratic programming problem. The number of variables in the equivalent quadratic programming problem is equal to the number of data points in the given training set.

Support vector machines are an approximate implementation of the 'structural risk minimization' induction principle, which means that they try to minimize an upper bound on the generalization error of a classifier rather than on the training error. To get an intuitive sense for support vector machines, Figure 2-6a shows in two dimensional space samples of two different classes separated by a decision surface line (hyperplane in higher dimensional space) with its associated 'margin' size. The margin is defined as the sum of the distance from the decision surface to the closest point of one class and the distance from the decision surface to the closest point of the other class. Figure 2-6b shows the same data with a different separating decision surface that has an associated margin of larger size. The larger margin size is expected to have better generalization capability in classifying new samples. The idea behind the support vector machine is that the location of the separating decision surface only depends on those samples closest to the decision surface; these are 'support' samples. In multi-dimensional space, each sample is represented by a vector quantity, and hence these points are called 'support vectors,' as shown in Figure 2-6c.

The example given in Figure 2-6 is of course overly simplistic, as it shows two linearly separable classes. For non-separable classes, the decision surface that maximizes the margin and minimizes the number of misclassification errors is desirable. This tradeoff is represented mathematically by a positive constant, $C$, that the user of a support vector machine must choose before training.
Figure 2.6: Understanding support vector machines: (a) The separating decision surface (dotted line in 2D) has a small margin. (b) The separating decision surface has a larger margin. (c) Placement of the decision surface depends only on those samples closest to the boundary between the classes; these samples are called 'support vectors' (shown circled).

The solution to finding the decision surface (linear classifier in this case) has been shown to be equivalent to the solution of an appropriately formulated quadratic programming problem. Each training data sample is associated with a term in the mathematical equation, but only those data points corresponding to the support vector points have non-zero coefficients. Thus, only the support vectors are relevant to the solution of the problem.

This approach is then further extended to allow for nonlinear decision surfaces by projecting the original set of variables of the linear classifier into a higher dimensional feature space, such that the classification problem in feature space is linear, but in the original input space is nonlinear. With well-chosen mathematical manipulations [153], the resulting quadratic programming problem that must be solved to determine a classifier’s decision surface becomes almost exactly like that of the original linear classifier. The user of a support vector machine must choose the 'kernel function,' \( K \), for the mathematical form of the SVM classifier. Vapnik showed that choosing particular kernel functions makes the SVM classifier equivalent to well-known classifiers, such as the Gaussian radial basis function, polynomial of degree \( d \), or multi-layer perceptron [42].

2.4.6 Committee Classifiers

Efforts by several researchers have also been focused upon use of groups, or committees, of classifiers to decide upon class inclusion or exclusion. These committees typically use a majority voting scheme, or an averaging scheme, for example. We propose a variation on the traditional committee classifier in Chapter 5, Section 5.3.4.
2.5 Performance Evaluation

2.5.1 Performance Metrics

Relevant performance metrics include sensitivity, specificity, positive predictive value (PPV), accuracy, and area under the receiver operating characteristic (ROC) curve [81]. Sensitivity measures the number of correct model-labeled event cases out of the total number of actual event cases, while specificity measures the number of correct model-labeled non-event cases out of the total number of actual non-event cases. Positive predictive value is calculated by the number of correct model-labeled events, divided by the number of all model-labeled events (correct and incorrect). Accuracy is calculated by the number of correct model-labeled sets of derived values (event or non-event) divided by the total number of sets of derived values evaluated. To further illustrate these metrics, Figure 2-7 shows a contingency table in which the two classes are called ‘0’ (non-event) and ‘1’ (events). The vertical groupings of cases are gold standard-labeled cases belonging to each class. The horizontal groupings are model-labeled cases belonging to each class. For example, ‘a’ cases and ‘c’ cases were actual class ‘0’ cases, though ‘a’ cases and ‘b’ cases were labeled by a particular model as class ‘0’. Similarly, ‘b’ cases and ‘d’ cases were actual class ‘1’ cases, while ‘c’ cases and ‘d’ cases were labeled by a particular model as class ‘1’. The relevant performance metrics in equation form are then as follows:

\[
\text{Sensitivity} = \frac{d}{b + d} = \frac{\text{number of correct model-labeled event cases}}{\text{total number of event cases}}
\]

\[
\text{Specificity} = \frac{a}{a + c} = \frac{\text{number of correct model-labeled non-event cases}}{\text{total number of non-event cases}}
\]

\[
\text{PPV} = \frac{d}{c + d} = \frac{\text{number of correct model-labeled event cases}}{\text{number of model-labeled event cases (correct and incorrect)}}
\]

\[
\text{Accuracy} = \frac{a + d}{a + b + c + d} = \frac{\text{number of correct model-labeled event and non-event cases}}{\text{total number of cases}}
\]

The ROC curve is a plot of sensitivity versus one minus specificity. Because sensitivity and specificity can be inversely varied by altering the threshold at which to categorize a case as one class or the other, the area under the ROC curve more effectively describes a model’s discriminatory
For decision trees, ROC curves are determined by first assigning to each tree leaf the probability of being an event for a set of derived values that percolates to that point. These probabilities are based upon the ratio of events to non-events that fall into each leaf during training. The threshold for considering a case to be event or non-event is then set at each leaf probability value. The resulting sensitivity-specificity pairs, when plotted on a grid of sensitivity versus (1-specificity), gives the ROC curve.

For logistic regression models, various threshold values, ranging from 0 to 100% inclusive, can be used for determining whether to label a case as event or not. The resulting sensitivity-specificity pairs can then similarly be plotted. The area under each ROC curve can be calculated by trapezoidal method to avoid over-estimation of the actual area.

ROC curves can similarly be plotted for neural networks, radial basis function classifiers, and support vector machine classifiers; this functionality is provided by LNKnet.

2.5.2 Testing

Final models should ideally be tested by three methods. First, models (after experimentation with the training and evaluation data are completed) should be tested on their own reserved test sets.

When possible, a model should additionally be tested on a completely different data set, collected from a different place or time. This provides a better measure for how robust a model might be.

Finally, before any model should be used in real-life situations, prospective evaluation in the
setting in which it would be used allows for better assessment of actual performance in detecting events of interest.
Chapter 3

Background: Intensive Care Unit Monitoring

This chapter gives an introduction to intensive care unit patient monitors and alarms by presenting, first, some general information about ICU alarms, and then, the methodology and results of an observational study that we performed to further investigate this domain for potential application of the TrendFinder paradigm. We conclude the chapter with a discussion aimed at providing motivation for the TrendFinder applications described in Chapters 4 and 5.

3.1 Overview

The modern intensive care unit is teeming with bedside monitoring devices that generate voluminous amounts of data per patient. While few would regard these data as completely unnecessary and most believe these devices to be useful for improving patient safety [203], such monitors have more recently been considered a source of too much information, or data overload [211]. Data overload in the setting of increased patient numbers and nursing staff shortages contributes to the impossibility for any one patient to be continually and closely followed by a care provider. This means that patient interventions (e.g., therapy changes) necessarily occur intermittently and possibly infrequently; soundings of alarms therefore become crucial indicators of a patient’s deteriorating condition or need for assistance. In actuality, however, how useful are these ICU alarms? To answer this question, we performed the following study.
3.2 Observational Study of ICU Alarms

This prospective, observational study was carried out to facilitate a better understanding of ICU alarms in a pediatric intensive care unit. Specifically, our goal was to make an accurate assessment of the positive predictive value of different monitoring devices, as well as the common causes for false positive alarms in the ICU.

3.2.1 Materials and Methods

The study consisted of a ten-week monitoring period in the multidisciplinary medical ICU (MICU) of a university-affiliated pediatric teaching hospital. Approximately 120 patients are admitted per month. Children with primary cardiac disease are treated in a separate ICU. During the study period, a single trained observer situated at the bedside recorded all alarm occurrences for devices being tracked within a single bedscape at a time in the ICU. For each alarm, the trained observer recorded annotations, including the time, source, cause, and appropriateness, as validated by the bedside nurse. The trained observer also noted whether an alarm was silenced by medical personnel. Monitors likely to alarm were studied. Alarm annotations were entered by the trained observer directly into a database (Access, Microsoft, Redmond WA) on a computer at the monitored bedside. The same bedside computer was connected to the serial port of the bedside monitor (SpaceLabs Medical, Redmond WA) which captured all available monitored signals on disk in five to ten second intervals.

Annotations for alarms of the following physiological parameters were tracked: heart rate from an electrocardiogram (ECG HR); respiratory rate (RR); mean systemic blood pressure from an arterial line (Art BP); and heart rate and hemoglobin oxygen saturation from each of up to two Nellcor pulse oximeters (PO1 HR, PO1 sat, PO2 HR, PO2 sat) (Nellcor, Hayward, CA). Not every device was in use at all times; the devices that were present during each session were also recorded into the collection program. Threshold limits for each alarm were determined and set by medical personnel without regard that the monitor was being monitored; these limits were recorded as well. Figure 3-1 shows the computer interface that allows recording of these limits along with basic patient information. The interface used for recording event annotations was a slightly earlier version of the interface shown in Chapter 5, Figure 5-1.

Each recorded alarm was classified, at the time of its occurrence, into one of the following three categories, in which the terms ‘relevance’ and ‘irrelevance’ refer to whether or not an alarm was...
Figure 3-1: Computer interface for recording limit settings and basic patient information in the MICU.
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indicative of a patient condition that required prompt medical attention:

1. ‘True Positive, Clinically Relevant’ (TP-R or TPR). TP-R was used to indicate the monitoring device sounded an alarm, the alarm was appropriate given the actual data value as compared to the set threshold value, and the patient’s condition required prompt attention. For example, a patient suddenly develops a dysrhythmia with a heart rate of 200 beats per minute (bpm), the ECG measures 200 bpm, the monitor is set with an upper threshold at 160 bpm, and the monitor sounds an alarm.

2. ‘True Positive, Clinically Irrelevant’ (TP-I or TPI). TP-I was used to indicate the monitor sounded an alarm, the alarm was appropriate given the input data value as compared to the set threshold value, but the patient’s condition had not changed in a way that required additional medical attention. The sounding of the alarm was thus irrelevant. For example, a patient’s systolic blood pressure transiently crosses the set upper threshold during endotracheal suctioning. The alarm accurately reflects the reading, but the patient’s systolic blood pressure requires no medical intervention.

3. ‘False Positive’ (FP). FP was used to indicate that the monitor sounded an alarm, but the alarm was inappropriate given the input data value. For example, a patient has a heart rate of 80 bpm. The ECG electrodes are manipulated. Although the patient’s heart rate stays at 80 bpm throughout this period, an alarm sounds. The alarm was false because the reported value did not reflect the patient condition.

The single trained observer additionally annotated any situations in which an acute patient condition occurred but no alarm was triggered (false negatives, FN), or time periods of appropriate monitor silence when no alarms were expected (true negatives, TN). The latter was carried out by having the trained observer, during alarm-free moments, record a start time for a potential true negative period; if no alarms had sounded after 10 to 15 minutes had elapsed, then the trained observer recorded an end time and marked the period as a true negative. In the case that an alarm did sound during the observation period, the potential true negative annotation was discarded, while the interrupting alarm occurrence was recorded.

In a separate, retrospective classification, all alarms were categorized where possible as either ‘patient intervention’ alarms or ‘non-patient intervention’ alarms. ‘Patient intervention’ alarms refer to those alarms clearly associated with the administration by a care giver of some treatment or diagnostic test, such as endotracheal tube suctioning. ‘Non-patient intervention’ alarms, on the other hand, refer to those alarms clearly not associated with such interactions. Alarms which did not
Table 3.1: Tracked signals: type and duration of monitoring.

<table>
<thead>
<tr>
<th>type of signal</th>
<th>monitored time (mins)</th>
<th>monitored time (hrs)</th>
<th>% of total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG HR</td>
<td>17877</td>
<td>298</td>
<td>100%</td>
</tr>
<tr>
<td>Art BP</td>
<td>14530</td>
<td>242</td>
<td>81%</td>
</tr>
<tr>
<td>PO1 HR</td>
<td>13583</td>
<td>226</td>
<td>76%</td>
</tr>
<tr>
<td>PO1 sat</td>
<td>16932</td>
<td>282</td>
<td>95%</td>
</tr>
<tr>
<td>PO2 HR</td>
<td>1489</td>
<td>25</td>
<td>8%</td>
</tr>
<tr>
<td>PO2 sat</td>
<td>1489</td>
<td>25</td>
<td>8%</td>
</tr>
<tr>
<td>RR</td>
<td>6011</td>
<td>100</td>
<td>34%</td>
</tr>
</tbody>
</table>

fall obviously into one of these two categories were labeled as ‘difficult to classify.’ An example of a difficult-to-classify alarm is one that occurs because a probe falls off of a patient whose movements may or may not have been caused by the presence of a care giver intending to administer some treatment.

3.2.2 Results

A total of 2942 alarms were recorded during 298 hours of monitoring. All monitoring was performed on weekdays from approximately 9:00 am to 5:30 pm, with approximately equal representation of any hour in between. Table 3.1 lists the individual lengths of time for which each tracked parameter was followed.

The largest contributor of the 2942 total alarms was the oxygen saturation signal from the primary pulse oximeter (PO1 sat), which accounted for 43% of all recorded alarms. Since not all devices were tracked for an equal number of hours, alarm occurrences were normalized to frequency of alarms per 100 hours of device monitoring. The normalized occurrence rate for the oxygen saturation signal is 32%, which means that PO1 sat was still the most frequently alarming device of those tracked. Table 3.2 lists the breakdown of the 2942 alarms by signal type, along with the relative percentages of occurrence, the count of alarms per 100 hours, and the corresponding normalized percentages of occurrence. Of the 2942 total alarms observed during the study, 86% were false positives, while an additional 6% were classified as clinically irrelevant true alarms. Only 8% of all alarms tracked during the study period were determined to be true alarms with clinical significance. Nearly all monitored signals had false positive alarm rates exceeding 90%; the two exceptions were the respiratory rate signal, which had a false positive rate of 75%, and the arterial
Table 3.2: Frequencies of occurrence for different alarm types.

<table>
<thead>
<tr>
<th>type of signal</th>
<th>count of alarms</th>
<th>% of total monitored alarms</th>
<th>count per 100 hours</th>
<th>normalized % of occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG HR</td>
<td>464</td>
<td>16%</td>
<td>156</td>
<td>11%</td>
</tr>
<tr>
<td>Art BP</td>
<td>400</td>
<td>14%</td>
<td>165</td>
<td>12%</td>
</tr>
<tr>
<td>PO1 HR</td>
<td>597</td>
<td>20%</td>
<td>264</td>
<td>19%</td>
</tr>
<tr>
<td>PO1 sat</td>
<td>1270</td>
<td>43%</td>
<td>450</td>
<td>32%</td>
</tr>
<tr>
<td>PO2 HR</td>
<td>21</td>
<td>&lt;1%</td>
<td>84</td>
<td>6%</td>
</tr>
<tr>
<td>PO2 sat</td>
<td>32</td>
<td>1%</td>
<td>128</td>
<td>9%</td>
</tr>
<tr>
<td>RR</td>
<td>158</td>
<td>5%</td>
<td>158</td>
<td>11%</td>
</tr>
</tbody>
</table>

Table 3.3: Categorization of all alarms.

<table>
<thead>
<tr>
<th>type of signal</th>
<th>TP-R count</th>
<th>TP-R %</th>
<th>TP-I count</th>
<th>TP-I %</th>
<th>FP count</th>
<th>FP %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG HR</td>
<td>19</td>
<td>4%</td>
<td>15</td>
<td>3%</td>
<td>430</td>
<td>93%</td>
</tr>
<tr>
<td>Art BP</td>
<td>151</td>
<td>38%</td>
<td>69</td>
<td>16%</td>
<td>180</td>
<td>46%</td>
</tr>
<tr>
<td>PO1 HR</td>
<td>1</td>
<td>&lt;1%</td>
<td>0</td>
<td>0%</td>
<td>596</td>
<td>100%</td>
</tr>
<tr>
<td>PO1 sat</td>
<td>61</td>
<td>5%</td>
<td>51</td>
<td>4%</td>
<td>1158</td>
<td>91%</td>
</tr>
<tr>
<td>PO2 HR</td>
<td>0</td>
<td>0%</td>
<td>1</td>
<td>5%</td>
<td>20</td>
<td>95%</td>
</tr>
<tr>
<td>PO2 sat</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>32</td>
<td>100%</td>
</tr>
<tr>
<td>RR</td>
<td>6</td>
<td>4%</td>
<td>33</td>
<td>21%</td>
<td>119</td>
<td>75%</td>
</tr>
<tr>
<td>Totals</td>
<td>238</td>
<td>8%</td>
<td>169</td>
<td>6%</td>
<td>2535</td>
<td>86%</td>
</tr>
</tbody>
</table>

line mean blood pressure signal, which had a false positive rate of 46%. The arterial line mean blood pressure signal also had the highest rate (38%) of clinically significant true positive alarms, while all other monitored signals had clinically significant true positive rates of 5% or lower. Table 3.3 and Figure 3-2 show the breakdown of each alarm type into these three categories: TP-R (true positive, clinically relevant), TP-I (true positive, clinically irrelevant), and FP (false positive).

Of the total 2942 alarms, 536 (18%) were associated with patient interventions, while 2165 (74%) occurred when no such interventions were taking place. The relationships of the remaining 241 alarms (8%) to patient interventions were deemed ambiguous. Table 3.4 shows for each signal type the alarms classified into one of these three categories: ‘patient intervention’ alarms, ‘non-patient intervention’ alarms, and ‘difficult to classify’ alarms. Patient intervention alarms had an overall false positive rate of 82% and an overall clinically significant true positive rate of 2%, while non-patient intervention alarms had an overall false positive rate of 86% and an overall clinically significant true positive rate of 11%. Table 3.5 presents the breakdown of patient intervention alarms...
Figure 3-2: Breakdown of all alarms by type: 86% false positive alarms indicated by solid white (FP), 6% clinically-irrelevant true positive alarms indicated by solid black (TP-I), 8% clinically-relevant true positive alarms indicated by black stripes on white (TP-R).

For each signal type into the TP-R, TP-I, and FP categories, while Table 3.6 similarly shows this information for non-patient intervention alarms.

For each monitored signal, the positive predictive value was determined for both patient intervention alarms and non-patient intervention alarms. The positive predictive value was calculated by dividing the number of true positives by the number of all positives for each alarm type:

\[ PPV = \frac{TP-R + TP-I}{TP-R + TP-I + FP} = \frac{\text{number of true positives}}{\text{number of all positives}} \]

\[ \text{clinically-relevant PPV} = \frac{TP-R}{TP-R + TP-I + FP} = \frac{\text{number of clinically-relevant true positives}}{\text{number of all positives}} \]

The ‘clinically relevant positive predictive value’ was also calculated for each alarm type. This
### Table 3.4: Alarms classified by relationship to patient interventions.

<table>
<thead>
<tr>
<th>type of signal</th>
<th>count of total alarms</th>
<th>number of patient intervention alarms</th>
<th>number of non-patient intervention alarms</th>
<th>number of difficult to classify alarms</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG HR</td>
<td>464</td>
<td>132</td>
<td>328</td>
<td>4</td>
</tr>
<tr>
<td>Art BP</td>
<td>400</td>
<td>189</td>
<td>211</td>
<td>0</td>
</tr>
<tr>
<td>PO1 HR</td>
<td>597</td>
<td>49</td>
<td>451</td>
<td>97</td>
</tr>
<tr>
<td>PO1 sat</td>
<td>1270</td>
<td>92</td>
<td>1073</td>
<td>105</td>
</tr>
<tr>
<td>PO2 HR</td>
<td>21</td>
<td>4</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>PO2 sat</td>
<td>32</td>
<td>5</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>RR</td>
<td>158</td>
<td>65</td>
<td>78</td>
<td>15</td>
</tr>
<tr>
<td>Totals</td>
<td>2942</td>
<td>536 (18%)</td>
<td>2165 (74%)</td>
<td>241 (8%)</td>
</tr>
</tbody>
</table>

### Table 3.5: Categorization of patient intervention alarms.

<table>
<thead>
<tr>
<th>type of signal</th>
<th>TP-R count</th>
<th>TP-R %</th>
<th>TP-I count</th>
<th>TP-I %</th>
<th>FP count</th>
<th>FP %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG HR</td>
<td>0</td>
<td>0%</td>
<td>8</td>
<td>6%</td>
<td>124</td>
<td>94%</td>
</tr>
<tr>
<td>Art BP</td>
<td>8</td>
<td>4%</td>
<td>50</td>
<td>26%</td>
<td>131</td>
<td>69%</td>
</tr>
<tr>
<td>PO1 HR</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>49</td>
<td>100%</td>
</tr>
<tr>
<td>PO1 sat</td>
<td>1</td>
<td>1%</td>
<td>15</td>
<td>16%</td>
<td>77</td>
<td>83%</td>
</tr>
<tr>
<td>PO2 HR</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>4</td>
<td>100%</td>
</tr>
<tr>
<td>PO2 sat</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>5</td>
<td>100%</td>
</tr>
<tr>
<td>RR</td>
<td>0</td>
<td>0%</td>
<td>15</td>
<td>23%</td>
<td>50</td>
<td>77%</td>
</tr>
<tr>
<td>Totals</td>
<td>9</td>
<td>2%</td>
<td>88</td>
<td>16%</td>
<td>440</td>
<td>82%</td>
</tr>
</tbody>
</table>
value groups the clinically-irrelevant alarms with the false alarms rather than with the true alarms since TP-I alarms, although true, are nevertheless irrelevant as far as the patient’s condition is concerned and thus do not contribute to an alarm’s useful predictive value. Tables 3.7 and 3.8 display these calculated predictive values for patient intervention and non-patient intervention alarms, respectively. All of the monitored signals during patient interventions have clinically relevant positive predictive values of less than 5%. For periods not associated with patient interventions, all but one of the monitored signals have clinically relevant positive predictive values of less than 9%; the exception is the mean arterial blood pressure signal, with a clinically-relevant positive predictive value of 68%.

The causes of the observed false positive alarms have been grouped into ten categories, with
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Table 3.8: Positive predictive values of non-patient intervention alarms.

<table>
<thead>
<tr>
<th>type of signal</th>
<th>positive predictive value</th>
<th>clinically relevant positive predictive value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG HR</td>
<td>8%</td>
<td>6%</td>
</tr>
<tr>
<td>Art BP</td>
<td>74%</td>
<td>68%</td>
</tr>
<tr>
<td>PO1 HR</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>PO1 sat</td>
<td>9%</td>
<td>6%</td>
</tr>
<tr>
<td>PO2 HR</td>
<td>14%</td>
<td>0%</td>
</tr>
<tr>
<td>PO2 sat</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>RR</td>
<td>26%</td>
<td>8%</td>
</tr>
<tr>
<td>Overall</td>
<td>14%</td>
<td>11%</td>
</tr>
</tbody>
</table>

Table 3.9: Common causes of all observed false positive alarms.

<table>
<thead>
<tr>
<th>cause of false positive alarm</th>
<th>Count</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>PO bad format/connection</td>
<td>1136</td>
<td>45%</td>
</tr>
<tr>
<td>PO poor contact</td>
<td>493</td>
<td>19%</td>
</tr>
<tr>
<td>ECG wire movement</td>
<td>264</td>
<td>10%</td>
</tr>
<tr>
<td>Motion artifact</td>
<td>201</td>
<td>8%</td>
</tr>
<tr>
<td>Art line clamp/flush</td>
<td>118</td>
<td>5%</td>
</tr>
<tr>
<td>Probe disconnect</td>
<td>61</td>
<td>2%</td>
</tr>
<tr>
<td>Unannotated</td>
<td>41</td>
<td>2%</td>
</tr>
<tr>
<td>Ventilator disconnect</td>
<td>27</td>
<td>1%</td>
</tr>
<tr>
<td>Equipment malfunction</td>
<td>25</td>
<td>1%</td>
</tr>
<tr>
<td>(Other causes)</td>
<td>169</td>
<td>7%</td>
</tr>
</tbody>
</table>

almost half of the total 2535 false alarms due to ‘bad data format/bad connection’ of the pulse oximeter. Motion artifact includes patient movement as well as movement of wires or tubes, for example, by medical personnel. The ‘unannotated’ group refers to those alarms which were recorded by the trained observer but which were not able to be immediately verified by a study-participating nurse. Only 2% of all false alarms in the study could not be verified. Table 3.9 lists in descending frequency of occurrence the common causes of all false positive alarms that were recorded in the pediatric ICU.

After 298 hours of monitoring, a total of 362 true negative periods, each lasting from 10 to 15 minutes, were recorded. The total amount of time recorded as true negative periods amounted to 5224 minutes, or 87 hours. Not a single false negative entry was recorded by the trained observer.
Table 3.10: Commonly recorded reasons for alarm silencing.

<table>
<thead>
<tr>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nurse drawing blood gas</td>
</tr>
<tr>
<td>Nurse suctioning</td>
</tr>
<tr>
<td>Patient moving</td>
</tr>
<tr>
<td>Respiratory signal not picking up</td>
</tr>
<tr>
<td>Probe off of patient</td>
</tr>
<tr>
<td>Doctor examining patient</td>
</tr>
<tr>
<td>Dialysis circuit being changed</td>
</tr>
<tr>
<td>Nurse recalibrating machine</td>
</tr>
<tr>
<td>Patient being extubated</td>
</tr>
<tr>
<td>Leads being disconnected</td>
</tr>
<tr>
<td>Leads being reconnected</td>
</tr>
<tr>
<td>Medications being changed</td>
</tr>
<tr>
<td>Respirator being changed</td>
</tr>
<tr>
<td>Arterial line being moved</td>
</tr>
<tr>
<td>Cables being changed</td>
</tr>
<tr>
<td>Other procedure being performed</td>
</tr>
</tbody>
</table>

During the study period, 325 alarms were noted as being silenced. Of these, 304 entries corresponded to alarms silenced for a short enough duration of time that both the start and the end time of the silencing was recorded. The sum of the known durations was 1173 minutes, or 20 hours. For the remaining 21 silencing episodes, the duration was for an “indefinite” period of time (each episode lasting longer than several minutes). The lower bound on the percentage of total monitoring time for which the tracked signals had their alarms silenced is thus: 1173 min/17877 min = 7%. The commonly recorded reasons for an alarm being silenced are listed in approximately descending order of frequency in Table 3.10. Procedures such as drawing blood gases and suctioning, followed by the category of patient movement, were found to be the most common reasons for alarms being silenced. These three reasons accounted for slightly over half of all alarm silencing occurrences.

3.2.3 Discussion of Study Results

The purpose of this study was to prospectively assess the effectiveness of ICU alarms in alerting medical personnel to clinically significant changes in patient condition. In brief, false alarm rates were found to be extraordinarily high and positive predictive values were found to be extraordinarily low.

This study classified all alarms into three categories for the purpose of better understanding the role each type plays in the ICU. Weese-Mayer and Silvestri stress the importance of such a
classification for alarms [217]. Our results extend the findings of other studies: Koski et al. found 10.6% of alarms to be significant [109], and Lawless found 5.5% of alarms to be significant [118]. In addition, this study found that alarms not associated with any patient intervention occur more than four times as often as those associated with interventions, at least during the 9:00 am to 3:30 pm period on weekdays. False positive rates are very similar for patient intervention alarms (82%) versus non-patient intervention alarms (86%), whereas most true alarms associated with interventions are clinically irrelevant, but most true alarms not associated with interventions are clinically significant. This observation about true alarms seems reasonable since true alarms caused by administration of some treatment by a care giver are more likely to be clinically insignificant. Interestingly, though, false positive rates are approximately equal in both situations; the implication is that monitors unfortunately do not better alert medical personnel, when they are not attending to the patient, of situations requiring attention. Indeed, overall positive predictive values were found to be equally low (in the teens) for both patient intervention and non-patient intervention alarms.

This study found that 45% of all observed false positive alarms were due to bad data format or bad connection of the pulse oximeter. This particular problem may have been due to either a hardware or software incompatibility between the pulse oximeter (Nellcor) and bedside monitor (SpaceLabs), emphasizing the importance of ascertaining that ICU equipment is functional, updated, and compatible with other devices. It is interesting to note that even if this particular problem had been eliminated before the study period, the overall false positive rate for monitored ICU alarms would only decrease by 9% from 86% (2535/2942) to 77% (1399/1806), and the leading cause of observed false positive alarms would still be due to the pulse oximeter since ‘PO poor contact’ would comprise 35% (493/1399) of these. In fact, to explore this further, another 32 hours of annotations were collected by the same trained observer several months after the 10 weeks of data collection had ended and after the apparent equipment incompatibility had been resolved. Not a single ‘bad data format/bad connection’ was observed during these subsequent 32 hours of monitoring and 262 recorded alarms, yet the overall false positive alarm rate was strikingly 86% (225/262) and the pulse oximeter (‘PO poor contact’) accounted for 48% (107/225) of all observed false positive alarms.

This study has both extended the findings of others and presented new findings, yet some differences do exist between the results of the current investigation and of others: O’Carroll found 75% of alarms from the ECG monitor to be false alarms [150], whereas the false positive rate for the ECG monitor in the present study was 93%. Koski et al. found heart rate alarms to be more reliable than the other parameters monitored (arterial, pulmonary, and venous pressures) [109], whereas in
this study, ECG heart rate alarms were only better than the pulse oximeter heart rate alarms and otherwise worse than all other monitored signals. Koski et al. also found the alarms monitored in the intensive care unit to have true positive rates ranging from 5% to 19% [109]. The overall true positive rates determined in the current study ranged from 0% to 54%. Because all alarms for the tracked bedspace were recorded and only 2% of these were ‘unannotated,’ the results of the current study are believed to be accurate. Despite such differences, the various studies performed on ICU alarms agree when it comes to concluding that present threshold alarms are oversensitive to false alarms and that there are several problems related to having high false positive alarm rates.

3.3 Discussion of ICU Alarms

An overview of some of the problems with ICU alarms and suggestions for how to remedy some of these is given by Meredith [131]. In practice, wider limits are often used to decrease the frequency of false alarms at the price of not detecting adverse events as quickly. High false positive rates also lead medical personnel to disable these alarm systems [129]. Some find alarms to be annoying and distracting [180] or feel that the false positive alarm rate is too high for the procedure at hand [129] and thus silence the alarms. In our ICU alarm study, it was difficult to determine accurately the amount of time for which alarms were silenced since alarm silencing for ‘indefinite’ periods of time were difficult to capture. McIntyre asked anesthetists whether they had “ever deactivated an alarm” and found the response to be “Yes” 58% of the time (460/789) [129]. This finding, however, also does not help to determine the length of monitoring time for which alarms become silenced. Chui and Gin describe a potential hazard of the existing alarm system for anesthesia: allowance of the audible warning alarm to sound continuously actually disables the sounding of other alarms [34].

Monttahan et al. found that auditory alarms in critical care areas are poorly designed [140]. For example, when alarm soundings are similar or identical, already overburdened medical personnel are easily confused. Moreover, Finley and Cohen [60], as well as Kerr [103], found there to be a “poor match between the importance of the alarm and how urgent it sounds.” A specific example of this issue from our ICU alarm study involves the ECG heart rate alarm and the arterial line blood pressure alarm during periods not associated with patient interventions: why do alarms with a positive predictive value of 8% (ECG HR) have the same auditory sound, and thus the same perceived urgency, as those with a positive predictive value of 74% (Art BP)? Westenskow et al. found that intelligent alarms can reduce the response time needed by anesthesiologists to detect and
correct faults [221], while McIntyre and Nelson suggest the use of automated human voice messages instead of existing alarm sounds [128].

Not surprisingly, noise-induced stress has been found to be a predictor of burnout in critical care nurses [204]. Moreover, the top two out of twelve noises ranked most stressful for nurses were “continuous beeping of patient monitoring devices” and “alarms on equipment” [204]. Effects of noise-induced stress cited include: deficiencies in sustained attention, rapid detection, multiple signal tasks, and incidental memory; decreased altruistic behavior and sensitivity to others; negative affect and interpersonal behavior; and more extreme and premature judgments. Monitor alarms may also be stressful for patients [136].

With so many shortcomings of current ICU alarms, what can be done? The situation cries out for the development of an ‘intelligent’ monitoring system that not only provides more accurate alerts to care givers, but also has the potential to provide more fine-tuned therapy changes to patients. For example, a child with difficulty breathing may show an increase in heart rate along with decreases in respiratory rate and arterial oxygen saturation ($S_pO_2$), while a child whose pulse oximeter sensor has fallen off the finger may show a steady heart rate and respiratory rate but a sudden drop in arterial oxygen saturation. A third child may simply have rolled over in his bed, causing no change in heart rate or respiratory rate, but causing an artifactual oxygen saturation reading below the lower threshold alarm limit. Current ICU monitors would sound the same alarm in all of the described cases, thus giving no indication of relative urgency or appropriateness. An intelligent monitor, on the other hand, by recognizing such patterns of changes across multiple physiological signals, could tailor its course of action appropriately: In the first case, the intelligent monitor could set off an urgent alarm and, if the child is being mechanically ventilated, could also make adjustments in ventilator settings such as increasing $F_iO_2$ (fractional inspired oxygen) and/or PEEP (positive end expiratory pressure). In the second scenario, the intelligent monitor could set off a less urgent alert to indicate that the child appears to be stable but that the oximeter probe has become disconnected. And finally, in the last scenario, the intelligent monitor could recognize that the transient signal change is due to motion artifact and thus no alarm should be given.

While this description of how an intelligent monitor might work is rather straightforward, the development of the ‘intelligence’ is less so. The following two chapters explore the application of the TrendFinder paradigm to the ICU monitoring domain. The goal is to develop machine-learned multi-signal algorithms that have potential for improving patient monitoring and alarms in the ICU.

The approach is to correlate patterns of physiological signals with clinical events through the
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application in novel ways of traditional machine learning techniques to time-series clinical data. The primary data signals to be analyzed include pulse oximeter arterial oxygen saturation, electrocardiogram (ECG) heart rate, respiratory rate, and arterial line systolic, diastolic, and mean blood pressures from a multidisciplinary medical ICU; and ECG heart rate, mean blood pressure, and partial pressures of oxygen and of carbon dioxide from a neonatal ICU. These signals are notoriously in need of improvement [62, 104, 206] as well as typically available. Moreover, clinicians usually assess a patient’s state by observing heart rate and systemic arterial blood pressure signals [111]. By gleaning knowledge of the physiologic changes in a patient that are associated with particular clinical events, data-assisted development of multi-signal prediction algorithms could serve as a source of intelligence for improved monitors of the future.
Chapter 4

TrendFinder to Detect Artifacts in the Neonatal ICU

4.1 Overview

In the previous chapter, we have seen that the high incidence of false alarms in the intensive care unit necessitates the development of improved alarming techniques. This chapter describes efforts aimed at detecting artifact patterns across multiple physiologic data signals from a neonatal ICU (NICU) using the TrendFinder paradigm for event discovery. Approximately 324 hours of bedside data were analyzed. Artifacts in the data streams were visually located and annotated retrospectively by an experienced clinician. Derived values were calculated for successively overlapping time intervals of raw values, and then used as feature attributes for the induction of models trying to classify ‘artifact’ versus ‘non-artifact’ cases. The results are very promising, indicating that integration of multiple signals by applying a classification system to sets of values derived from physiologic data streams may be a viable approach to detecting artifacts in neonatal ICU data.

The remainder of this chapter presents first the methodology and then the results for each set of experiments, including final models and relevant performance metrics. The chapter concludes with a discussion of interesting issues in the area of pattern learning from time-series data and limitations of the work.
4.2 Methods

4.2.1 Event Identification

The event of interest chosen for pattern detection in this set of experiments is signal artifact in monitored signals in the neonatal ICU. To be more precise, four types of artifacts are considered separately within this general category. These correspond to artifacts in each of the four types of signals being monitored: electrocardiogram (ECG) heart rate (HR), arterial line mean blood pressure (BP), partial pressure of carbon dioxide (CO$_2$), and partial pressure of oxygen (O$_2$).

4.2.2 Data Collection and Annotation

Data from bedside monitors in the neonatal ICU at Simpson Memorial Maternity Pavilion in Edinburgh, Scotland were collected during 1995 and 1996. Signals analyzed include ECG heart rate, measured in beats per minute; mean blood pressure from an indwelling arterial line, measured in millimeters of mercury; partial pressure of carbon dioxide, collected transcutaneously and measured in kilopascals; and partial pressure of oxygen, also collected transcutaneously and measured in kilopascals. A sample tracing showing three of the signals (heart rate, partial pressure of carbon dioxide, and mean blood pressure) is depicted in Figure 4-1.

Two different sets of data were used for the experiments: Set A consisted of approximately 200 hours of data values occurring at a frequency of one value per minute (1-minute granularity), while Set B consisted of approximately 74 hours of data values occurring at a frequency of one per second (1-second granularity). To produce Set A, approximately three hours of data were first recorded for each of 123 patients. Monitored data not having all four data signals present were not included in further analysis, leaving available for use approximately 200 hours of four-signal data from more than 100 patients. Set B was derived from two different patients, consisting of approximately 24 hours from one patient and 50 hours from a different patient. These data were unrelated to the data used in Set A.

Raw data values were available from bedside monitors at a frequency of one value per second. One-second granularity data, therefore, simply recorded all values coming from the monitors. To collect one-minute granularity data, on the other hand, the arithmetic mean value was calculated for each 60 raw values, for any given signal. Only this mean value was then recorded for that minute's worth of bedside monitoring of that signal.

Artifact occurrences in each of the data streams from both sets of data were visually located and
annotated retrospectively by an experienced clinician\footnote{Neil McIntosh} working constantly with the data collection system in a NICU environment. Artifact annotation consisted of marking the relevant portions of a data stream on a visual system\cite{86}; these markings translated into association of asterisks with those regions deemed to be artifact, one asterisk per signal measurement. A sample of the text data for annotated mean blood pressure values of 1-minute granularity is shown in Figure 4-2; asterisks correspond to the annotations of artifact.

4.2.3 Data Preprocessing

**Single-Phase Experiments**

We performed experiments to learn both ‘single-phase’ and ‘multi-phase’ patterns. In this section, we discuss several issues relevant to both, though specific details refer to the single-phase studies.

**Attribute Derivation** Data preprocessing included a ‘flattening’ (abstraction) of the raw temporal data streams into time series features; this consisted of calculating (for each of the four signals) eight quantities that were thought to be potentially clinically useful for ICU event detection. These included moving mean (‘avg’), median (‘med’), maximum value (‘high’), minimum value (‘low’), range (‘range’), standard deviation (‘std dev’), linear regression slope (‘slope’), and absolute value of the linear regression slope (‘abs slope’). These eight quantities were calculated for each successively overlapping set of raw values. Moving mean and median were chosen because of their potential usefulness described in earlier work \cite{123,205}, while the remainder of the derived values were chosen based on perceived clinical usefulness. These derived values comprised the inputs that were later given to machine learning systems.

Each derived value was calculated over a specified time ‘window.’ For example, a five-minute window would calculate the moving mean for each sequentially overlapping five values. Initially, only data Set A was available. At that time, the number of raw values with which to derive feature attributes had been chosen arbitrarily to be three, five, and ten values (abbreviated as ‘3-5-10’). That corresponded to time intervals of three minutes, five minutes, and ten minutes, respectively, given the 1-minute granularity nature of the data. Had data with finer granularity (e.g., seconds) been available initially, time windows on the order of seconds would have been preferred due to the presumed fleeting nature of artifacts in ICU data. In all experiments on detecting artifacts in
Figure 4-1: Sample tracing from the neonatal ICU.
neonatal ICU data, the approach taken to time interval selection is the general approach of using only vague understanding of the domain to choose the time intervals. An example of a more principled approach to time interval selection is presented in Chapter 5.

Four variations of time intervals were employed on the data from Set B. Each experiment, for both Sets A and B, consisted of feature vectors consisting of attributes derived from each of three different time intervals. This was felt to give some flexibility in searching for useful time intervals, while keeping the number of feature attributes to a computationally reasonable one. Two of the variations were chosen to allow study of data granularity issues. First, in ‘Experiment 1’, the numbers of raw values with which to calculate feature attributes were chosen to be 180, 300, and 600 (‘180-300-600’), equal to three, five, and ten minutes, such that with 1-second granularity data, the identical quantities (in terms of time interval length) would be calculated. The eight derived features, calculated for each of three time intervals and for each of the four signals, resulted in multi-signal feature vectors of size 96. These feature vectors comprised the inputs to machine learning programs which then learned how to classify artifacts on one of those signals. In addition, the 180-300-600 choice allows the 1-minute artifact detection models (developed on data from Set A)
to be directly compared to artifact detection models developed from the 1-second data (Set B). Furthermore, the Set B data could be used as a different test set than the Set A test set to evaluate model robustness of the 1-minute models.

In 'Experiment 2,' the numbers of raw values with which to calculate the feature attributes were chosen to be three, five, and ten values ('3-5-10'), corresponding to three second, five second, and ten second intervals. This was chosen such that the same numbers of raw values were used as in the 1-minute experiments, though of course the amount of actual time represented by each interval is much shorter (one sixtieth). Feature vectors derived for three, five, and ten seconds were not used to develop classification models; these were only for testing of how the 3-5-10 1-minute models would perform when run on 3-5-10 1-second data.

The other two variations of time intervals allowed experimentation with ‘class labeling’ techniques (to be discussed in more detail in Section 4.2.3). These experiments used only 24 hours of data from Set B (because they were performed before the additional 50 hours of 1-second granularity data became available). The time intervals used were five seconds, 15 seconds, and 60 seconds ('5-15-60'); and two seconds, three seconds, and five seconds ('2-3-5'). These sets of values were chosen with the knowledge that artifacts tend to occur very briefly, on the order of seconds. The actual numbers were otherwise chosen arbitrarily.

In any given experiment, the eight mathematically-derived features, calculated for each of the three time intervals and for each of the four signals, resulted in multi-signal feature vectors of size 96 (8 x 3 x 4). These feature vectors comprise the inputs to machine learning programs, which then try to learn how to classify artifacts on one of those signals. (Again, in the case of the 3-5-10 1-second data granularity experiment, Experiment 2, these feature vectors were only to be run through already-developed models.)

**Class Labeling** Preprocessing also included assignment of class labels ('artifact', 'non-artifact', or 'transition') to each set of derived values. Class labels were given to each of the four data signals so that learning could in turn be focused upon artifacts in each type of data signal. A class label was assigned based upon the corresponding annotations of the raw data values comprising the smallest time interval being labeled. As described previously, any signal measurement that was considered to be artifact was marked by one asterisk; collectively, the presence or absence of these asterisks comprised the annotations. For example, for a time interval of five minutes, between zero and five asterisks, inclusive, may be associated with those five time points. The average number of asterisks
per number of time interval minutes was then calculated to give the ‘artifact average.’

Two types of class labeling experiments were studied. One explores ‘strictness’ of class labeling, while the other explores ‘location’ of class labeling. These notions were introduced in Chapter 2. Only data from Set B (the 1-second granularity data) were used for specifically studying these class labeling issues. Set A data, of course, were also labeled.

**Location of class labeling** The two variations of class labeling location studied include ‘front-labeling’ and ‘end-labeling,’ as described previously in Section 2.3.2. To review, in front-labeling, the time interval from which the feature vector’s label is determined occurs at the ‘front’ of a stream of data. Longer time intervals thus consist of the raw values from the entire shortest time interval plus however many more raw values are needed that follow the shortest time interval. In contrast, ‘end-labeling’ places the shortest time interval at the ‘end’ of the longest time interval. These labeling methods were depicted in Figure 2-5. In these experiments, models—one using front-labeling and one using end-labeling—are derived for each of the four signals. This is done for both 2-3-5 preprocessed feature vectors, as well as 5-15-60 feature vectors.

**Strictness of class labeling** In the experiments for exploring class labeling strictness, four schemes were compared. In each of these, the thresholds for labeling ‘artifact’ versus ‘non-artifact’ were varied. Method 1 uses the most ‘strict’ criteria for ‘artifact’ and ‘non-artifact’ class inclusion. In this method, only feature vectors with artifact average exactly equal to one are labeled ‘artifact,’ while only feature vectors with artifact average exactly equal to zero are labeled ‘non-artifact.’ (This is the scheme that is used for the 1-minute model for heart rate.) Method 2 uses ‘less strict’ criteria for class inclusion: feature vectors with artifact average value greater than 0.8 are labeled artifact, while feature vectors with artifact average less than 0.2 are labeled non-artifact. Method 3 uses an even less strict labeling technique: feature vectors with artifact average greater than 0.5 are labeled artifact, while those with artifact average less than or equal to 0.5 are labeled non-artifact. (This is the scheme that is used for the 1-minute models for blood pressure, carbon dioxide, and oxygen artifact detection models.) Method 4 represents the least strict, or perhaps most difficult, labeling method: all feature vectors with artifact average greater than zero are labeled artifact, while only those feature vectors with artifact average exactly equal to zero are labeled non-artifact. This method is perceived to be most difficult because even those feature vectors which span only one raw value associated with an asterisk will become labeled artifact class. In these class labeling strictness experiments, models are derived from 5-15-60 feature vectors.
For the 1-minute Set A experiments, two different strictness labeling schemes were used, as mentioned. For the blood pressure, carbon dioxide, and oxygen signals, all cases with artifact average greater than 0.5 were labeled artifact, while all cases with artifact average less than or equal to 0.5 were labeled non-artifact. No cases were labeled transition for these three signals. For the heart rate signal, cases with artifact average equal to 1.0 were labeled artifact, cases with artifact average equal to 0 were labeled non-artifact, and all other cases were labeled transition. For all four signals, only artifact and non-artifact cases were subsequently used for model development. All Set A experiments used front-labeling.

Multi-Phase Experiments
Preprocessing for multi-phase experiments is very similar to that for single-phase experiments, except that the target feature attributes to be calculated are not necessarily the same ones, and there is added flexibility in class labeling. These issues are discussed in the following paragraphs.

Attribute Derivation For these experiments, we chose to implement a method for discovering two-phase patterns that could be indicative of signal artifact. The feature attributes we chose to derive are the slope of the first phase and the slope of the second phase, over three possible time intervals for each phase. That is, we calculated linear regression slopes for non-overlapping adjoining regions for each feature vector. This is illustrated in Figure 4-3. We also determined several possible two-phase, or ‘biphase,’ patterns based on the calculated slopes (as was shown in Figure 2-2). These were given as categorical (symbolic) data to only the c4.5 decision tree classifier system; they were not used as input data for the neural network system or for LNKnet’s decision tree classifier. While there could be a maximum of nine possible two-phase patterns based upon our calculated slopes, we chose only to determine a subset of those biphase patterns. Specifically, we determined the biphase patterns for the combinations in which the first phase and the second phase are of the same time interval. This resulted in three possible biphase patterns for each physiological signal type. The other previously used single-phase feature attributes—maximum, minimum, range, average, median, standard deviation, and absolute value of linear regression slope—were not used as inputs for these experiments to essentially force learning to use the slope data. The time intervals chosen for this set of experiments were three, five, and 30 seconds (3-5-30).
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Figure 4-3: Derivation of feature attribute slopes for multi-phase experiments. For example, the first slope of the first phase ('phase 1 slope 1') is calculated from the three raw data values indicated by the dark bar underneath them.
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Figure 4-4: Class labeling for multi-phase experiments.

Class Labeling Class labeling for multi-phase pattern learning gives the additional flexibility of specifying from which phase, part of a phase, phases, or parts of phases one wishes to derive the class label. We have chosen, for this set of experiments, to use the label derived from the shortest time interval of the second phase. This corresponds to looking at the qualities of what is going on before the class of interest (during phase one), and then at the class of interest (during phase two). The region from which the class label is derived for our experiments is depicted in Figure 4-4.

Data Partitioning

Set B data that have been preprocessed as described were then split randomly into a training, evaluation, and test set. The training set consisted of 70% of the processed data, while the remaining 30% was further divided into evaluation and test sets. The test set consisted of 70% of the remaining data (21% of the total processed data), while the evaluation set consisted of the other 30% of the
remaining data (9% of the total). Again, the evaluation set enables experimentation with model development while avoiding the potential problem of fitting a model to the actual test data. Once experimentation with the training data and evaluation data are completed and a final model is chosen, the test set can then be used to determine model performance.

Data partitioning for Set A was as follows: Set A data were first randomly split into three groups of patients, with roughly the same 70%, 21%, 9% proportions as previously described for training, test, and evaluation sets, respectively. Data for each group of patients were then preprocessed as described.

4.2.4 Model Derivation

Single-Phase Experiments

Comparison of Classifiers The Set A (1-minute) training data were first given to c4.5, a decision tree induction system [166] (described in Section 2.4.3). Decision trees were chosen for this step for both the understandability of their models (e.g., which attributes are important and in what manner) and for their ability to select from amongst a (potentially very large) set of candidate attributes a (potentially much smaller) subset of attributes believed sufficient to classify new cases. Of the 96 derived feature attributes, the decision tree system found those that best divide the remaining data at each level into homogeneous groups of classes according to class label. Systematic experiments in altering tree induction were tried at this step. Two major factors were experimented with: tree-building and tree-pruning. For tree-building, the minimum number of cases, ‘m’, required in the outcome branches of a candidate test (in order for that test to become additional structure in the tree) was systematically increased until model performance on the evaluation set either improved and then worsened, or just worsened. For tree-pruning, the ‘confidence’ level, ‘c’, of pruning was systematically increased until model performance on the evaluation set either improved and then worsened, or just worsened. Improvement was seen as either a decrease in total number of errors on the evaluation set, or a decrease in the size of the tree with little or no increase in the number of errors on the evaluation set. For each level of tree-building tried, tree-pruning was experimented with as described above. Those decision trees with a combination of best performance on the evaluation set and smallest structure were chosen as the final decision tree models (one each for detecting artifact in HR, BP, CO₂, and O₂). For candidate trees with similar performance, the tree that appeared more ‘clinically reasonable’ was chosen.
The next step in comparing models for detection of artifacts was the development of logistic regression models, again, one for each of the four monitored signals. Each LR model was designed to include exactly those attributes which were present in each final decision tree model. The reason for this approach was twofold. First, decision trees by nature can only divide a multi-dimensional space with plane-parallel boundaries; this may or may not be limiting for describing particular classification domains. LR models do not have this same plane-parallel rigidity. Secondly, previous work in LR has indicated that the difficulty in deriving a good LR model is in choosing which attributes to include or exclude from the model [100]; some have suggested that initially building a decision tree model may be a way of selecting a subset of feature attributes for then building an LR model [208, 219]. In this study, all LR models were built using the JMP statistical package (SAS Institute, Carey, NC) with attributes selected in the decision tree-guided manner described.

Neural network models were also developed for each of the four signals. This was performed using the LNKnet system, described in Section 2.4.2. Numbers of hidden nodes were varied to compare performance of candidate neural networks on the evaluation data set. Best performance on the evaluation set was preferred; in cases of equal performance, a model with fewer hidden nodes was preferred.

To further compare different classification systems, blood pressure artifact detection was chosen for additional model development beyond that already described for all four signals. First, the LNKnet system was used to build a radial basis function classifier. Training, evaluation, and test sets were also given to a colleague at the MIT Center for Biological and Computational Learning, who then used custom-designed software to develop a support vector machine classifier. For the RBF classifier, the numbers of clusters used in the model were varied to compare performance of candidate RBF models. For SVMs, linear, Gaussian, and polynomial kernel functions, with various constant C values (as described in Section 2.4.5), were tried.

**Data Granularity Experiments** Decision tree models, as described in Section 4.2.4, were developed from both 1-minute data (3-5-10) and 1-second data (180-300-600 and 3-5-10) to perform the data granularity experiments.

**Class Labeling Experiments** Class labeling experiments were performed by deriving decision tree models from Set B (1-second) data, preprocessed as 2-3-5 attributes and as 5-15-60 attributes.

---

2 SVM experiments were performed by Ryan Rifkin at the MIT Center for Biological and Computational Learning.
Criteria for choosing a final model were as described in Section 4.2.4.

Multi-Phase Experiments

Both decision tree models and neural network models were created for the multi-phase experiments. In these experiments, LNKeNet was used for development and performance evaluation of both decision trees and neural networks. LNKeNet experiments were given only slopes as input feature attributes to enable fair comparisons with their counterpart neural networks. Criteria for choosing a decision tree model were based on performance of candidate trees on the evaluation set. The parameters varied were whether to stop growth of the tree before all training cases were correctly classified, and how much to prune the tree for use in testing; these are similar to the options available in c4.5. Criteria for choosing a neural network model were based upon the same as previously described for neural networks, that is, varied performance on the evaluation set from varying the number of hidden nodes in candidate networks. The c4.5 tree induction system was additionally used to get a better idea for the patterns detected when using both slopes and phase patterns as feature attributes. These models were meant only for qualitative study.

4.2.5 Performance Evaluation

Performance metrics used for comparing different models include sensitivity, specificity, positive predictive value, accuracy, and area under the ROC curve. Sensitivity was calculated by the number of correct model-labeled artifact cases, divided by the number of gold-standard artifact cases. Specificity was calculated by the number of correct model-labeled non-artifact cases, divided by the number of gold-standard non-artifact cases. Positive predictive value was calculated by the number of correct model-labeled artifacts, divided by the number of all model-labeled artifacts (correct and incorrect). Accuracy was calculated by the number of correct model-labeled sets of derived values (artifact or non-artifact) divided by the total number of sets of derived values evaluated. ROC curves and areas were determined as described in Chapter 2. For each LR model, twelve threshold values (0, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100%) were used for determining whether to label a case as artifact or not; the (sensitivity, one-minus-specificity) pairs were then plotted.

The decision tree and logistic regression models, where appropriate, were implemented as computer programs written in the C language to facilitate performance evaluation (i.e., running the models on the reserved test set).

Decision trees that had been developed on Set A (1-minute data), as described in Section 4.2.4,
were not only run on test data derived from the 1-minute data, but were also run on a completely
different test data set derived from the 1-second data. For all other classifiers, models developed from
1-minute data were run on test sets processed from 1-minute data, and likewise, models developed
from 1-second data were run on test sets processed from 1-second data.

4.3 Results

4.3.1 Data Collection, Annotation, and Preprocessing

Data were collected and annotated in the neonatal ICU at Simpson Memorial Maternity Pavilion
as described in the methodology section. Preprocessing, including feature attribute derivation and
class labeling for both single-phase and multi-phase learning, was also performed as described in the
methodology.

For the 3-5-10 experiments using Set A data (1-minute granularity data), the blood pressure
training data set consisted of 275 cases labeled as BP artifacts and 11,096 cases labeled as non-BP
artifacts. For carbon dioxide, there were 590 CO\textsubscript{2} artifacts and 10,781 non-CO\textsubscript{2} artifacts. The
heart rate training data set consisted of 520 cases labeled as HR artifact and 10,849 cases labeled as
non-HR artifact. For oxygen, there were 176 O\textsubscript{2} artifacts and 11,195 non-O\textsubscript{2} artifacts. The blood
pressure evaluation data set consisted of 43 BP artifacts and 1404 non-BP artifacts. For CO\textsubscript{2}, there
were 68 CO\textsubscript{2} artifacts and 1379 non-CO\textsubscript{2} artifacts. The heart rate evaluation data set consisted of
74 HR artifacts and 1377 non-HR artifacts. For O\textsubscript{2}, there were 20 O\textsubscript{2} artifacts and 1427 non-
O\textsubscript{2} artifacts. The test sets consisted of 78, 183, 130, and 64 artifacts for BP, CO\textsubscript{2}, HR, and O\textsubscript{2},
respectively, and 3341, 3236, 3287, and 3355 non-artifacts for BP, CO\textsubscript{2}, HR, and O\textsubscript{2}, respectively.
These numbers are tabulated in Table 4.1.

The 1-second data of Set B were preprocessed as described in the methodology section. In the
3-5-10 experiments, for the blood pressure signal, there were 157,210 training cases, consisting of
441 BP artifact class cases and 156,769 non-BP artifact class cases. The blood pressure evaluation
set of 20,077 cases contained 50 BP artifact class cases and 20,027 non-BP artifact class cases. The
blood pressure test set consisted of 47,419 cases, comprised of 132 BP artifact class cases and 47,287
non-BP artifact class cases. These numbers are tabulated in Table 4.2, along with the numbers for
the other three data signals.

The numbers of cases of artifact class and non-artifact class vary slightly for different experiments
using Set B data depending on both the time intervals selected for feature derivation and the class
CHAPTER 4. TRENDFINDER TO DETECT ARTIFACTS IN THE NEONATAL ICU

Table 4.1: Breakdown of data cases by class label by each signal type for Set A (3-5-10).

<table>
<thead>
<tr>
<th>Signal</th>
<th>Class label</th>
<th>Training set</th>
<th>Evaluation set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood pressure</td>
<td>non-artifact</td>
<td>11,096</td>
<td>1464</td>
<td>3341</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>275</td>
<td>43</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>11,371</td>
<td>1447</td>
<td>3419</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>non-artifact</td>
<td>10,781</td>
<td>1379</td>
<td>3236</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>590</td>
<td>68</td>
<td>183</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>11,371</td>
<td>1447</td>
<td>3419</td>
</tr>
<tr>
<td>Heart rate</td>
<td>non-artifact</td>
<td>10,849</td>
<td>1377</td>
<td>3287</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>520</td>
<td>74</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>11,369</td>
<td>1451</td>
<td>3417</td>
</tr>
<tr>
<td>Oxygen</td>
<td>non-artifact</td>
<td>11,195</td>
<td>1427</td>
<td>3355</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>176</td>
<td>20</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>11,371</td>
<td>1447</td>
<td>3419</td>
</tr>
</tbody>
</table>

The labeling strictness method used; this is because transition cases are not included in these experiments for the machine learning step. The numbers of cases in each class for 180-300-600 experiments will be similar to the numbers described above for the 1-second 3-5-10 experiment and thus are not presented here. The numbers of cases in each class for 2-3-5 and 5-15-60 are similar to each other but are not similar to the numbers shown in Table 4.2 (3-5-10) because these experiments only used data from 24 hours of Set B. Table 4.3 displays the numbers of cases by class for each data signal artifact type for the 2-3-5 experiment.

4.3.2 Single-Phase Models: Comparison of Classifiers

In this section we present the final single-phase models derived from neonatal ICU data Set A (1-minute granularity) using time intervals of three, five, and 10 minutes. First we present the decision tree models, one for each type of signal artifact. Then we present the logistic regression models for detecting artifacts in each of those four signals. After that, we describe the network structure of the final neural network models for each signal. For the blood pressure artifact detection data, we additionally describe a radial basis function classifier and a support vector machine classifier. Performance of each model on its test set is also described.
Table 4.2: Breakdown of data cases by class label by each signal type for Set B (3-5-10).

<table>
<thead>
<tr>
<th>Signal</th>
<th></th>
<th>Training set</th>
<th>Evaluation set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class label</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>non-artifact</td>
<td>156,769</td>
<td>20,027</td>
<td>47,287</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>artifact</td>
<td>441</td>
<td>50</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>157,210</td>
<td>20,077</td>
<td>47,419</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>non-artifact</td>
<td>153,083</td>
<td>19,557</td>
<td>46,178</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>4,127</td>
<td>520</td>
<td>1,241</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>157,210</td>
<td>20,077</td>
<td>47,419</td>
</tr>
<tr>
<td>Heart rate</td>
<td>non-artifact</td>
<td>153,862</td>
<td>19,656</td>
<td>46,419</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>474</td>
<td>76</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>154,336</td>
<td>19,732</td>
<td>46,558</td>
</tr>
<tr>
<td>Oxygen</td>
<td>non-artifact</td>
<td>151,646</td>
<td>19,362</td>
<td>45,723</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>5,564</td>
<td>715</td>
<td>1,696</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>157,210</td>
<td>20,077</td>
<td>47,419</td>
</tr>
</tbody>
</table>

Table 4.3: Breakdown of data cases by class label by each signal type for subset of Set B containing 24 hours of data (2-3-4).

<table>
<thead>
<tr>
<th>Signal</th>
<th></th>
<th>Training set</th>
<th>Evaluation set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class label</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>non-artifact</td>
<td>60,600</td>
<td>7712</td>
<td>18,303</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>artifact</td>
<td>51</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>60,651</td>
<td>7716</td>
<td>18,313</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>non-artifact</td>
<td>60,625</td>
<td>7714</td>
<td>18,310</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>26</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>60,651</td>
<td>7716</td>
<td>18,313</td>
</tr>
<tr>
<td>Heart rate</td>
<td>non-artifact</td>
<td>60,025</td>
<td>7640</td>
<td>18,119</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>626</td>
<td>76</td>
<td>194</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>60,651</td>
<td>7716</td>
<td>18,313</td>
</tr>
<tr>
<td>Oxygen</td>
<td>non-artifact</td>
<td>60,500</td>
<td>7692</td>
<td>18,261</td>
</tr>
<tr>
<td></td>
<td>artifact</td>
<td>151</td>
<td>24</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>60,651</td>
<td>7716</td>
<td>18,313</td>
</tr>
</tbody>
</table>
bp_med3 <= 4 : 1 (114.0/3.0)
bp_med3 > 4 :
  | bp_range3 <= 7 : 0 (10959.0/72.5)
  | bp_range3 > 7 :
  |   | bp_med10 > 46 : 0 (126.0/23.7)
  |   | bp_med10 <= 46 :
  |   |   | bp_std_dev3 <= 5.51 : 0 (78.0/28.5)
  |   |   | bp_std_dev3 > 5.51 :
  |   |   |   | co2_low10 <= 5.3 : 1 (46.0/10.1)
  |   |   |   | co2_low10 > 5.3 :
  |   |   |   |   | hr_high5 <= 157 : 0 (27.0/12.8)
  |   |   |   |   | hr_high5 > 157 : 1 (21.0/8.2)

Figure 4-5: Blood pressure artifact detection decision tree model from 1-minute data.

Decision Tree Models

The final decision trees selected are shown in Figures 4-5 through 4-8. A final label (a single digit following a colon in the text version of a tree model) of ‘1’ corresponds to ‘artifact,’ while a final label of ‘0’ corresponds to ‘non-artifact.’ Attribute names are a concatenation of the signal type, abbreviated name of the derived value, and time interval length in minutes. For example, ‘ox_std_dev10’ refers to the standard deviation of the partial pressure of oxygen signal calculated on time intervals using 10 values (in this case, equal to 10 minutes), while ‘hr_med3’ refers to the moving median value of heart rate over three-minute time intervals. The numbers in parentheses after a final label indicate first, the number of training cases that reached that leaf and thus were given that label, followed by the number of training cases at that leaf that are not appropriately of that label. For example, in the HR decision tree model, shown in Figure 4-7, the second line is “hr_range5 > 78: 1 (180.0/3.0).” This means that if for a set of derived values the range over five minutes of HR raw values is greater than 78, then this set becomes labeled ‘artifact’ (‘1’); of the cases in the training set, 180.0 cases met this inclusion criteria and thus were labeled artifact. Of these 180.0 cases, 3.0 were actually not artifacts, while the other 177.0 cases were correctly labeled as artifacts. Fractional cases can come about due to pruning of a predecessor tree.

The final decision tree model for BP artifact detection consisted of 13 nodes and six attributes. The final tree was created with c4.5 parameters ‘m’ = 15 and ‘c’ = 5. Of 3419 test cases, it correctly classified 3336 non-artifacts and 45 artifacts. It incorrectly classified five non-artifacts and 33 artifacts. Sensitivity for the BP decision tree model was therefore 57.7%; specificity was 99.9%,
co2_med5 <= 0.7 : 1 (207.0)
co2_med5 > 0.7 :
  | ox_high3 > 14 : 1 (166.0/34.0)
  | ox_high3 <= 14 :
    | co2_range3 <= 0.6 : 0 (10686.0/102.0)
    | co2_range3 > 0.6 :
      | co2_low5 <= 4.5 : 1 (117.0/22.0)
      | co2_low5 > 4.5 :
    | ox_high3 > 14 :
      | co2_slope3 <= 0.5 : 0 (150.0/26.0)
      | co2slope3 > 0.5 : 1 (45.0/17.0)

Figure 4-6: Carbon dioxide artifact detection decision tree model from 1-minute data.

hr_low3 <= 113 :
  | hr_range5 > 78 : 1 (180.0/3.0)
  | hr_range5 <= 78 :
    | hr_low10 <= 30 : 1 (60.0/1.0)
    | hr_low10 > 30 :
      | hr_med5 <= 121 : 0 (145.0/21.0)
      | hr_med5 > 121 :
        | ox_low10 <= 6 : 1 (41.0)
        | ox_low10 > 6 :
          | hr_range3 <= 38 : 0 (30.0/10.0)
          | hr_range3 > 38 : 1 (37.0/8.0)
  | hr_std_dev3 <= 8.14 : 0 (10565.0/66.0)
  | hr_std_dev3 > 8.14 :
    | hr_range3 > 36 : 1 (41.0/6.0)
    | hr_range3 <= 36 :
      | hr_low5 > 129 : 0 (160.0/28.0)
      | hr_low5 <= 129 :
        | ox_low10 <= 4 : 0 (35.0/6.0)
        | ox_low10 > 4 :
          | bp_abs_slope10 <= 0.21 : 1 (38.0/5.0)
          | bp_abs_slope10 > 0.21 : 0 (37.0/15.0)

Figure 4-7: Heart rate artifact detection decision tree model from 1-minute data.
Figure 4-8: Oxygen artifact detection decision tree model from 1-minute data.

positive predictive value was 90.0\%, and overall accuracy was 98.9\%. The area under the ROC curve for the BP decision tree model was calculated as 89.4\%. Figure 4-9 shows this ROC curve. (Recall that sensitivity and specificity are inversely correlated and depend on the threshold at which a model calls a case artifact or not. The sensitivity and specificity values reported here are for the default threshold used by c4.5 during testing, which is approximately 50\%.)

The decision tree model for detecting artifacts in CO\textsubscript{2} contained 11 nodes and five attributes.

The final tree was created with c4.5 parameters ‘m’ = 45 and ‘c’ = 30. The model correctly classified 3209 non-artifacts and 151 artifacts, while incorrectly classifying 27 non-artifacts and 32 artifacts. Sensitivity for the model was calculated to be 82.5\%, while specificity, positive predictive value, and accuracy were calculated to be 99.2\%, 84.8\%, and 98.3\%, respectively. The ROC curve for this model is shown in Figure 4-10; the area under the ROC curve was 93.3\%.

The decision tree for detecting heart rate artifacts consisted of 23 nodes and included nine attributes. The final tree was created with c4.5 parameters ‘m’ = 25 and ‘c’ = 10. On the test set of 3417 cases, it correctly classified 3279 non-artifacts and 151 artifacts, while incorrectly classifying 27 non-artifacts as artifacts. It correctly identified 85 artifacts, while not identifying 45 artifacts. Sensitivity for the HR decision tree model was therefore 65.4\%; specificity was 99.8\%, positive predictive value was 91.4\%, and overall accuracy was 98.5\%. The area under the ROC curve, displayed in Figure 4-11, was 92.8\%.

The final decision tree model for detecting O\textsubscript{2} artifacts contained nine nodes, consisting of three attributes. The final tree was created with c4.5 parameters ‘m’ = 20 and ‘c’ = 20. This model classified all 3355 non-artifacts correctly. Of 64 artifacts, it correctly classified 56, missing eight. Sensitivity for this model was 87.5\%. Both specificity and positive predictive value were 100\%, while accuracy was 99.8\%. On the test set, the O\textsubscript{2} decision tree model achieved an area under the ROC
Figure 4-9: NICU blood pressure artifact detection decision tree (3-5-10) ROC curve. Area = 89.4%.

Figure 4-10: NICU carbon dioxide artifact detection decision tree (3-5-10) ROC curve. Area = 93.3%.
Figure 4-11: NICU heart rate artifact detection decision tree (3-5-10) ROC curve. Area = 92.8% curve of 99.9%. The ROC curve is shown in Figure 4-12.

**Logistic Regression Models**

Logistic regression models were derived from the identical training sets used for decision tree development. As described in the methodology, these LR models were designed to include exactly those attributes that are in the corresponding decision tree models. For each of the LR models, a list of the included feature attributes along with their parameter estimates are presented in Tables 4.4 through 4.7.

The areas under the ROC curve for the LR models were 16.7%, 7.8%, 8.9%, and 26.8% for BP, CO₂, HR, and O₂ signals, respectively. The ROC curves are shown in Figures 4-13 to 4-16. An example of how the numbers for sensitivity, specificity, positive predictive value, and accuracy looked are as follows: for the O₂ LR model with a threshold set at 80%, values were 85.9%, 0.1%, 1.6%, and 1.8%, respectively.

After the results of the LR models were determined, an additional LR model was created for O₂ artifact detection to determine the effect of ‘dichotomizing’ one of the attributes from the original O₂ LR model. The attribute ‘ox_med3’ was split into two new variables, ‘high_ox_med3’ and ‘low_ox_med3,’ where high_ox_med3 was set to 1 if and only if the value of ox_med3 was greater than
Figure 4-12: NICU oxygen artifact detection decision tree (3-5-10) ROC curve. Area = 99.9%.

Figure 4-13: NICU blood pressure artifact detection LR (3-5-10) ROC curve. Area = 16.7%.
Figure 4-14: NICU carbon dioxide artifact detection LR (3-5-10) ROC curve. Area = 7.8%.

Figure 4-15: NICU heart rate artifact detection LR (3-5-10) ROC curve. Area = 8.9%
Figure 4-16: NICU oxygen artifact detection LR (3-5-10) ROC curve. Area = 26.8%.

Table 4.4: Blood pressure artifact detection logistic regression model.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>-2.085</td>
</tr>
<tr>
<td>bp_med3</td>
<td>0.147</td>
</tr>
<tr>
<td>bp_range3</td>
<td>-0.675</td>
</tr>
<tr>
<td>bp_med10</td>
<td>0.009</td>
</tr>
<tr>
<td>bp_std_dev3</td>
<td>0.506</td>
</tr>
<tr>
<td>co2_low10</td>
<td>0.039</td>
</tr>
<tr>
<td>hr_high5</td>
<td>0.013</td>
</tr>
</tbody>
</table>

20, and low_ox_med3 was set to 1 if and only if the value of ox_med3 was less than or equal to 0.5. The thresholds (20 and 0.5) at which to dichotomize this attribute were the same as those present in the O2 decision tree model. With this dichotomization, the new LR model achieved an area under the ROC curve of 86.0%. The attributes and their parameter estimates for the O2 LR model with dichotomization are presented in Table 4.8.

**Neural Network Models**

Four neural network (multi-layer perceptron) models were created, one for detection of artifacts of each signal type. The neural network for detecting blood pressure artifacts had 96 inputs, 30
Table 4.5: Carbon dioxide artifact detection logistic regression model.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>0.769</td>
</tr>
<tr>
<td>co2_med5</td>
<td>0.007</td>
</tr>
<tr>
<td>ox_high3</td>
<td>0.005</td>
</tr>
<tr>
<td>co2_range3</td>
<td>-3.136</td>
</tr>
<tr>
<td>co2_low5</td>
<td>0.727</td>
</tr>
<tr>
<td>co2_slope3</td>
<td>-2.395</td>
</tr>
</tbody>
</table>

Table 4.6: Heart rate artifact detection logistic regression model.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>0.198</td>
</tr>
<tr>
<td>hr_low3</td>
<td>0.110</td>
</tr>
<tr>
<td>hr_range5</td>
<td>-0.007</td>
</tr>
<tr>
<td>hr_low10</td>
<td>0.009</td>
</tr>
<tr>
<td>hr_med5</td>
<td>-0.098</td>
</tr>
<tr>
<td>ox_low10</td>
<td>-0.102</td>
</tr>
<tr>
<td>hr_range3</td>
<td>0.291</td>
</tr>
<tr>
<td>hr_stddev3</td>
<td>-0.641</td>
</tr>
<tr>
<td>hr_low5</td>
<td>0.019</td>
</tr>
<tr>
<td>bp_abs_slope10</td>
<td>0.072</td>
</tr>
</tbody>
</table>

Table 4.7: Oxygen artifact detection logistic regression model.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>6.078</td>
</tr>
<tr>
<td>ox_med3</td>
<td>-0.303</td>
</tr>
<tr>
<td>ox_low3</td>
<td>0.223</td>
</tr>
<tr>
<td>ox_med5</td>
<td>-0.118</td>
</tr>
</tbody>
</table>

Table 4.8: Oxygen artifact detection logistic regression model with dichotomization.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>-0.002</td>
</tr>
<tr>
<td>high_ox_med3</td>
<td>0.988</td>
</tr>
<tr>
<td>low_ox_med3</td>
<td>0.353</td>
</tr>
<tr>
<td>ox_low3</td>
<td>-0.007</td>
</tr>
<tr>
<td>ox_med5</td>
<td>0.007</td>
</tr>
</tbody>
</table>
hidden nodes in a single layer, and 2 output nodes. Its area under the ROC curve was 93.27%; the ROC curve is shown in Figure 4-17. The neural network for detecting CO\textsubscript{2} artifacts had 96 inputs, 15 hidden nodes in a single layer, and 2 outputs. It achieved an area under the ROC curve of 97.46%, shown in Figure 4-18. The heart rate neural network had 96 input nodes, one hidden layer containing 30 nodes, and 2 output nodes. The resulting area under the curve, shown in Figure 4-19, was 96.62%. Finally, the oxygen neural network had 96 inputs, one hidden layer containing 20 nodes, and 2 output nodes. The area under the ROC curve for the oxygen artifact detection network was 99.31%; this is shown in Figure 4-20.
Figure 4-18: ROC curve for carbon dioxide artifact detection neural network model (1-minute data).
Figure 4-19: ROC curve for heart rate artifact detection neural network model (1-minute data).
Figure 4-20: ROC curve for oxygen artifact detection neural network model (1-minute data).
Radial Basis Function Model for BP

More than twenty experiments with creating a radial basis function classifier for BP artifact detection were tried. The model that performed best on the evaluation set was chosen as the final RBF model. It had 20 clusters per class to give a total of 40 clusters; these were formed by K-means clustering. The resulting area under the ROC curve for the RBF classifier was 90.00%; this is shown in Figure 4-21.
Support Vector Machine Model for BP

More than forty experiments with creating an SVM classifier for BP artifact detection were performed. Linear, Gaussian, and polynomial kernel functions were tried with various values for the real-valued parameters to the SVM system. The best results on the evaluation data set came with using a Gaussian kernel function. On the test set, this SVM classifier achieved an area under the ROC curve of 95.95%.

4.3.3 Single-Phase Models: Data Granularity Experiments

Figures 4-22 through 4-25 show the final decision trees for artifact detection developed from 1-second training data preprocessed as described for Experiment 1. Again, class labels are represented by ‘1’ for artifact class and ‘0’ for non-artifact class. Parentheses after a class label indicate the number of training cases that arrived at that node, shown where applicable as the total number of training cases that arrived at that node followed by the number of training cases that were incorrectly classified at that node. Attribute names are a concatenation of the abbreviation of the signal name, an abbreviation of the derived feature name, and the number of values over which the derived feature was calculated.

Final decision trees developed from 1-minute training data were previously shown in Figures
hr_high180 <= 0 : 1 (474.0)
hr_high180 > 0 : 0 (153862.0)

Figure 4-24: Heart rate artifact detection decision tree model from 1-second data (180-300-600).

ox_med180 <= 0.5 : 1 (4725.0)
ox_med180 > 0.5 :
  |    ox_avg180 <= 15.7 :
  |    |    ox_med180 <= 15.9 : 0 (150362.0/57.0)
  |    |    ox_med180 > 15.9 :
  |    |    |    ox_std_dev180 <= 8.67 : 0 (638.0/61.0)
  |    |    |    ox_std_dev180 > 8.67 :
  |    |    |    |    hr_avg600 <= 161.8 : 0 (100.0/6.0)
  |    |    |    |    hr_avg600 > 161.8 :
  |    |    |    |    |    co2_std_dev300 <= 2.2 : 1 (190.0/5.0)
  |    |    |    |    |    co2_std_dev300 > 2.2 : 0 (80.0/17.0)
  |    |    |    ox_avg180 > 15.7 :
  |    |    |    ox_med180 <= 20 : 0 (601.0)
  |    |    |    ox_med180 > 20 : 1 (514.0/1.0)

Figure 4-25: Oxygen artifact detection decision tree model from 1-second data (180-300-600).
Table 4.9: ROC curve areas for each model run on the test set of its own granularity, and for the 1-minute models run on two different types of 1-second test sets (Experiment 1 used 180, 300, and 600 values for feature derivation; Experiment 2 used 3, 5, and 10 values for feature derivation).

<table>
<thead>
<tr>
<th>Signal</th>
<th>1-minute model run on 1-minute test set</th>
<th>1-second model run on 1-second test set (5-15-60)</th>
<th>1-minute model run on 1-second test set (Experiment 1)</th>
<th>1-minute model run on 1-second test set (Experiment 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood pressure</td>
<td>89.41%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>93.29%</td>
<td>99.70%</td>
<td>99.25%</td>
<td>99.70%</td>
</tr>
<tr>
<td>Heart rate</td>
<td>92.83%</td>
<td>100.00%</td>
<td>96.30%</td>
<td>99.95%</td>
</tr>
<tr>
<td>Oxygen</td>
<td>99.93%</td>
<td>99.40%</td>
<td>98.81%</td>
<td>99.92%</td>
</tr>
</tbody>
</table>

bp_med3 \( \leq 2 : 1 \) (45.0)
bp_med3 \( > 2 : 0 \) (60581.0)

Figure 4-26: Blood pressure artifact detection decision tree model using 1-second data (2-3-5) with front-labeling.

4-5 to 4-8. Table 4.9 displays the areas under the ROC curve for each model run on test set data of its same granularity, plus results of running the 1-minute models on the two different types of preprocessed 1-second test sets (180-300-600 and 3-5-10).

### 4.3.4 Single-Phase Models: Class Labeling Experiments

#### Location

Decision trees were created for both 5-15-60 and 2-3-5 second time intervals for each of the four signals using both front- and end-labeling. Models were quite small, usually consisting of a single attribute node, and they performed with almost no errors. No ROC curves were therefore generated and we simply report the number of true positives (TP), true negatives (TN), and, if applicable, false positives (FP) or false negatives (FN) from running each model on its respective test set.

#### Blood Pressure Artifacts

Using 2-3-5 feature attributes, both the front-labeling and end-labeling BP artifact detection decision tree models had perfect results. The front-labeling model, shown in Figure 4-26, classified 7709 true negatives and four true positives. The end-labeling model, shown in Figure 4-27, classified 7707 true negatives and six true positives.
**Carbon Dioxide Artifacts** In both the 2-3-5 and 5-15-60 experiments, both the front-labeling and end-labeling CO₂ artifact detection decision tree models had perfect results. The front-labeling models, shown in Figures 4-30 and 4-31, classified 7712 and 7585 true negatives, respectively, and two and one true positives, respectively. The end-labeling models, shown in Figures 4-32 and 4-33, also correctly classified 7712 and 7585 true negatives and two and one true positives, respectively.

**Heart Rate Artifacts** Using 2-3-5 feature attributes, both the front-labeling and end-labeling HR artifact detection decision tree models had perfect results. The front-labeling model, shown in Figure 4-34, classified 7623 true negatives and 79 true positives. The end-labeling model, shown in Figure 4-35, classified 7628 true negatives and 74 true positives.

Results for the 5-15-60 HR trees were similar: the front-labeling model, shown in Figure 4-36,
co2_med3 > 0.4 : 0 (60593.0)
co2_med3 <= 0.4 :
  |  co2_high2 <= 0.3 : 1 (19.0)
  |  co2_high2 > 0.3 : 0 (15.0)

Figure 4-30: Carbon dioxide artifact detection decision tree model using 1-second data (2-3-5) with front-labeling.

c2_high5 > 0.4 : 0 (59661.0)
c2_high5 <= 0.4 :
  |  c2_high5 <= 0.3 : 1 (15.0)
  |  c2_high5 > 0.3 : 0 (15.0)

Figure 4-31: Carbon dioxide artifact detection decision tree model using 1-second data (5-15-60) with front-labeling.

c2_low3 > 0.3 : 0 (60596.0)
c2_low3 <= 0.3 :
  |  c2_avg2 <= 0.3 : 1 (19.0)
  |  c2_avg2 > 0.3 : 0 (12.0)

Figure 4-32: Carbon dioxide artifact detection decision tree model using 1-second data (2-3-5) with end-labeling.

c2_low5 > 0.3 : 0 (59665.0)
c2_low5 <= 0.3 :
  |  c2_range5 <= 0 : 1 (18.0)
  |  c2_range5 > 0 : 0 (8.0)

Figure 4-33: Carbon dioxide artifact detection decision tree model using 1-second data (5-15-60) with end-labeling.

hr_high2 <= 0 : 1 (633.0)
hr_high2 > 0 : 0 (59913.0)

Figure 4-34: Heart rate artifact detection decision tree model using 1-second data (2-3-5) with front-labeling.
hr\_high2 \leq 0 : 1 (631.0)  
hr\_high2 > 0 : 0 (59915.0)

Figure 4-35: Heart rate artifact detection decision tree model using 1-second data (2-3-5) with end-labeling.

hr\_high5 \leq 0 : 1 (521.0)  
hr\_high5 > 0 : 0 (58870.0)

Figure 4-36: Heart rate artifact detection decision tree model using 1-second data (5-15-60) with front-labeling.

classified 7505 true negatives and 54 true positives, while the end-labeling model, shown in Figure 4-37, classified 7499 true negatives and 60 true positives.

**Oxygen Artifacts**  The models developed for detection of oxygen artifacts were slightly larger than those developed for the other signal artifacts. Using 2-3-5 feature attributes, both the front-labeling and end-labeling oxygen artifact detection decision tree models again had perfect results. The front-labeling model, shown in Figure 4-38, classified 7693 true negatives and 20 true positives. The end-labeling model, shown in Figure 4-39, also classified 7693 true negatives and 20 true positives.

Results for the 5-15-60 oxygen trees were quite good but one of the models had a false negative. The front-labeling model, shown in Figure 4-40, classified 7565 true negatives, 20 true positives, and one false negative. The end-labeling model, shown in Figure 4-41, classified 7562 true negatives and 24 true positives.

hr\_high5 \leq 0 : 1 (528.0)  
hr\_high5 > 0 : 0 (58863.0)

Figure 4-37: Heart rate artifact detection decision tree model using 1-second data (5-15-60) with end-labeling.
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\[\text{ox}_\text{med3} > 20 : 1 (139.0)\]
\[\text{ox}_\text{med3} \leq 20 :\]
\[| \text{ox}_\text{med3} > 2.1 : 0 (60461.0)\]
\[| \text{ox}_\text{med3} \leq 2.1 :\]
\[| | \text{ox}_\text{high2} \leq 0 : 1 (11.0)\]
\[| | \text{ox}_\text{high2} > 0 : 0 (15.0)\]

Figure 4-38: Oxygen artifact detection decision tree model using 1-second data (2-3-5) with front-labeling.

\[\text{ox}_\text{med3} > 20 : 1 (143.0)\]
\[\text{ox}_\text{med3} \leq 20 :\]
\[| \text{ox}_\text{med3} > 2.1 : 0 (60456.0)\]
\[| \text{ox}_\text{med3} \leq 2.1 :\]
\[| | \text{ox}_\text{high2} \leq 0 : 1 (13.0)\]
\[| | \text{ox}_\text{high2} > 0 : 0 (14.0)\]

Figure 4-39: Oxygen artifact detection decision tree model using 1-second data (2-3-5) with end-labeling.

\[\text{ox}_\text{med5} > 19.9 : 1 (132.0)\]
\[\text{ox}_\text{med5} \leq 19.9 :\]
\[| \text{co}_2\text{-abs_slope15} \leq 0.15 : 0 (59520.0)\]
\[| \text{co}_2\text{-abs_slope15} > 0.15 :\]
\[| | \text{ox}_\text{low5} \leq 5 : 1 (8.0)\]
\[| | \text{ox}_\text{low5} > 5 : 0 (17.0)\]

Figure 4-40: Oxygen artifact detection decision tree model using 1-second data (5-15-60) with front-labeling.

\[\text{ox}_\text{med5} > 19.9 : 1 (128.0)\]
\[\text{ox}_\text{med5} \leq 19.9 :\]
\[| \text{ox}_\text{avg5} > 2.1 : 0 (59524.0)\]
\[| \text{ox}_\text{avg5} \leq 2.1 :\]
\[| | \text{ox}_\text{high5} \leq 0 : 1 (10.0)\]
\[| | \text{ox}_\text{high5} > 0 : 0 (15.0)\]

Figure 4-41: Oxygen artifact detection decision tree model using 1-second data (5-15-60) with end-labeling.
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bp_low5 <= 2 : 1 (34.0)
bp_low5 > 2 : 0 (59643.0)

Figure 4-42: Blood pressure artifact detection decision tree model using 1-second data (5-15-00) with class labeling strictness Method 1.

bp_low5 <= 2 : 1 (36.0)
bp_low5 > 2 : 0 (59646.0)

Figure 4-43: Blood pressure artifact detection decision tree model using 1-second data (5-15-00) with class labeling strictness Method 2.

Strictness

For each signal artifact type, four models are presented, corresponding to strictness labeling Methods 1 through 4, as described in Section 4.2.3. Comparisons are made by looking at numbers of errors since most models were very small and had perfect performance on their test sets.

Blood Pressure Artifacts All four BP models were able to correctly classify negative and positive examples of artifacts. Figures 4-42 through 4-45 show the decision tree models for detecting BP artifacts for Methods 1 through 4, respectively. Table 4.10 shows the results of each model run on its own test set, as well as the most strict model run on increasingly less strict test sets.

Carbon Dioxide Artifacts Three of the four CO₂ models were able to correctly classify negative and positive examples of artifacts; the least strict method (Method 4) had one error. Figures 4-46 through 4-49 show the decision tree models for detecting CO₂ artifacts for Methods 1 through 4, respectively. Table 4.11 shows the results of each model run on its own test set, as well as the most

bp_med5 <= 3 : 1 (55.0)
bp_med5 > 3 : 0 (59694.0)

Figure 4-44: Blood pressure artifact detection decision tree model using 1-second data (5-15-00) with class labeling strictness Method 3.
bp_low5 ≤ 4 : 1 (119.0)
bp_low5 > 4 : 0 (59630.0)

Figure 4-45: Blood pressure artifact detection decision tree model using 1-second data (5-15-00) with class labeling strictness Method 4.

Table 4.10: Performance of 1-second NICU data 5-15-00 blood pressure models using different class labeling strictness methods.

<table>
<thead>
<tr>
<th>Method 1 test set</th>
<th>True Neg</th>
<th>True Pos</th>
<th>False Neg</th>
<th>False Pos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1 model</td>
<td>7583</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method 2 test set</td>
<td>True Neg</td>
<td>True Pos</td>
<td>False Neg</td>
<td>False Pos</td>
</tr>
<tr>
<td>Method 2 model</td>
<td>7582</td>
<td>4</td>
<td>7582</td>
<td>4</td>
</tr>
<tr>
<td>Method 3 test set</td>
<td>True Neg</td>
<td>True Pos</td>
<td>False Neg</td>
<td>False Pos</td>
</tr>
<tr>
<td>Method 3 model</td>
<td>7582</td>
<td>5</td>
<td></td>
<td>7591</td>
</tr>
<tr>
<td>Method 4 test set</td>
<td>True Neg</td>
<td>True Pos</td>
<td>False Neg</td>
<td>False Pos</td>
</tr>
<tr>
<td>Method 4 model</td>
<td>7582</td>
<td>14</td>
<td></td>
<td>7582</td>
</tr>
</tbody>
</table>
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\[
\begin{align*}
\text{co2\_high5} & > 0.4 : 0 \quad (59661.0) \\
\text{co2\_high5} & \leq 0.4 :
\begin{align*}
& \mid \text{co2\_high5} \leq 0.3 : 1 \quad (15.0) \\
& \mid \text{co2\_high5} > 0.3 : 0 \quad (15.0)
\end{align*}
\end{align*}
\]

Figure 4-46: Carbon dioxide artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 1.

\[
\begin{align*}
\text{co2\_low5} & > 0.3 : 0 \quad (59668.0) \\
\text{co2\_low5} & \leq 0.3 :
\begin{align*}
& \mid \text{co2\_med5} \leq 0.3 : 1 \quad (18.0) \\
& \mid \text{co2\_med5} > 0.3 : 0 \quad (9.0)
\end{align*}
\end{align*}
\]

Figure 4-47: Carbon dioxide artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 2.

strict model run on increasingly less strict test sets.

**Heart Rate Artifacts**  All four HR models were able to correctly classify negative and positive examples of artifacts in their own strictness category. Figures 4-50 through 4-53 show the decision tree models for detecting HR artifacts for Methods 1 through 4, respectively. Table 4.12 shows the results of each model run on its own test set, as well as the most strict model run on increasingly less strict test sets.

**Oxygen Artifacts**  The oxygen models had mixed results. Figures 4-54 through 4-57 show the decision tree models for detecting oxygen artifacts for Methods 1 through 4, respectively. Table 4.13 shows the results of each model run on its own test set, as well as the most strict model run on increasingly less strict test sets.

\[
\begin{align*}
\text{co2\_med5} & \leq 0.3 : 1 \quad (26.0) \\
\text{co2\_med5} & > 0.3 : 0 \quad (59723.0)
\end{align*}
\]

Figure 4-48: Carbon dioxide artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 3.
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\[
\begin{align*}
ox_{\text{low}} & \leq 0 : 1 (67.0) \\
ox_{\text{low}} & > 0 : \\
& | \quad \text{co2}_{\text{high}} > 0.4 : 0 (59654.0) \\
& | \quad \text{co2}_{\text{high}} \leq 0.4 : \\
& | \quad | \quad \text{ox}_{\text{std}}_{\text{dev}} \leq 1.12 : 0 (15.0) \\
& | \quad | \quad \text{ox}_{\text{std}}_{\text{dev}} > 1.12 : 1 (13.0)
\end{align*}
\]

Figure 4-49: Carbon dioxide artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 4.

Table 4.11: Performance of 1-second NICU data 5-15-60 carbon dioxide models using different class labeling strictness methods.

<table>
<thead>
<tr>
<th></th>
<th>Method 1 model</th>
<th>Method 2 model</th>
<th>Method 3 model</th>
<th>Method 4 model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1 test set</td>
<td>True Neg 7585  1</td>
<td>True Neg 7585  1</td>
<td>True Neg 7593  1</td>
<td>True Neg 7584  1</td>
</tr>
<tr>
<td></td>
<td>True Pos 1</td>
<td>True Pos 1</td>
<td>True Pos 2</td>
<td>True Pos 11</td>
</tr>
<tr>
<td></td>
<td>False Neg 10</td>
<td>False Neg 10</td>
<td>False Neg 10</td>
<td>False Neg 1</td>
</tr>
<tr>
<td></td>
<td>False Pos</td>
<td>False Pos</td>
<td>False Pos</td>
<td>False Pos</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
hr_{\text{high}} & \leq 0 : 1 (521.0) \\
hr_{\text{high}} & > 0 : 0 (58870.0)
\end{align*}
\]

Figure 4-50: Heart rate artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 1.
hr\_med5 \leq 0 : 1 (590.0)  
hr\_med5 > 0 : 0 (58865.0)

Figure 4-51: Heart rate artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 2.

hr\_med5 \leq 0 : 1 (668.0)  
hr\_med5 > 0 : 0 (59081.0)

Figure 4-52: Heart rate artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 3.

hr\_low5 \leq 0 : 1 (885.0)  
hr\_low5 > 0 : 0 (58864.0)

Figure 4-53: Heart rate artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 4.

Table 4.12: Performance of 1-second NICU data 5-15-60 heart rate models using different class labeling strictness methods.

<table>
<thead>
<tr>
<th>Method 1 model</th>
<th>Method 2 model</th>
<th>Method 3 model</th>
<th>Method 4 model</th>
</tr>
</thead>
</table>
| Method 1 test set | True Neg 7505  
True Pos 54  
False Neg  
False Pos |  
| Method 2 test set | True Neg 7505  
True Pos 52  
False Neg 7  
False Pos | 7505  
59 |
| Method 3 test set | True Neg 7506  
True Pos 77  
False Neg 13  
False Pos | 7506  
90 |
| Method 4 test set | True Neg 7482  
True Pos 77  
False Neg 37  
False Pos | 7482  
114 |
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\[ \text{ox}_\text{med} > 19.9 : 1 \ (132.0) \]
\[ \text{ox}_\text{med} \leq 19.9 : \]
\[ | \ \co_2\_abs\_slope15 \leq 0.15 : 0 \ (59520.0) \]
\[ | \ \co_2\_abs\_slope15 > 0.15 : \]
\[ \ | \ \text{ox}_\text{low} \leq 5 : 1 \ (8.0) \]
\[ \ | \ \text{ox}_\text{low} > 5 : 0 \ (17.0) \]

Figure 4-54: Oxygen artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 1.

\[ \text{ox}_\text{med} > 19.9 : 1 \ (138.0) \]
\[ \text{ox}_\text{med} \leq 19.9 : \]
\[ | \ \co_2\_low5 > 0.4 : 0 \ (59517.0) \]
\[ | \ \co_2\_low5 \leq 0.4 : \]
\[ \ | \ \text{ox}_\text{low60} \leq 4 : 1 \ (9.0) \]
\[ \ | \ \text{ox}_\text{low60} > 4 : 0 \ (18.0) \]

Figure 4-55: Oxygen artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 2.

\[ \text{ox}_\text{med} > 20 : 1 \ (151.0) \]
\[ \text{ox}_\text{med} \leq 20 : \]
\[ | \ \co_2\_med5 > 0.4 : 0 \ (59570.0) \]
\[ | \ \co_2\_med5 \leq 0.4 : \]
\[ \ | \ \bp\_low5 \leq 24 : 1 \ (17.0) \]
\[ \ | \ \bp\_low5 > 24 : 0 \ (11.0) \]

Figure 4-56: Oxygen artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 3.
\begin{verbatim}
ox_med5 <= 19.7 :  
  | ox_low5 <= 0 : 1 (67.0)  
  | ox_low5 > 0 :  
  |   | ox_avg5 <= 19 : 0 (59496.0)  
  |   | ox_avg5 > 19 :  
  |   |   | ox_slope15 <= -0.46 : 1 (2.0)  
  |   |   | ox_slope15 > -0.46 :  
  |   |   |   | bp_slope15 <= 0.01 : 0 (20.0)  
  |   |   |   | bp_slope15 > 0.01 : 1 (3.0/1.0)  

ox_med5 > 19.7 :  
  | co2_med60 <= 1.2 : 1 (152.0)  
  | co2_med60 > 1.2 :  
  |   | bp_range5 <= 0 : 0 (2.0)  
  |   | bp_range5 > 0 : 1 (7.0/1.0)  
\end{verbatim}

Figure 4-57: Oxygen artifact detection decision tree model using 1-second data (5-15-60) with class labeling strictness Method 4.

Table 4.13: Performance of 1-second NICU data 5-15-60 oxygen models using different class labeling strictness methods.

<table>
<thead>
<tr>
<th></th>
<th>Method 1 model</th>
<th>Method 2 model</th>
<th>Method 3 model</th>
<th>Method 4 model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1 test set</td>
<td>True Neg 7565</td>
<td>False Neg 20</td>
<td>False Pos 1</td>
<td></td>
</tr>
<tr>
<td>Method 2 test set</td>
<td>True Neg 7566</td>
<td>True Pos 19</td>
<td>False Neg 1</td>
<td>True Pos 200</td>
</tr>
<tr>
<td>Method 3 test set</td>
<td>True Neg 7555</td>
<td>True Pos 19</td>
<td>False Neg 2</td>
<td>True Neg 7577</td>
</tr>
<tr>
<td>Method 4 test set</td>
<td>True Neg 7569</td>
<td>True Pos 21</td>
<td>False Neg 6</td>
<td>True Pos 7567</td>
</tr>
<tr>
<td></td>
<td>False Neg 7575</td>
<td>False Pos 2</td>
<td></td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>
4.3.5 Multi-Phase Models

Neural Networks

The multi-phase neural network model developed to detect blood pressure artifacts had 24 input nodes, no hidden nodes, and 2 output nodes. The area under its ROC curve, shown in Figure 4-58, was 94.42%. For carbon dioxide artifacts, the multi-phase neural network model, consisting of 24 input nodes, no hidden nodes, and 2 output nodes, achieved an area under the ROC curve of 91.93%; its ROC curve is shown in Figure 4-59. The multi-phase neural network model developed to detect heart rate artifacts had 24 inputs, 20 hidden nodes in one layer, and 2 output nodes. It achieved an area under the ROC curve of 97.50%; Figure 4-60 shows its ROC curve. Finally, for the multi-phase oxygen artifact detection model, the neural network had 24 inputs, 20 hidden nodes in a single layer, and 2 outputs. Its ROC curve, shown in Figure 4-61, had an area of 99.84%. These values are summarized in Table 4.14.

Decision Trees

LNKnet decision trees were given the same training data with the same numbers of feature attributes (24) for each case as had been given to the neural networks. The multi-phase blood pressure artifact detection decision tree was allowed to grow fully (i.e., continue expanding until no misclassifications existed), then was pruned to use only 10 nodes. It achieved an area under the ROC curve of 94.30%, shown in Figure 4-62. For carbon dioxide, the tree was fully grown and pruned to use 20 nodes, with a resulting ROC curve area of 98.00%; Figure 4-63 shows its ROC curve. For heart rate, the tree was also fully grown, then was pruned to use only 30 nodes. Its ROC curve, shown in Figure 4-64, had an area of 97.82%. For multi-phase oxygen artifact detection, the decision tree was fully grown and then pruned to use 40 nodes. The resulting area under the ROC curve, shown in Figure 4-65 was 92.62%. These results are tabulated with the neural network results in Table 4.14. Figure 4-66 illustrates the performance of both multi-phase decision trees and multi-phase neural networks on detection of artifacts of each signal type.

The multi-phase blood pressure decision tree built with c4.5 that was smallest in size (seven nodes) while still performing well is shown in Figure 4-67. Similarly, the CO₂ model built with c4.5 is shown in Figure 4-68; it also had seven nodes. The HR decision tree had 51 nodes and is shown in Figure 4-69. Further attempts at tree size reduction for the HR model resulted in large numbers of errors. For oxygen, the c4.5 decision tree that still performed reasonably had 22 nodes; it is shown
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Figure 4-58: ROC curve for blood pressure artifact neural network multi-phase model.

Table 4.14: ROC curve areas for multi-phase neural network and decision tree models.

<table>
<thead>
<tr>
<th>Signal</th>
<th>neural network ROC area</th>
<th>decision tree ROC area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood pressure</td>
<td>94.42%</td>
<td>94.30%</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>91.93%</td>
<td>98.00%</td>
</tr>
<tr>
<td>Heart rate</td>
<td>97.50%</td>
<td>97.82%</td>
</tr>
<tr>
<td>Oxygen</td>
<td>99.84%</td>
<td>92.62%</td>
</tr>
</tbody>
</table>
Figure 4-59: ROC curve for carbon dioxide artifact neural network multi-phase model.
Target=1; Area=97.496; #Target=244; #Total=18015;

Figure 4-60: ROC curve for heart rate artifact neural network multi-phase model.
Figure 4-61: ROC curve for oxygen artifact neural network multi-phase model.
Figure 4-62: ROC curve for blood pressure artifact decision tree multi-phase model.
Figure 4-63: ROC curve for carbon dioxide artifact decision tree multi-phase model.
Figure 4-64: ROC curve for heart rate artifact decision tree multi-phase model.
Figure 4-65: ROC curve for oxygen artifact decision tree multi-phase model.
Figure 4-66: Performance of multi-phase decision trees and multi-phase neural networks on detection of artifacts for each signal type. BP: gray dots on white; CO2: solid dark gray; O2: black stripes on white; HR: solid light gray.
Discussion

The results have shown that applying the TrendFinder paradigm to the task of detecting artifacts on signals from a neonatal intensive care unit may be a very useful way of integrating multiple signals for the purpose of detecting artifacts in one of those signals. Furthermore, these results indicate that pre-calculation of a set of derived values from raw streams of signal data may be a valid method for better interpretation of these data. We conclude this chapter with a discussion of several issues: comparison of different classifiers, data visualization, data granularity, class labeling, multi-phase learning, and study limitations.

4.4.1 Comparison of Classifiers

We have evaluated the performance of five different classifiers—neural networks, decision trees, logistic regression, radial basis function networks, and support vector machines. These results are tabulated in Table 4.15 for ease in comparison. Figure 4-71 illustrates the performance of five different types...
Figure 4-69: Heart rate artifact detection decision tree model with multi-phase attributes.
Figure 4-70: Oxygen artifact detection decision tree model with multi-phase attributes.
Figure 4-71: Performance of five different classification models on blood pressure artifact detection (shown as ROC curve areas). DT = decision tree, LR = logistic regression, NN = neural network, RBF = radial basis function network, SVM = support vector machine.

of classifiers on blood pressure artifact detection. Figure 4-72 illustrates the performance trends of decision trees, logistic regression, and neural networks for detection of each of the four types of signal artifact. What we have found is that the choice of linear or non-linear classification system can make a tremendous difference. Non-linear classifiers (i.e., neural networks, decision trees, RBF networks, and SVMs) perform quite well. While the differences between these non-linear methods are statistically significant (e.g., $p < 0.01$ for the 3.9% difference in ROC curve areas between the decision tree and neural network models for detecting BP artifacts), they pale in comparison to the differences between the LR models and the other models. For example, the difference in performance between the BP artifact decision tree model and LR model was significant beyond the $p = 0.0000001$ level.

For NICU monitor data such as ours, we found that the nature of the data space is such that linear techniques are grossly inadequate. Logistic regression, a linear classifier as used (without interaction terms), performed very poorly in this domain. This is likely due to the discontinuous nature of artifacts on the spectrums defined by the attributes used. This seems probable especially in light
Figure 4-72: Performance of decision trees (DT), logistic regression (LR), and neural networks (NN) on detection of each of the four signal artifact types. BP: gray dots on white; CO2: solid dark gray; O2: black stripes on white; HR: solid light gray.
Table 4.15: Comparison of five classifiers for detection of NICU artifacts.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Classifier</th>
<th>ROC curve area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood pressure</td>
<td>MLP</td>
<td>93.27%</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>89.4%</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>16.7%</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>90.00%</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>95.95%</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>MLP</td>
<td>97.46%</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>93.3%</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>7.8%</td>
</tr>
<tr>
<td>Heart rate</td>
<td>MLP</td>
<td>96.62%</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>92.8%</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>8.9%</td>
</tr>
<tr>
<td>Oxygen</td>
<td>MLP</td>
<td>99.31%</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>99.9%</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>26.8%</td>
</tr>
<tr>
<td></td>
<td>LR with dichotomization</td>
<td>86.0%</td>
</tr>
</tbody>
</table>

of the large performance improvement (ROC curve area increase from 26.8% to 86.0%) observed by dichotomizing one attribute (ox_med3) that was known (by observation of the decision tree model) to have a discontinuous influence on O₂ artifact detection. While LR methods could likely perform well given appropriately hand-crafted new variables and interaction terms, it is impossible to know a priori how to craft these variables correctly. It makes better sense, therefore, to use methods such as neural networks or decision trees which can automatically determine appropriate ways for discriminating data such as ours.

Regarding the specific decision tree models developed for detection of artifact in each of the signal types, it is interesting to note that three of the models (decision tree models for BP, CO₂, and HR) indeed made use of data from more than one signal type in order to decide upon the artifact status for the one signal type in question. Two of these models (decision tree models for BP and HR) also included attributes from all three available time intervals (three-, five-, and ten-minute interval-derived values). The O₂ decision tree model was small enough that a clinician might be able to evaluate it mentally. The other models, because of size or inclusion of calculations such as standard deviation, would be less practical for a clinician to evaluate mentally, but would, for example, lend themselves easily to being part of a computerized monitoring system.

It is particularly interesting to note that the decision tree model with the best performance of the four was the decision tree model for detecting O₂ artifacts. The especially interesting finding here is
that this model, unlike the others, consisted exclusively of attributes derived from O₂ monitor data. While the original concept had been that multiple signal integration would provide a key towards effective artifact detection, this particular model does well without multiple signal information. This finding begs the question of how to better understand interrelationships between monitored signals. It may just be that artifacts in the oxygen signal are somehow more predictable, as we see that the neural network model is also able to achieve the same ROC curve area. Chapter 5, Section 5.3.1, presents a more thorough comparison and analysis of single-signal versus multi-signal models.

While neural networks and SVMs had better performance than decision trees for finding artifacts on the blood pressure signal \((p < 0.01)\), they also required more computation time. The RBF classifier performed almost equally with the decision tree but also required more computation time. This is because the nature of this data, as Quinlan puts it, is more ‘S-type’, where ‘S’ stands for sequential [164]. (The next section gives a better sense for how our data ‘look.’) Essentially, this means that not every single one of the 96 attributes is important for classification of a case as artifact or not. Quinlan argues that S-type data do better, in terms of performance and/or computational requirements, with decision trees, while ‘P-type,’ or parallel, data (i.e., data in which all attributes are important for classification) do better with neural network-type classifiers. This is because neural networks (and SVMs and RBFs) use all of the attributes for each calculation, even when some of the input feature attributes may not be relevant. Looking at all of the data slows computation, while looking at irrelevant data is not helpful with tuning network node weights appropriately. S-type data are data that have many irrelevant feature attributes, while P-type data are data with mostly all relevant feature attributes. Decision trees, he further argues, would not be ideal for P-type data because in order to look at all attributes (since all of them are relevant in P-type data), the tree will need to be enormous.

We see that although Quinlan was correct about the computational aspect of neural network-type classifiers, performance in this case was not compromised with our S-type neonatal ICU monitor data. In fact, performance was better than that achieved with the decision trees. This may be due to the greedy nature of decision tree development, in which the selection of feature attributes at each node is chosen to be the best ‘for the moment,’ rather than some sense of ‘global best.’ This may have resulted in a final decision tree that did not include one or several globally informative attributes. Such a scenario could account for the decision tree’s lower performance than the neural network-type classifiers, which do use all of the attributes.

An optimal approach to model-building for these type of data, in terms of both model perfor-
mance and computational requirements, might be to build support vector machine models using computationally more efficient algorithms \cite{153}. This would mean that traditional computational disadvantages may no longer be a factor, while model performance for our domain would be better.

### 4.4.2 Data Visualization

In Figures 4-73 to 4-75, we give a sense for how the preprocessed neonatal ICU data look in two-dimensional space, where each of the two axes per graph is chosen from those attributes present in the blood pressure artifact detection decision tree (1-minute data). Note that the plots in Figures 4-73 and 4-74 also show decision region boundaries: the lower region on each of these is the ‘no alarm’ region. Note that in Figures 4-76 and 4-77, a group of artifacts (poorly labeled as ‘false alarm’ in the plots) clearly exist on the lower-valued end of the x-axis (values plotted are normalized bpmed3 values). This corresponds nicely with the first line of the decision tree that was shown in Figure 4-5.

In Figures 4-78 to 4-80, we similarly display scatter plots and decision regions for carbon dioxide artifact detection. Again, attributes chosen for the plotted axes are those in the corresponding decision tree model shown in Figure 4-6. Note in Figure 4-78 that oxygen values are more discrete than values of the other three monitored signals. Note in Figures 4-79 and 4-80 how narrow a region of values are assumed by most calculated carbon dioxide ranges and slopes.

In Figures 4-81 to 4-86, we similarly display scatter plots and decision regions for heart rate artifact detection. Again, attributes chosen for the plotted axes are those in the corresponding decision tree model shown in Figure 4-7. We can see from Figures 4-81, 4-83, and 4-85 that, clearly, as the calculated heart rate range value increases, so too does the number of artifacts (poorly labeled as ‘false alarm’ in the figures). Figure 4-82 shows the intuitive result that heart rate low values and heart rate median values increase together, hence giving the diagonal nature of the data points. In Figures 4-83 and 4-86, we again see the discrete nature of oxygen data.

In Figures 4-87 to 4-89, we display decision regions and scatter plots for oxygen artifact detection. Attributes chosen for the plotted axes are those in the corresponding decision tree model shown in Figure 4-8. We can see in all three of the figures that again, median values and low values (or median values of three points and median values of five points, as is the case in Figure 4-88) of the same signal increase together.

We have not focused upon data visualization techniques in our studies, though others, for example Combi et al. \cite{39}, have. Such techniques might prove very helpful in furthering understanding of the nature of one’s data, and therefore, which machine learning techniques might work better.
Figure 4-73: Decision region scatter plot for blood pressure artifact detection data cases for two attribute values, `bp_med3` and `bp_range3` (shown normalized). Lower region is the `no_alarm` decision region.
Figure 4-74: Decision region scatter plot for blood pressure artifact detection data cases for two attribute values, \texttt{bp\_med10} and \texttt{bp\_std\_dev3} (shown normalized). Lower region is the no\_alarm decision region.
Figure 4-75: Scatter plot for blood pressure artifact detection data cases for two attribute values, co2_low10 and hr_high5 (shown normalized). No decision boundaries are present on the graphed axes.
Figure 4-76: Scatter plot for blood pressure artifact detection data cases for two attribute values, \texttt{bp.med3} and \texttt{hr.high5} (shown normalized). No decision boundaries are present on the graphed axes.
Figure 4-77: Scatter plot for blood pressure artifact detection data cases for two attribute values, bp_med3 and co2_low10 (shown normalized). No decision boundaries are present on the graphed axes.
Figure 4-78: Scatter plot for carbon dioxide artifact detection data cases for two attribute values, co2_med5 and ox_high3 (shown normalized). No decision boundaries are present on the graphed axes.
Figure 4-79: Decision region scatter plot for carbon dioxide artifact detection data cases for two attribute values, co2\_range3 and co2\_low5 (shown normalized). Left region is the no\_alarm decision region.
Figure 4-80: Decision region scatter plot for carbon dioxide artifact detection data cases for two attribute values, co2_slope3 and co2_low5 (shown normalized). Left region is the no_alarm decision region.
Figure 4-81: Decision region scatter plot for heart rate artifact detection data cases for two attribute values, hr_range5 and hr_low3 (shown normalized). Left region is the no_alarm decision region.
Figure 4-82: Scatter plot for heart rate artifact detection data cases for two attribute values, hr_low10 and hr_med5 (shown normalized). No decision boundaries are present on the graphed axes.
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Figure 4-83: Decision region scatter plot for heart rate artifact detection data cases for two attribute values, ox_low10 and hr_range3 (shown normalized). Lower region is the no_alarm decision region.
Figure 4-84: Decision region scatter plot for heart rate artifact detection data cases for two attribute values, hr_low3 and hr_std_dev3 (shown normalized). Lower region is the no_alarm decision region.
Figure 4-85: Decision region scatter plot for heart rate artifact detection data cases for two attribute values, hr_range3 and hr_low5 (shown normalized). Left region is the no_alarm decision region.
Figure 4-86: Decision region scatter plot for heart rate artifact detection data cases for two attribute values, ox_low10 and bp_abs_slope10 (shown normalized). Lower right corner region is the artifact (labeled ‘false alarm’) decision region.
Figure 4-87: Scatter plot for oxygen artifact detection data cases for two attribute values, ox_med3 and ox_low3 (shown normalized). No decision boundaries are present on the graphed axes.
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Figure 4-88: Decision region scatter plot for oxygen artifact detection data cases for two attribute values, ox_med3 and ox_med5 (shown normalized). Upper right corner region represents the artifact (labeled ‘false_alarm’) decision region.
Figure 4-89: Scatter plot for oxygen artifact detection data cases for two attribute values, ox_low3 and ox_med5 (shown normalized). No decision boundaries are present on the graphed axes.
4.4.3 Data Granularity

These experiments have shown that multi-signal detection of ICU artifacts by decision trees built from data of 1-minute granularity could do fairly well when run on data of 1-minute granularity, with ROC curve areas ranging from 89.41% to 99.93%. We have also found that decision trees built from data of 1-second granularity could perform effectively on data of 1-second granularity, even more so effectively in fact, with ROC curve areas ranging from 99.40% to 100.00%. This was somewhat to be expected since 1-second data by nature contain more information than 1-minute data.

The most surprising finding, however, was that models built with 1-minute granularity data performed extremely well on the test sets derived from 1-second data, both 180-300-600 and 3-5-10 experiments. ROC curve areas for Experiment 1 (1-minute models run on the 180-300-600 1-second test sets) ranged from 96.30% to 100.00%, while ROC curve areas for Experiment 2 (1-minute models run on the 3-5-10 1-second test sets) ranged from 99.70% to 100.00%. For three of the four models (blood pressure, carbon dioxide, and heart rate), the 1-minute models run on 1-second data in both Experiments 1 and 2 had better results than the same 1-minute models run on 1-minute data. In the fourth model (oxygen), the results of running the 1-minute model on 1-second data in Experiment 1 (ROC curve area of 98.81%), although not quite as good as the results of the 1-minute model run on 1-minute data (ROC curve area of 99.93%), were still very good. The results of running the 1-minute model on 1-second data in Experiment 2 (ROC curve area of 99.92%) were equal ($p = 0.40$) to the results of the 1-minute model run on 1-minute data (99.93%).

These findings can be exploited in appropriate situations. In situations in which an event develops slowly over several minutes, for example, in some cases of pneumothorax, models for pneumothorax detection could be developed with 1-minute granularity data and then run on 1-second data that are processed using the same time intervals, as done in Experiment 1. On the other hand, in situations in which an event is fleeting, such as short-lived false alarm soundings lasting only a couple seconds each, models for false alarm detection could be developed with 1-minute granularity data and then run on 1-second data that are processed using the same numbers of values, as done in Experiment 2. We found our a priori assumption—that 1-minute models would perform poorly on 1-second data—to be incorrect.

A comparison of the decision tree models themselves is also interesting. For blood pressure artifact detection, both models found the median of three minutes of blood pressure raw values (‘bp_med3’ in the 1-minute model and ‘bp_med180’ in the 1-second model) to be a useful first predictor of artifact status. For detection of artifacts in the carbon dioxide signal, both models also found the
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median value to be a useful first predictor of artifact status, though the 1-minute model calculated this median over a five-minute time interval (‘co2\_med5’) while the 1-second model calculated it over a three-minute time interval (‘co2\_med180’). In the oxygen artifact detection models, not only was the median over three minutes present in both models, but moreover, both models used two identical threshold values for labeling a feature vector as artifact (“\text{ox}\_\text{med3} > 20” and “\text{ox}\_\text{med3} \leq 0.5” in the 1-minute model, “\text{ox}\_\text{med180} > 20” and “\text{ox}\_\text{med180} \leq 0.5” in the 1-second model). The presence of identical attributes and thresholds is further reassurance that development of artifact detection models is similar, and valid, regardless of the granularity of data used in the development process when data are compressed using arithmetic mean. The usefulness of the median value in this domain is also consistent with the findings by Makivirta [123].

The heart rate models did not contain identical attributes. The 1-second heart rate model consisted of only one attribute, the maximum value over three minutes (‘hr\_high180’), which was not present in the 1-minute heart rate model. The 1-minute heart rate model’s first predictor of artifact status was the minimum value over three minutes (‘hr\_low3’) instead. The heart rate models were developed using a different class labeling scheme than that used for the other three signals; this would not, however, be expected to account for the difference observed since identical class labeling techniques were used for both the 1-minute and the 1-second heart rate models.

The data granularity results indicate that while artifact detection models developed from 1-second data are effective when tested on 1-second data, so too are models developed from 1-minute data effective when tested on 1-second data. This is a very important finding since developing models with 1-minute data has a tremendous advantage: during model development, more hours of ICU monitor data can be processed in less time. This is useful not only in general, but especially for data-intensive domains such as the ICU in particular. Because of the relative scarcity of artifacts, which are scattered sparsely among all the ‘normal’ values, voluminous amounts of physiological data streams need to be examined to ensure development of more robust models. The 1-minute models required processing of approximately 48,000 raw data values (200 hours multiplied by 60 minutes per hour multiplied by four data signals), while the 1-second models required processing of approximately 1,065,600 raw data values (74 hours multiplied by 3600 seconds per hour multiplied by four data signals). Thus, developing models from 1-minute data required roughly two orders of magnitude fewer calculations to process more than 2.5 times the number of monitor-hours. Moreover, these 1-minute models still performed well ‘in the clinical setting’ scenario, i.e., on 1-second monitor data. Data compression of temporal data by arithmetic mean, therefore, can be an effective method.
for decreasing knowledge discovery processing time without compromising learning. Future studies should focus on validating these techniques in other domains.

4.4.4 Class Labeling

Results from class labeling experiments indicate that any of several different labeling techniques can be used effectively in building an ICU artifact detection model.

In the front-labeling versus end-labeling experiments, we observed nearly identical results with both methods. The derived decision trees were sometimes even identical using these two labeling methods. Only in one comparison out of eight (two different time-interval models for each of four signal artifacts) did end-labeling out-perform front-labeling. In an area such as ICU monitoring, therefore, end-labeling, which is more useful from a clinical standpoint, should be used to be able to detect an event as quickly as possible when it occurs.

In comparisons of strictness of class labeling, we found that very good models can be derived from each of the strictness methods. Models derived from the strictest method of labeling, however, are inconsistent in performance when run on test cases created from less strict labeling methods. We conclude, therefore, that when possible, all available data and the least strict labeling method should be used to derive models. In this way, more robust models are likely to be developed. If models with inadequate performance result, due to inaccurate annotations, for example, use of more strict labeling methods may then be useful.

4.4.5 Multi-Phase Techniques

Multi-phase models, given only slope information, were still able to achieve fairly good performance. Compared to single-phase models made from 1-second granularity data, however, which had perfect accuracy, multi-phase models performed significantly poorer ($p < 0.0001$).

In one case, for carbon dioxide artifacts, the multi-phase decision tree model given the same inputs as the multi-phase neural network did much better than that neural network model. In another case, for oxygen artifacts, the neural network model did much better than the corresponding decision tree model. For heart rate and blood pressure, performance was equal for the two types of classifiers.

Inspection of the $c4.5$ multi-phase decision tree models can in some cases help us to better understand the way in which artifacts manifest in the measured values. This is especially true for BP and $CO_2$ artifacts in this case because both models are quite small. The BP model shown in
Figure 4.67, for example, describes that BP artifacts occur when the BP phase 2 slope over five seconds is greater than 3.3; or, if the BP phase 2 slope over five seconds is less than or equal to 3.3, and the BP phase 2 slope over 30 seconds is greater than 0.95, and the BP phase 1 slope over 30 seconds is less than or equal to -0.35. Once the models become much larger, however, as is the case for oxygen and HR artifacts, it is difficult to glean a simplistic pattern or set of rules from the model.

The pre-specified ‘biphasic’ patterns appear to be of minimal use since very good models were developed without these inputs. This is likely because we did not provide an exhaustive list of the possible pattern combinations given our calculated slopes; as a result, the best fitting patterns were not options. Clearly, using only piecewise phase characteristics is much more flexible and simplistic a method than trying to enumerate all possible combinations as inputs. Future work should explore the additional characterization of individual phases with functions other than linear ones, as well as the use of more than two phases for learning.

4.4.6 Limitations

Clearly this case study on artifact detection in the NICU has its limitations. Most notably is the methodology employed for data annotation. Ideally, such annotations would be created prospectively with adequate details for understanding any surrounding clinical conditions occurring during alarms. Although it is likely that artifacts in the data signals would correspond to soundings of false alarms in the ICU, this cannot be verified retrospectively. Prospective annotation would furthermore ideally record not only false alarms but also true alarms. Only with knowledge of true alarm occurrences can one thoroughly examine how well a model performs to decrease false alarms—it must do so without compromising the detection of true alarms. In the current study, annotations of data artifacts were made retrospectively, hence suffer from potential inclusion bias. Additionally, knowledge of the actual false or true alarms or clinical happenings is unavailable.

The current work may also be limited by the arbitrary choosing of certain values, such as the time intervals with which derived values were calculated. Future work should aim to systematically analyze the effect on model performance of using different time intervals. (This is done for the medical ICU experiments in Chapter 5.) Correlation of clinical knowledge regarding time in this domain with choosing of time intervals for model development may also be useful when data of the appropriate granularity are available. For the BP, CO2, and O2 signals, the class label, ‘artifact,’ was assigned for those time intervals containing at least half of the raw data values annotated with
an asterisk indicating artifact. The threshold of half was set arbitrarily and thus might be another area for further experimentation.

Despite these limitations, this study serves a useful purpose: it uses real ICU bedside data in the form in which they are available and explores how such data may be integrated to, currently, detect artifacts, and ultimately, provide more effective bedside monitoring.

Regarding class labels, all sets of derived values in the HR signal labeled ‘transition’ were disregarded in the current experiments. Study of how to predict transition periods into and out of artifact occurrences may prove equally useful for rapid detection of artifacts (and thus possibly false alarms) in bedside monitor data.

Also discarded in the current experiments were all incomplete data, for example, data from a given patient for whom there were fewer than the four monitored signals available. This made analysis and model development more tractable for the current study; realistically, however, it is inconceivable that all input data used by a multivariate monitoring system would always be available. It is imperative, therefore, that such monitoring systems be able to work effectively in the presence of incomplete data. Future work should identify possible reasons for missing data in this domain and strive to handle each type of scenario appropriately. This may require study of classification with missing data in other domains [116, 158, 165] and/or use or development of novel techniques [207, 222] for handling missing values.

The results presented in this chapter indicate that integration of multiple signals by means of applying a classification system to sets of derived values from physiologic data streams may be a viable approach to detecting artifacts in the neonatal ICU. Application of the TrendFinder paradigm has enabled exploration of this approach.
Chapter 5

TrendFinder to Detect True Alarms in the Medical ICU

We now demonstrate how the described event discovery process can be used to decrease false alarms in the medical intensive care unit (MICU). Previous studies have shown that as many as 86% of alarm soundings in the ICU are actually false [118, 206]. Current systems for monitoring vital signs typically sound an alarm any time the monitored signal surpasses a high threshold limit or falls below a low threshold limit. This simplistic rule, however, usually results in a large number of spurious readings that cause false alarms. This can lead to several problems (discussed in Chapter 3), the most important end result being compromised patient care.

Our approach is to develop multi-signal, machine-learned models, using the TrendFinder paradigm, which are able to detect ‘true alarm’ events from bedside time-series data.

5.1 Methods

5.1.1 Event Identification

As an example, we choose our primary event of interest to be true alarms that are clinically relevant (of any cause) occurring in the ICU on the arterial line systolic blood pressure signal. We choose this signal because, as was seen in Table 3.3 in Chapter 3, the arterial line blood pressure signal had the largest number of clinically-relevant true alarms and thus is initially more suitable for machine
learning purposes. We also demonstrate the same methods for detecting clinically-relevant true alarms on four other ICU monitored signals—arterial oxygen saturation from a pulse oximeter, ECG heart rate, arterial line mean blood pressure, and respiratory rate. We expect that some of these latter signals may have inadequate numbers of positive examples (clinically-relevant true alarms) to create effective detection models.

5.1.2 Data Collection and Annotation

Having identified our event(s) of interest (clinically-relevant true alarms in the ICU), the next step was to collect annotated data. Over the course of 12 weeks, bedside monitor data along with prospectively recorded annotations of event and non-event occurrences were recorded in the medical multidisciplinary ICU of Children’s Hospital in Boston. Monitoring devices for each patient were connected to a SpaceLabs bedside monitor (SpaceLabs Medical, Redmond, WA). A laptop computer placed at the bedside recorded raw values transmitted via a serial line from the SpaceLabs monitor approximately every five seconds. Available raw values included ECG heart rate (HR), pulse oximeter oxygen saturation ($S_P O_2$ or $O_2$ sat), respiratory rate (RR), and mean (MBP or mean BP) and systolic blood pressure (SBP or systolic BP) from an arterial line. A trained human observer recorded annotations into a custom-designed data entry interface for a Microsoft Access database program (Microsoft, Redmond, WA) running on the laptop. For each occurrence of a clinically relevant true alarm, the trained observer created a time-stamped note indicating the true alarm occurrence for the appropriate signal type. False alarm soundings, as well as periods of appropriate alarm silence (‘true negative alarms’), were also recorded. Each annotation was, moreover, verbally verified by the bedside nurse. Figure 5-1 displays the computer interface for recording annotations into the laptop computer. Figure 5-2 depicts the relationships amongst the major players or components in the ICU. In some cases, these relationships are physical (e.g., serial line from the SpaceLabs monitor to the laptop computer); in other cases, they are interactive (e.g., sounding of an alarm causes the trained observer to record the alarm along with a time-stamp, depicted by the clock symbol, onto the laptop computer).
Figure 5-1: Computer interface for recording annotations in the MICU.
Figure 5-2: Annotated data collection setup.
5.1.3 Data Preprocessing

Feature attribute derivation

Preprocessing of the annotated data first involved calculation of eight different mathematical quantities for each successively overlapping group of raw data values. These calculated quantities include moving mean ('avg'), median ('med'), maximum value ('high'), minimum value ('low'), range, linear regression slope ('slope'), absolute value of linear regression slope ('abs_slope'), and standard deviation ('std_dev'). As mentioned in the previous chapter, moving mean and median were chosen because of their potential usefulness described in earlier work [123, 205]; overall, these were chosen because of their usefulness in artifact detection, as described in Chapter 4.

The eight derived values were calculated for each of three different time intervals. The time intervals initially chosen were 10 seconds, 20 seconds, and 45 seconds, corresponding to feature derivation over two raw values, four raw values, and nine raw values, respectively (‘2-4-9’). A second set of time intervals chosen for experimentation were six raw values, 12 values, and 24 values (‘6-12-24’), corresponding to approximately 30, 60, and 120 seconds. Both of these sets of time intervals were chosen with the general knowledge that false alarms tend to occur fleetingly, while true alarms tend to develop more slowly; the exact numbers themselves were otherwise chosen arbitrarily. We discuss a more principled method for choosing time intervals later in this chapter.

Signal Experiments The 24 described values (eight different quantities for each of three different time intervals) were calculated for each of the five recorded data signals, resulting in sets containing 120 feature attributes (120-dimensional feature vectors) for multi-signal learning. We additionally explored single-signal learning by using only the 24 values derived from a particular signal type to find true alarms of that signal type. This was done for each of the five signals.

Time Interval Selection To better understand the effect of time interval selection on model performance, we derived multi-signal sets of feature attributes of only one time interval at a time, ranging from two values (10 seconds) to 36 values (180 seconds). This was done for both systolic blood pressure alarms and oxygen saturation alarms. By looking for the lowest numbers of errors, we selected the two thus-defined ‘best’ single time intervals for use in the regular multi-signal system (with attributes derived from three time intervals). The third time interval selected was six values (30 seconds) to correspond with the ‘6’ in the 6-12-24 experiments; this enables us to compare performance of these two sets of models on the same test cases, as will be explained in the next
section on class labeling.

Class Labeling

Each feature vector was next labeled according to the annotations that had been prospectively recorded by the trained observer. Feature vectors whose attributes were derived from raw values labeled ‘clinically-relevant true alarm’ were given the true alarm class label (see Chapter 3 for details about the alarm categorization method during annotation). Feature vectors whose attributes were derived from raw values occurring during false alarm or true negative (no alarm) periods were labeled ‘no alarm’ (meaning that the desired result was to have no alarm sound at those times). Feature vectors whose attributes were derived from raw values spanning more than one label type were not used in model derivation for this set of experiments. Class labels for the 2-4-9 experiments were derived from the longest time interval, nine values, or approximately 45 seconds. Class labels for the 6-12-24 experiments were derived from the smallest time interval, six values, which was temporally located within the latter-most part of the longer time intervals (i.e., we used the end-labeling technique, as described in Chapter 4). We thus chose six values to be the smallest interval for our detailed time interval selection experiments in order to use cases similarly labeled on contiguous sets of six values.

Data Partitioning

Data (in the form of labeled feature vectors) were divided into a training data set, consisting of 70% of the data; a test set, consisting of 70% of the remaining 30% of the data (21%); and an evaluation set, consisting of the rest of the data (9%). Use of each data set has been described elsewhere in Chapters 2 and 4.

5.1.4 Model Derivation

The training data were then given to both a decision tree induction system (c4.5) [166] and a neural network classifier system (LNKnet) (Lincoln Laboratory, Lexington, MA). As described elsewhere, the decision tree system allows for model experimentation in various ways, such as changing the ‘selectivity’ (‘c’) of pruning a tree, or the number of cases (‘m’) necessary in a branch to grow the tree. Decision tree models were preferred if they had fewer errors when run on the evaluation set, and/or smaller size with little to no increase in the number of errors when run on the evaluation set. The neural network system allows for model variation also, for example, by changing the number
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of layers of hidden nodes to be included in the network structure, or by changing the number of hidden nodes per layer. Networks with simpler structure and fewer hidden nodes, having similar performance on the evaluation set compared to more complicated networks, were preferred.

**Signal Experiments**

Both decision trees and neural networks were developed for each of the five true alarm signal types using multi-signal 2-4-9 feature attributes. For the multi-signal 6-12-24 feature attributes, decision trees and neural networks were developed for the systolic blood pressure true alarms and the oxygen saturation true alarms.

Neural networks were also developed for each of the single-signal 2-4-9 feature attribute sets. Decision trees were attempted on the single-signal data sets; details are given in the Results section.

**Time Interval Experiments**

Time interval experiments were carried out first with the use of only decision trees for each of the single-time feature value sets. For each systolic BP alarm single-time feature value set, three decision trees were created, using the following option settings: (1) \( c = 25\% \), \( m = 2 \); (2) \( c = 25\% \), \( m = 10 \); (3) \( c = 10\% \), \( m = 2 \). For each oxygen saturation alarm single-time feature vector, two decision trees were created: (1) \( c = 25\% \), \( m = 2 \); (2) \( c = 25\% \), \( m = 10 \). Time intervals that had collectively fewest errors amongst the trees for a given time interval and a given signal alarm type, and which were representative of different time spans (e.g., not within 30 seconds of each other), were chosen for that signal (signal alarm type).

The resulting triple-time feature value sets, created by using the two best performing single time intervals (along with the time interval of six values, for labeling purposes), were then given to both decision tree and neural network classification systems.

**5.1.5 Performance Evaluation**

Final models were run on their respective test sets at varying thresholds for classifying cases as true alarm or no alarm. This resulted in sensitivity-specificity pairs used to plot corresponding ROC curves, from which the areas under the curves could then be calculated.

For comparison, we also developed ROC curves for upper and lower limit thresholding. Each signal needed two ROC curves: one to describe a high thresholding alarm, and the other to describe
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a low thresholding alarm. For varying threshold values (approximately 10-15), for the entire range of values seen, we calculated the theoretical sensitivity and specificity values given a limit alarm set at each threshold. From this we could determine the area under the equivalent ROC curve. Cases used for thresholding were labeled based on the label of each raw value’s neighborhood nine values; this results in labeling that is equivalent to that used for the 2-4-9 experiments. Separate ROC curves were also determined for thresholding on cases using six values for labeling; this gives labeling that is equivalent to that used for 6-12-24 and time interval experiments.

Where possible, developed true alarm detection models were additionally run on completely different data sets that had been collected by different trained observers under different hospital conditions, with different nurses and different patients.

5.2 Results

5.2.1 Annotated Data Collection

Over the twelve-week data collection period in 1996, approximately 585 hours of bedside signal values were recorded along with annotations of alarm and no-alarm periods. Only monitored data containing all five signals of interest (heart rate, oxygen saturation, respiratory rate, and mean and systolic blood pressure) were further used in this study. Figure 5-3 shows an example of actual monitor data from the SpaceLabs unit.

<table>
<thead>
<tr>
<th>TIME</th>
<th>ECG</th>
<th>RESP</th>
<th>ART mmHg</th>
<th>ICP</th>
<th>SP02</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:24:54</td>
<td>124</td>
<td>I</td>
<td>31</td>
<td>133/58</td>
<td>10</td>
</tr>
<tr>
<td>14:25:00</td>
<td>121</td>
<td>I</td>
<td>17</td>
<td>139/89</td>
<td>24</td>
</tr>
<tr>
<td>14:25:06</td>
<td>151</td>
<td>I</td>
<td>31</td>
<td>146/56</td>
<td>20</td>
</tr>
<tr>
<td>14:25:11</td>
<td>151</td>
<td>I</td>
<td>53</td>
<td>136/60</td>
<td>14</td>
</tr>
<tr>
<td>14:25:17</td>
<td>146</td>
<td>I</td>
<td>54</td>
<td>141/67</td>
<td>91</td>
</tr>
<tr>
<td>14:25:22</td>
<td>137</td>
<td>I</td>
<td>33</td>
<td>162/80</td>
<td>97</td>
</tr>
</tbody>
</table>

Figure 5-3: Sample monitored data from SpaceLabs monitor in the MICU.
Table 5.1: Breakdown of MICU data sets by each signal type.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Training set</th>
<th>Evaluation set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic BP</td>
<td>86,062</td>
<td>10,906</td>
<td>25,952</td>
</tr>
<tr>
<td>Oxygen Sat</td>
<td>86,165</td>
<td>10,918</td>
<td>25,981</td>
</tr>
<tr>
<td>Heart Rate</td>
<td>86,191</td>
<td>10,919</td>
<td>25,986</td>
</tr>
<tr>
<td>Mean BP</td>
<td>86,165</td>
<td>10,918</td>
<td>25,981</td>
</tr>
<tr>
<td>Resp. Rate</td>
<td>86,177</td>
<td>10,918</td>
<td>25,985</td>
</tr>
</tbody>
</table>

Table 5.2: Breakdown of MICU data by class label for each signal type.

<table>
<thead>
<tr>
<th>Signal</th>
<th>True Alarm</th>
<th>Not Alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic BP</td>
<td>1,550</td>
<td>121,350</td>
</tr>
<tr>
<td>Oxygen Sat</td>
<td>122</td>
<td>122,942</td>
</tr>
<tr>
<td>Heart Rate</td>
<td>63</td>
<td>123,033</td>
</tr>
<tr>
<td>Mean BP</td>
<td>73</td>
<td>122,991</td>
</tr>
<tr>
<td>Resp. Rate</td>
<td>28</td>
<td>123,052</td>
</tr>
</tbody>
</table>

5.2.2 Annotated Data Preprocessing

Data were preprocessed by the described methodology. For the systolic blood pressure signal alarms, there were 86,062 training cases, 25,952 test cases, and 10,906 evaluation cases, collectively consisting of 1550 true-alarm cases and 121,350 no-alarm cases. (The no-alarm cases included 2109 false-alarm cases.) Tables 5.1 and 5.2 list the analogous counts for each of the five data signals. The training and evaluation sets were then given to each of c4.5 and LNKnet.

5.2.3 Model Derivation

Signal Experiments: Multi-Signal versus Single-Signal

Multi-Signal Models  We first present the true alarm detection models created with use of feature attributes derived from multiple monitored signals.

Systolic Blood Pressure Alarms  The final 2-4-9 decision tree model chosen for detection of true alarms on the systolic blood pressure signal is shown in Figure 5-4. Class labels are represented by ‘1’ for the true-alarm class and ‘0’ for the no-alarm class. Parentheses after a class label indicate the number of training data cases which arrived at that node, followed by the number of training cases which were incorrectly classified at that node. Attribute names are a concatenation of the
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s_bp_avg9 <= 136.9 : 0 (71141.0/137.8)
s_bp_avg9 > 136.9 :
  | m_bp_avg9 <= 82.9 :
  |   | h_r_med9 <= 104 : 1 (642.0/3.9)
  |   | h_r_med9 > 104 : 0 (390.0/3.9)
  | m_bp_avg9 > 82.9 :
  |   | m_bp_low9 > 97 : 0 (11230.0/106.7)
  |   | m_bp_low9 <= 97 :
  |   |   | h_r_med9 <= 127 : 0 (1579.0/8.9)
  |   |   | h_r_med9 > 127 :
  |   |   |   | s_bp_hig9 <= 149 : 0 (704.0/34.9)
  |   |   |   | s_bp_hig9 > 149 :
  |   |   |   |   | h_r_avg9 <= 132.6 : 0 (91.0/18.9)
  |   |   |   |   | h_r_avg9 > 132.6 :
  |   |   |   |   |   | r_r_high9 <= 20 : 1 (226.0/66.3)
  |   |   |   |   |   | r_r_high9 > 20 : 0 (59.0/22.6)

Figure 5-4: Systolic blood pressure true alarm detection (2-4-9) decision tree model.

abbreviation of the signal name, an abbreviation of the derived feature name, and the number of values over which the derived feature was calculated. For example, the first line in the decision tree model, “s_bp_avg9 <= 136.9 : 0 (71141.0/137.8),” means: “if the average value over nine raw values of systolic blood pressure is less than or equal to 136.9, the case will be labeled no-alarm. During training, 71141.0 training cases arrived at this node and were labeled no-alarm; 137.8 of those cases were incorrectly labeled.” (Fractional numbers of cases can arise due to pruning of the tree.) The final model was created with options c = 2% (meaning high levels of pruning), and m = 45 (meaning that a test node on the tree was only added if at least 45 cases were classified by one outcome branch of that node). The decision tree model achieved an area under the ROC curve of 94.35% when run on its test set; Figure 5-5 shows its ROC curve.

The final neural network model for 2-4-9 systolic blood pressure alarm detection contained 120 input nodes, one hidden layer with 30 nodes, and two output nodes. During network training, a step size of 0.2 was chosen as the amount by which network weights were to be updated during error propagation. The training process updated network weights during each of 20 cycles. (All LNKnet neural network models described in this chapter use a step size of 0.2, with 20 training cycles.) The model achieved an ROC curve area, shown in Figure 5-6, of 98.98% when run on its test set.

The final 6-12-24 decision tree model chosen (c = 5%, m = 30) for detection of true alarms on
0 20 40 60 80 100
1-specificity
0 20 40 60 80 100
1-specificity

Figure 5-5: Systolic blood pressure true alarm detection (2-4-9) decision tree ROC curve. Area = 94.35%.

The systolic blood pressure signal is shown in Figure 5-7. It achieved an ROC curve area of 95.79%, shown in Figure 5-8.

The final 6-12-24 neural network model for systolic BP alarms contained 120 inputs, 30 hidden nodes in one layer, and 2 outputs. Its ROC curve, shown in Figure 5-9, had an area of 99.80%.

**Oxygen Saturation Alarms** The final 2-4-9 decision tree model chosen for detection of true alarms on the oxygen saturation signal is shown in Figure 5-10. The final model used $c = 2\%$ and $m = 2$. The decision tree model achieved an area under the ROC curve of 89.16% when run on its test set. Figure 5-11 shows the ROC curve.

The final neural network model for 2-4-9 oxygen saturation alarm detection contained 120 input nodes, one hidden layer with 30 nodes, and two output nodes. The model achieved an ROC curve area of 97.23% when run on its test set, as shown in Figure 5-12.

The final 6-12-24 decision tree for oxygen saturation alarms, shown in Figure 5-13, was developed with $c = 15\%$ and $m = 20$. Its ROC curve area was 80.00%.

The 6-12-24 neural network for detecting oxygen saturation alarms had 120 inputs, 30 hidden nodes.
Figure 5-6: Systolic blood pressure true alarm detection (2-4-9) neural network ROC curve. Area = 98.98%.
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\[
\begin{align*}
\text{sbp\_avg24} & \leq 138.6 : 0 (71252.0/97.8) \\
\text{sbp\_avg24} & > 138.6 : \\
& \quad \text{mbp\_high24} \leq 84 : \\
& \quad \quad \text{rr\_high24} \leq 16 : 0 (280.0/3.0) \\
& \quad \quad \text{rr\_high24} > 16 : 1 (632.0/3.0) \\
& \quad \text{mbp\_high24} > 84 : \\
& \quad \quad \text{rr\_range24} \leq 1 : \\
& \quad \quad \quad \text{mbp\_low24} \leq 90 : 0 (801.0/14.8) \\
& \quad \quad \quad \text{mbp\_low24} > 90 : \\
& \quad \quad \quad \quad \text{hr\_low24} \leq 130 : 0 (169.0/3.0) \\
& \quad \quad \quad \quad \text{hr\_low24} > 130 : \\
& \quad \quad \quad \quad \quad \text{sbp\_high24} \leq 149 : 0 (83.0/10.5) \\
& \quad \quad \quad \quad \quad \text{sbp\_high24} > 149 : \\
& \quad \quad \quad \quad \quad \quad \text{mbp\_avg24} > 96 : 1 (129.0/3.0) \\
& \quad \quad \quad \quad \quad \quad \quad \text{hr\_slope24} \leq -0.06 : 1 (31.0/2.9) \\
& \quad \quad \quad \quad \quad \quad \quad \text{hr\_slope24} > -0.06 : 0 (30.0/15.0) \\
& \quad \quad \quad \quad \text{rr\_range24} > 1 : \\
& \quad \quad \quad \quad \quad \text{sbp\_range24} \leq 48 : 0 (10597.0/28.3) \\
& \quad \quad \quad \quad \quad \text{sbp\_range24} > 48 : \\
& \quad \quad \quad \quad \quad \quad \text{hr\_range24} \leq 23 : 0 (179.0/3.0) \\
& \quad \quad \quad \quad \quad \quad \quad \text{hr\_range24} > 23 : \\
& \quad \quad \quad \quad \quad \quad \quad \quad \text{rr\_high24} \leq 44 : 0 (41.0/4.9) \\
& \quad \quad \quad \quad \quad \quad \quad \quad \text{rr\_high24} > 44 : 1 (37.0/12.2)
\end{align*}
\]

Figure 5-7: Systolic blood pressure true alarm detection (6-12-24) decision tree model.
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Figure 5-8: Systolic blood pressure true alarm detection (6-12-24) decision tree ROC curve. Area = 95.79%.

nodes in one layer, and 2 outputs. It achieved an area under the ROC curve of 90.49%, as shown in Figure 5-14.

**Heart Rate Alarms** The final 2-4-9 decision tree model chosen for detection of true alarms on the heart rate signal is shown in Figure 5-15. The final model used \( c = 15\% \) and \( m = 20 \). The decision tree model achieved an area under the ROC curve of 99.72% when run on its test set. Figure 5-16 shows the ROC curve.

The final neural network model for 2-4-9 heart rate alarm detection contained 120 input nodes, one hidden layer with 30 nodes, and two output nodes. The model achieved an ROC curve area of 99.98% when run on its test set; this is shown in Figure 5-17.

**Mean Blood Pressure Alarms** The final 2-4-9 decision tree model chosen for detection of true alarms on the mean blood pressure signal is shown in Figure 5-18. The final model used \( c = 25\% \) and \( m = 15 \). The decision tree model achieved an area under the ROC curve of 88.78%, as shown in Figure 5-19, when run on its test set.

The final neural network model for 2-4-9 mean blood pressure alarm detection contained 120
Figure 5-9: Systolic blood pressure true alarm detection (6-12-24) neural network ROC curve. Area = 99.80%.
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ox\_high9 \leq 88:
  |  ox\_low9 \leq 86:
  |    |  hr\_med9 \leq 159: 0 (699.0/11.9)
  |    |  hr\_med9 > 159:
  |    |      |  hr\_high9 \leq 165: 0 (14.0/3.4)
  |    |      |  hr\_high9 > 165: 1 (12.0/3.3)
  |    |  ox\_low9 > 86:
  |    |      |  hr\_med9 \leq 144: 0 (66.0/3.8)
  |    |      |  hr\_med9 > 144:
  |    |      |        |  sbp\_low9 \leq 105: 0 (5.0/2.7)
  |    |      |        |  sbp\_low9 > 105: 1 (35.0/3.7)
ox\_high9 > 88:
  |  ox\_avg9 > 11.2: 0 (85306.0/41.4)
  |  ox\_avg9 \leq 11.2:
  |    |  hr\_high9 \leq 165: 0 (21.0/3.6)
  |    |  hr\_high9 > 165: 1 (7.0/3.0)

Figure 5-10: Oxygen saturation true alarm detection (2-4-9) decision tree model.

Figure 5-11: Oxygen saturation true alarm detection (2-4-9) decision tree ROC curve. Area = 89.16%.
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Figure 5-12: Oxygen saturation true alarm detection (2-4-9) neural network ROC curve. Area = 97.23%.

Figure 5-13: Oxygen saturation true alarm detection (6-12-24) decision tree model.
Figure 5-14: Oxygen saturation true alarm detection (6-12-24) neural network ROC curve. Area = 90.49%.

```
hr_low9 <= 168 :
 | sbp_med9 > 44 : 0 (83099.0)
 | sbp_med9 <= 44 :
 | | mbp_low9 <= 30 : 0 (2369.0/5.0)
 | | mbp_low9 > 30 :
 | | | rr_high9 <= 27 : 0 (52.0/1.0)
 | | | rr_high9 > 27 : 1 (33.0/11.0)
hr_low9 > 168 :
 | sbp_avg9 <= 116.1 : 1 (25.0/5.0)
 | sbp_avg9 > 116.1 : 0 (613.0)
```

Figure 5-15: Heart rate true alarm detection (2-4-9) decision tree model.
Figure 5-16: Heart rate true alarm detection (2-4-9) decision tree ROC curve. Area = 99.72%.
Figure 5.17: Heart rate true alarm detection (2-4-9) neural network ROC curve. Area = 99.98%.
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mbp_low9 <= 158 :
  |   rr_std_dev9 <= 21.66 :
  |   |   sbp_low9 <= 151 : 0 (82505.0/20.6)
  |   |   sbp_low9 > 151 :
  |   |   |   sbp_high9 > 155 : 0 (2368.0/1.4)
  |   |   |   sbp_high9 <= 155 :
  |   |   |   |   rr_low2 <= 7 : 1 (15.0/3.7)
  |   |   |   |   rr_low2 > 7 : 0 (15.0/1.3)
  |   rr_std_dev9 > 21.66 :
  |   |   mbp_low9 <= 41 : 1 (25.0/13.2)
  |   |   mbp_low9 > 41 : 0 (1169.0/1.4)

mbp_low9 > 158 :
  |   ox_high2 <= 99 : 1 (15.0/6.8)
  |   ox_high2 > 99 : 0 (53.0/1.4)

Figure 5-18: Mean blood pressure true alarm detection (2-4-9) decision tree model.

Figure 5-19: Mean blood pressure true alarm detection (2-4-9) decision tree ROC curve. Area = 88.78%.
Respiratory Rate Alarms There were too few respiratory rate true alarms for c.4.5 to be able to induce an appropriate tree. The derived decision tree model was simply one node: “not alarm.”

The final neural network model for 2-4-9 respiratory rate alarm detection contained 120 input nodes, one hidden layer with 30 nodes, and two output nodes. The model achieved an ROC curve area of 62.86% when run on its test set. This ROC curve is shown in Figure 5-21.
Figure 5-21: Respiratory rate true alarm detection (2-4-9) neural network ROC curve. Area = 62.86%.

Target=1; Area=62.858; #Target=6; #Total=25985;
Single-Signal Models  We then developed models that each only used feature attributes derived from one signal. Five final neural network models were selected, one each for detecting true alarms on a particular signal. The 2-4-9 single-signal systolic BP neural network had 24 input nodes, 20 hidden nodes in a single layer, and two output nodes. Figure 5-22 shows its ROC curve; it achieved an area under the ROC curve of 90.41%. The single-signal 2-4-9 oxygen saturation neural network had 24 inputs, a single hidden layer with 10 nodes, and two outputs. Figure 5-23 shows its ROC curve; it achieved an ROC area of 95.35%. The single-signal 2-4-9 heart rate network had 24 inputs, no hidden nodes, and two outputs. Figure 5-24 shows its ROC curve, which had an area of 87.76%. For mean BP alarm detection, the single-signal neural network had 24 inputs, 15 hidden nodes in a single layer, and two outputs; it achieved an area under the ROC curve of 70.06%, which is shown in Figure 5-25. Finally, for respiratory rate true alarms, the single-signal neural network had 24 inputs, a single hidden layer with 20 nodes, and two outputs. Figure 5-26 shows its ROC curve, which had an area of 31.21%.

Decision trees were also experimented with for the single-signal models. Resulting trees, however, were quite large and complicated; thus neural networks were preferred for this single-signal study.

Time Interval Selection

Systolic Blood Pressure True Alarm Detection  Tables 5.3 through 5.5 list the single-time systolic BP alarm detection decision trees; for each variation, tree size, number of errors, and percentage of errors, are reported. The two time intervals selected as best were 17 and 35.

The neural network developed from 6-17-35 feature attributes had 120 input nodes, 30 hidden nodes in a single layer, and two output nodes. It achieved an area under the ROC curve of 99.94%. The corresponding decision tree model \((c = 5\%, m = 65)\) is shown in Figure 5-27. The decision tree’s ROC curve area was 91.97%.

Oxygen Saturation True Alarm Detection  Tables 5.6 and 5.7 list the single-time oxygen saturation alarm decision trees; for each variation, the number of errors and percentage of errors are reported. The two time intervals selected as best were 16 and 23.

The neural network developed from 6-16-23 feature attributes had 120 input nodes, 15 hidden nodes in a single layer, and two output nodes. It achieved an area under the ROC curve of 99.96%. The corresponding decision tree model \((c = 25\%, m = 10)\) is shown in Figure 5-28. The decision tree’s ROC curve area was 92.42%. 
Figure 5-22: ROC curve for single-signal systolic blood pressure true alarm neural network model.
Figure 5-23: ROC curve for single-signal oxygen saturation true alarm neural network model.
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Figure 5-24: ROC curve for single-signal heart rate true alarm neural network model.

Target=1; Area=87.764; #Target=12; #Total=25986;
Figure 5-25: ROC curve for single-signal mean blood pressure true alarm neural network model.
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Figure 5-26: ROC curve for single-signal respiratory rate true alarm neural network model.
Table 5.3: Single-time interval systolic BP alarm decision trees: $c = 25\%, m = 2$.

<table>
<thead>
<tr>
<th>Number of Values in Time Interval</th>
<th>Tree Size</th>
<th>Number of Errors</th>
<th>Percentage of Errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>269</td>
<td>41</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>269</td>
<td>43</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>211</td>
<td>36</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>219</td>
<td>34</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>197</td>
<td>24</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>209</td>
<td>22</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>201</td>
<td>21</td>
<td>0.2</td>
</tr>
<tr>
<td>9</td>
<td>173</td>
<td>21</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>173</td>
<td>14</td>
<td>0.1</td>
</tr>
<tr>
<td>11</td>
<td>145</td>
<td>10</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>127</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>131</td>
<td>14</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>113</td>
<td>10</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>111</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>99</td>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>83</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>91</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>91</td>
<td>8</td>
<td>0.1</td>
</tr>
<tr>
<td>20</td>
<td>77</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>21</td>
<td>91</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>22</td>
<td>87</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>23</td>
<td>85</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>24</td>
<td>91</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>85</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>26</td>
<td>69</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>27</td>
<td>73</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>28</td>
<td>73</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>29</td>
<td>77</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>30</td>
<td>65</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>31</td>
<td>63</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>51</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>59</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>34</td>
<td>57</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>35</td>
<td>59</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>36</td>
<td>69</td>
<td>4</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Table 5.4: Single-time interval systolic BP alarm decision trees: \( c = 25\% \), \( m = 10 \).

<table>
<thead>
<tr>
<th>Number of Values in Time Interval</th>
<th>Tree Size</th>
<th>Number of Errors</th>
<th>Percentage of Errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>105</td>
<td>42</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>101</td>
<td>45</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>113</td>
<td>44</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>99</td>
<td>36</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>125</td>
<td>33</td>
<td>0.3</td>
</tr>
<tr>
<td>7</td>
<td>97</td>
<td>30</td>
<td>0.3</td>
</tr>
<tr>
<td>8</td>
<td>93</td>
<td>29</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>85</td>
<td>24</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>67</td>
<td>26</td>
<td>0.2</td>
</tr>
<tr>
<td>11</td>
<td>71</td>
<td>13</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>69</td>
<td>17</td>
<td>0.2</td>
</tr>
<tr>
<td>13</td>
<td>91</td>
<td>12</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>65</td>
<td>21</td>
<td>0.2</td>
</tr>
<tr>
<td>15</td>
<td>73</td>
<td>14</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>85</td>
<td>9</td>
<td>0.1</td>
</tr>
<tr>
<td>17</td>
<td>73</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>69</td>
<td>12</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>73</td>
<td>8</td>
<td>0.1</td>
</tr>
<tr>
<td>20</td>
<td>67</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>21</td>
<td>57</td>
<td>9</td>
<td>0.1</td>
</tr>
<tr>
<td>22</td>
<td>69</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>23</td>
<td>67</td>
<td>11</td>
<td>0.1</td>
</tr>
<tr>
<td>24</td>
<td>71</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>25</td>
<td>61</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>26</td>
<td>57</td>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>27</td>
<td>51</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>28</td>
<td>49</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>29</td>
<td>59</td>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>30</td>
<td>43</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>31</td>
<td>51</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>32</td>
<td>43</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>43</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>34</td>
<td>43</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>35</td>
<td>39</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>36</td>
<td>45</td>
<td>7</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Table 5.5: Single-time interval systolic BP alarm decision trees: $c = 10\%$, $m = 2$.

<table>
<thead>
<tr>
<th>Number of Values in Time Interval</th>
<th>Tree Size</th>
<th>Number of Errors</th>
<th>Percentage of Errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>181</td>
<td>37</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>201</td>
<td>45</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>183</td>
<td>38</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>133</td>
<td>35</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>181</td>
<td>24</td>
<td>0.3</td>
</tr>
<tr>
<td>7</td>
<td>133</td>
<td>24</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>135</td>
<td>26</td>
<td>0.2</td>
</tr>
<tr>
<td>9</td>
<td>139</td>
<td>17</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>123</td>
<td>18</td>
<td>0.2</td>
</tr>
<tr>
<td>11</td>
<td>103</td>
<td>9</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>113</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>111</td>
<td>13</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>101</td>
<td>10</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>85</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>83</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>81</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>77</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>20</td>
<td>77</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>21</td>
<td>73</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>22</td>
<td>83</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>23</td>
<td>85</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>24</td>
<td>87</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>79</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>26</td>
<td>69</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>27</td>
<td>63</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>28</td>
<td>73</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>29</td>
<td>71</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>30</td>
<td>59</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>31</td>
<td>57</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>47</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>49</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>34</td>
<td>53</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>35</td>
<td>49</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>36</td>
<td>53</td>
<td>4</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Table 5.6: Single-time interval oxygen saturation alarm decision trees: $c = 25\%$, $m = 2$.

<table>
<thead>
<tr>
<th>Number of Values in Time Interval</th>
<th>Number of Errors</th>
<th>Percentage of Errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>28</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>29</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>34</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>36</td>
<td>2</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Table 5.7: Single-time interval oxygen saturation alarm decision trees: $c = 25\%, m = 10$.

<table>
<thead>
<tr>
<th>Number of Values in Time Interval</th>
<th>Number of Errors</th>
<th>Percentage of Errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>9</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>0.1</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>0.1</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>0.1</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>29</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>34</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>36</td>
<td>2</td>
<td>0.0</td>
</tr>
</tbody>
</table>
hr_high17 <= 98 :
|   hr_low35 <= 92 : 0 (6265.0/37.6)
|   hr_low35 > 92 :
|     sbp_high35 <= 136 : 0 (680.0/3.0)
|     sbp_high35 > 136 : 1 (640.0/3.0)
hr_high17 > 98 :
|   sbp_high17 <= 150 : 0 (69301.0/180.6)
|   sbp_high17 > 150 :
|     rr_range35 <= 1 :
|     |   hr_low35 <= 131 : 0 (397.0/3.0)
|     |   hr_low35 > 131 :
|     |     mbp_low35 <= 89 : 0 (81.0/40.9)
|     |     mbp_low35 > 89 : 1 (180.0/17.0)
|     rr_range35 > 1 :
|     |     mbp_low35 > 83 : 0 (5536.0/23.5)
|     |     mbp_low35 <= 83 :
|     |     |   rr_avg35 <= 31.3 : 0 (332.0/3.0)
|     |     |   rr_avg35 > 31.3 : 1 (65.0/30.1)

Figure 5-27: Systolic blood pressure true alarm detection (6-17-35) decision tree model.

5.2.4 ROC Curves for Threshold Limit Alarms

Label on Nine Values

For systolic BP high limit alarm detection, we used 14 threshold values to find 326 high alarms; the corresponding ROC curve area was 79.36%. For systolic BP low limit alarm detection, there were 19 low alarms with a thresholding ROC curve area of 54.50%.

For oxygen saturation alarms, thresholding achieved an ROC curve area of 91.79% on low limit alarms. There were no oxygen saturation high limit alarms.

There were 16 heart rate high limit alarms. The ROC curve for thresholding was 78.30%. There were no low limit heart rate alarms.

There were 12 high limit mean BP alarms and nine low limit mean BP alarms. ROC curve areas were 71.82% and 90.70% for high and low thresholding, respectively.

There were eight respiratory rate high limit alarms and four respiratory rate low limit alarms. Thresholding ROC curve areas were 54.06% and 52.85% for high and low thresholding, respectively.
Figure 5-28: Oxygen saturation true alarm detection (6-16-23) decision tree model.
Label on Six Values

Thresholding ROC curve areas with labeling on six values were only determined for systolic BP and oxygen saturation alarms since those are the useful values for comparison with time interval experiments.

Systolic BP high limit thresholding achieved an ROC curve area of 80.93%, while low limit thresholding achieved an ROC curve area of 54.30%.

There were no high limit oxygen saturation alarms. Oxygen saturation low limit thresholding achieved an ROC curve area of 85.43%.

5.2.5 Performance on Different Data Sets

To evaluate model performance on completely different data, we looked to data collected in 1995 and 1997. (Recall that our MICU experiments use 1996 data.) The trained observer was a different person from year to year, the patients were different, and some of the medical staff had changed. Our focus is mainly on testing the systolic BP, oxygen saturation, and heart rate alarm detection models because the other signals had too few true alarms for effective learning.

Data collected during the ten weeks of 1995, during the prospective alarm study described in Chapter 3, were only partially useful. Although the five required signals were present for at least part of the recorded data, there were no annotations of systolic blood pressure alarms. Oxygen saturation alarms were present in the annotations; however, there was a problem with the pulse oximeter connection in 1995 such that "bad data format/bad connection" caused 1,136 false alarms, or 39% of all alarms recorded (true and false alarms). This problem did not exist in 1996, which is the data we used for development of the oxygen saturation true alarm detection model. Nevertheless, we ran the oxygen saturation and heart rate alarm detection models on these data.

There were no recorded clinically-relevant true heart rate alarms. The 15,007 non-alarm cases were correctly classified by the 2-4-9 heart rate alarm decision tree model at both 50% and 80% thresholds (chosen arbitrarily). The heart rate model therefore had 100% accuracy.

In the preprocessed data, there were 14,922 non-alarm and 53 true alarm oxygen saturation cases. The 6-16-23 oxygen saturation alarm decision tree model’s area under the ROC curve was 62.56%. The 6-16-23 oxygen saturation alarm neural network model achieved an ROC curve area of 67.13%.

Data collected during 1997 occurred over six weeks. Alarms sounding on any of the five signals of interest were annotated. Upon retrospective analysis, however, it became evident that none
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Table 5.8: ROC curve areas for single-signal neural networks, multi-signal neural networks, and upper and lower limit thresholding.

<table>
<thead>
<tr>
<th>True Alarm Signal Type</th>
<th>Single-Signal Neural Network</th>
<th>Multi-Signal Neural Network</th>
<th>Upper Limit Thresholding</th>
<th>Lower Limit Thresholding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic BP</td>
<td>90.41%</td>
<td>98.98%</td>
<td>79.36%</td>
<td>54.50%</td>
</tr>
<tr>
<td>O₂ Sat</td>
<td>95.35%</td>
<td>97.23%</td>
<td>(none)</td>
<td>91.79%</td>
</tr>
<tr>
<td>Heart Rate</td>
<td>87.76%</td>
<td>99.98%</td>
<td>78.30%</td>
<td>(none)</td>
</tr>
<tr>
<td>Mean BP</td>
<td>70.06%</td>
<td>91.73%</td>
<td>71.82%</td>
<td>90.70%</td>
</tr>
<tr>
<td>Resp. Rate</td>
<td>31.21%</td>
<td>62.86%</td>
<td>54.06%</td>
<td>52.85%</td>
</tr>
</tbody>
</table>

of the patients during 1997 had any pulse oximetry signal data recorded into the laptop. It is not clear whether none of the patients monitored during our data collection had pulse oximetry in use; whether there had been a monitor hardware or software problem; or whether an oversight in connection of the pulse oximeter to the SpaceLabs monitor had occurred. Because there were no oxygen saturation data, none of the neural network models could be run on these data. Note, however, that the systolic blood pressure alarm decision tree model, shown in Figure 5-27, contains no oxygen saturation attribute nodes. We therefore ran the 6-17-35 systolic BP tree model on the 1997 data. This model achieved an area under the ROC curve of 78.12%.

5.3 Discussion

This chapter has explored several aspects of applying the TrendFinder event discovery paradigm to the problem of detecting true alarms in the ICU. We now discuss the following issues: single-signal versus multi-signal detection models; time interval selection; post-model refinement for new populations; models for detecting true alarms versus false alarms; and limitations of the study.

5.3.1 Single-Signal Versus Multi-Signal Methods

Table 5.8 shows the ROC curve areas for 1-2-9 single-signal neural network true alarm detection models, 1-2-9 multi-signal neural network alarm models, and upper and lower limit thresholding methods (labeled also on nine values). Figure 5-29 illustrates the performance of multi-signal neural networks, upper limit thresholding, and lower limit thresholding.

In five out of five true alarm detection models, multi-signal models outperformed single-signal models. The mean BP lower limit thresholding ROC curve area was quite good (90.70%), only
Figure 5-29: Performance of multi-signal neural networks (NN), upper limit thresholding (UL), and lower limit thresholding (LL) on detection of true alarms for each of the five signal types. SBP: gray dots on white; HR: solid dark gray; O2: black stripes on white; MBP: solid light gray; RR: black diamonds on white.

slightly worse than the mean BP multi-signal neural network model (91.73%). In all other cases, multi-signal neural network models clearly out-performed limit thresholding methods.

5.3.2 Time Interval Selection

We presented in Section 5.1.3 a method for choosing time intervals over which to derive feature attributes. Table 5.9 summarizes the results.

We see that in both cases, the models developed based on a principled manner of time interval selection did extremely well. In the case of systolic BP alarm detection, the model created from

Table 5.9: Comparison of ROC curve areas of models built from arbitrary time intervals vs. best times determined by time interval experiments.

<table>
<thead>
<tr>
<th>True Alarm Signal Type</th>
<th>6-12-24 Neural Network</th>
<th>6-17-35 Neural Network</th>
<th>6-16-23 Neural Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic BP</td>
<td>99.80%</td>
<td>99.94%</td>
<td>-</td>
</tr>
<tr>
<td>O2 Sat</td>
<td>90.49%</td>
<td>-</td>
<td>99.96%</td>
</tr>
</tbody>
</table>
arbitrarily chosen time intervals did equally well. In the case of oxygen saturation alarm detection, the model created from arbitrarily chosen time intervals did significantly poorer.

The systolic BP 6-17-35 decision tree model (ROC area 91.97%) did not do as well as the 6-12-24 decision tree model (ROC area 95.79%), but neither of these decision tree models performed as well as their counterpart neural networks. The oxygen saturation 6-16-23 decision tree model (ROC area 92.42%) far out-performed this 6-12-24 decision tree model (ROC area 80.00%). Again, though, since neither of these decision tree models performed as well as their counterpart neural networks, we do not attempt to draw conclusions from these decision tree observations.

5.3.3 Post-Model Threshold Refinement for New Populations

Both the decision tree and neural network models developed for systolic BP and oxygen saturation true alarm detection performed well on their test sets. However, the two models evaluated on 1995 and 1997 data (oxygen saturation alarm neural network and systolic BP decision tree, respectively) both performed significantly worse.

For several reasons, the 1995 data used to test the oxygen saturation true alarm model may have been significantly different than the 1996 data used for development. First, as already discussed in Section 5.2.5, there had been a problem with the pulse oximeter connection in 1995 such that "bad data format/bad connection" caused 1,136 false alarms, equal to 39% of all recorded true and false alarms that year. This problem had been fixed by the time data were collected in 1996, which were the data subsequently used for model development. Second, differences in data annotation due to different trained observers, verbally-verifying nurses, or inconsistent recordings may have been great enough to warrant the poor performance of our neural network model on 1995 data. And finally, differences in patient population monitored for our study may have been great enough to account for the lower performance. We discuss one approach, 'post-model refinement' of threshold values to take into account new populations, in order to explore the third possibility. This will be illustrated with the systolic BP alarm detection decision tree model.

One reason that the systolic BP model may not have performed as well is that 1997 data contained no pulse oximetry (arterial oxygen saturation) data. It may have been that this signal was quite important for alarm detection despite its absence from the decision tree model. In fact, the counterpart neural network model had out-performed the decision tree by almost 8% area under the ROC curve (99.94% versus 91.97%). Others have suggested methods for handling missing attribute values [116, 158, 207]; this is clearly an important research area.
Differences in data annotation between 1996 and 1997 could also have accounted for the decreased performance seen when the systolic BP true alarm decision tree model was run on 1997 data. Likewise, differences in patient population, as discussed for oxygen saturation alarm detection, could also have caused the decreased performance.

Patient population in the multidisciplinary medical ICU at Children’s Hospital is quite varied. The type of patients can range from babies to teenagers; clearly, these groups have physiological differences. As described in Chapter 4, when we ran our neonatal ICU artifact detection models on completely unseen data, they performed extremely well, with no decrease in performance compared to that of the original test sets. That may have been because the patient populations were neonates in both cases.

Just as traditional threshold limit alarms in the ICU have threshold levels that can be adjusted by the caregiver for a particular patient, we propose that machine-learned models could also have the flexibility of ‘threshold refinement,’ or adjustment, for a particular patient, i.e., ‘post-model threshold refinement.’

To explore this possibility, we used 9% of the 1997 data to determine which threshold levels (for signal tests at each node in the systolic BP decision tree) might be more suited for the ‘new patient.’ The ‘adapted’ tree used six adjusted threshold levels and three original threshold levels. We otherwise kept the identical decision tree structure of the original 6-17-35 systolic BP true alarm detection model. The original tree was shown in Figure 5-27. The adapted tree is shown in Figure 5-30.

The adapted decision tree model achieved an area under the ROC curve of 97.36% on 1997 data. Recall that pre-adaptation, the original decision tree model’s performance on 1997 data was 78.12%. We then took the adapted decision tree and ran it on the 1996 test set; it achieved an 85.71% ROC curve area. Figure 5-31 summarizes these results. Post-model refinement of thresholds may be one method for increasing the robustness of models originally developed from a more limited amount of annotated data when additional annotated data become available.

A different approach to tackling different patient populations or for using models developed originally for one patient population on a different patient population may be to generate models that from the start take into account both information about a patient and sensor data; Rosset et al suggested a similar technique of looking at both customer information and credit card transaction history for fraud analysis [174]. In any case, after one or more alarm algorithms have been developed and show promise in retrospective analysis, prospective trials need to be performed to better
hr_high17 <= 98 :
| hr_low35 <= 92 : 0
| hr_low35 > 92 :
| | sbp_high35 <= 136 : 0
| | sbp_high35 > 136 : 1
hr_high17 > 98 :
| sbp_high17 <= 117 : 0
| sbp_high17 > 117 :
| | rr_range35 <= 24 :
| | | hr_low35 <= 149 : 0
| | | hr_low35 > 149 :
| | | | mbp_low35 <= 125 : 0
| | | | mbp_low35 > 125 : 1
| | | rr_range35 > 24 :
| | | | mbp_low35 > 101 : 0
| | | | mbp_low35 <= 101 :
| | | | | rr_avg35 <= 18.2 : 0
| | | | | rr_avg35 > 18.2 : 1

Figure 5-30: Systolic blood pressure true alarm detection (6-17-35): decision tree model with six adapted thresholds using ‘post-model threshold refinement.’

determine clinical utility. The data collection and alarm annotation system from the earlier phase of this project is in the process of being extended to perform, in addition to data collection, real-time processing of that data with candidate alarm algorithms [230].

5.3.4 Detecting True Alarms Versus False Alarms

Traditional committee classifiers use more than one model, each developed to classify the data of interest, for example, as Class A or Class B [191, 202]. We propose an alternative ‘committee’ classifier method for our particular target application in the ICU. Recall from the details of Chapter 3 that not only were clinically-relevant true alarms recorded, but also false alarms were recorded. Up to this point, all models in this chapter have been developed to detect clinically-relevant true alarms.

An idea is to also develop models specifically aimed at detecting ICU false alarms. That is, in the TrendFinder paradigm, our event of interest becomes the false alarms on a particular data signal. Observe in Figure 5-32 that true alarms and false alarms are non-overlapping subsets of all cases. ‘No alarm’ denotes the rest of the space in the Venn diagram. When searching specifically for
Figure 5-31: Performance of neural network model on 1996 data and performance of original and adapted decision tree models on 1996 and 1997 data. NN = neural network, DT = original decision tree, DT-adapt = adapted decision tree. 1996 test data: solid gray; 1997 test data: gray dots on white.
true alarms, the ‘rest of the world’ consists of exactly false alarms plus non-alarms. When searching specifically for false alarms, the ‘rest of the world’ consists of exactly true alarms plus non-alarms. We can then have a system composed of one or more models that detect true alarms and one or more models that detect false alarms. The goal (other than having a perfect classifier of true alarms that has high sensitivity and high specificity) is to have a classifier that detects false alarms with high specificity and a classifier that detects true alarms with high sensitivity. The fundamental idea is then to first apply a true alarm detection model that finds all true alarms but also might label a few non-alarms as true alarms (i.e., false alarms), and then ‘subtract’ from the labeled true alarms those cases which the false alarm classifier labels with high specificity as false alarm.

Experimentation can help to refine the committee interaction amongst these classifiers. For example, we might have two true alarm classifiers and two false alarm classifiers. Depending on how well the true alarm classifiers perform, we might make a committee classifier that labels cases as true alarms when both true alarm classifiers agree; when they disagree, however, then the case in question is only called true alarm if both false alarm classifiers do not say ‘false alarm.’
Table 5.10: ROC curve areas for three true alarm detection models and three false alarm detection models for systolic blood pressure.

<table>
<thead>
<tr>
<th>Alarm Type</th>
<th>Neural Network Model</th>
<th>Decision Tree Model</th>
<th>Radial Basis Function Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Alarms</td>
<td>98.98%</td>
<td>99.32%</td>
<td>98.82%</td>
</tr>
<tr>
<td>False Alarms</td>
<td>96.36%</td>
<td>97.40%</td>
<td>92.12%</td>
</tr>
</tbody>
</table>

We explored implementation of such a hybrid system classifier by developing three true alarm detection models and three false alarm detection models for systolic blood pressure alarms. A decision tree, a neural network, and a radial basis function network were developed using the LNKnet system for each of true and false alarm detection on this signal. The performance of each classifier working alone is summarized in Table 5.10.

Each of these six models was then converted into computer-executable code in the C language using LNKnet code generation functionality. These models could then be used by other C language programs, which we wrote. We first examined the sensitivity and specificity achieved by the true alarm model having the highest ROC curve area—namely, the decision tree model. When run on the test set, the true alarm detection decision tree model had a sensitivity of 92.5% and a specificity of 99.1%. We then tried several potential hybrid true alarm—false alarm committee classification systems and noted each system’s resultant sensitivity and specificity. An example of a hybrid system is shown in pseudocode in Figure 5-33. This hybrid system achieved an almost equal specificity of 99.0% and a higher sensitivity of 95.5%.

Future work might first focus on developing more accurate true and false alarm classifiers. One approach would be to look for false alarms due to a specific cause, instead of looking for false alarms due to all causes. Recall that Table 3.9 listed many different causes of false alarms observed in the ICU. Several false alarm detection models could then be developed, each one for finding just one type of false alarm. An approach for developing more accurate true alarm classifiers might be to develop one model to only detect true alarms that are high-valued alarms, and another model to only detect true alarms that are low-valued alarms. Recall that very different results were achieved by limit thresholding for high and low alarms; this could indicate that the two groups of alarms are sufficiently different to warrant individual models. In addition, as for false alarms, individual models could be developed to detect true alarms due to a particular cause. Each model could moreover be associated with a different sense of urgency for its alarm.
if \( \text{NN}_\text{TPR} = \text{TRUE}_\text{ALARM} \)
  or \( \text{RBF}_\text{TPR} = \text{TRUE}_\text{ALARM} \)
then if \( \text{NN}_\text{TPR} = \text{TRUE}_\text{ALARM} \)
  and \( \text{RBF}_\text{TPR} = \text{TRUE}_\text{ALARM} \)
  then \( \text{Class} = \text{TRUE}_\text{ALARM} \)
else if \( \text{NN}_\text{FP} = \text{FALSE}_\text{ALARM} \)
  and \( \text{TREE}_\text{FP} = \text{FALSE}_\text{ALARM} \)
  and \( \text{RBF}_\text{FP} = \text{FALSE}_\text{ALARM} \)
  and \( \text{TREE}_\text{TPR} = \text{NO}_\text{ALARM} \)
then \( \text{Class} = \text{NO}_\text{ALARM} \)
else if \( \text{NN}_\text{TPR} = \text{TRUE}_\text{ALARM} \)
  and \( \text{TREE}_\text{TPR} = \text{TRUE}_\text{ALARM} \)
then \( \text{Class} = \text{TRUE}_\text{ALARM} \)
else \( \text{Class} = \text{NO}_\text{ALARM} \)
else \( \text{Class} = \text{NO}_\text{ALARM} \)

where:

\( \text{NN} \) = neural network
\( \text{TREE} \) = decision tree
\( \text{RBF} \) = radial basis function
\( \text{TPR} \) = (model to detect) true positive alarms, clinically relevant
\( \text{FP} \) = (model to detect) false positive alarms

Figure 5-33: Pseudocode for hybrid true alarm-false alarm committee classifier.
5.3.5 Limitations

This ICU case study is not without limitations. First, the data collected were only available at a frequency of once per five seconds. This limits our choice in selecting appropriate time intervals for feature derivation; for example, a feature attribute derived from a time interval that is not a multiple of five seconds may in fact be the most accurate predictor for an event. The infrequency of data values from which to learn alarm patterns also may pose a problem if higher frequencies of data are later available when these models are tested prospectively, although this was surprisingly not the case in the neonatal ICU study (Chapter 4).

Another limitation of the case study was that annotations were only recorded to the nearest minute, while raw data values were collected every five seconds. This difference mandates that we will incorrectly label some cases simply because we are not sure precisely when, during the recorded minute, the true alarm actually occurred. For this study, we tried to compensate for the granularity differences by using a time ‘window’ of one minute on either side of each annotation’s recorded time of occurrence. Areas of overlapping windows were then not used for machine learning. Section 6.2.1 also discusses windowing compensation methodology for inadequate annotations. Future work in this area should pay caution to recording annotations with the same time granularity as available raw data.

Annotations are additionally subject to inter-observer and intra-observer biases. For the described ICU case study, two trained observers recorded all of the 1996 annotations, a third trained observer recorded all of the 1995 annotations, and a fourth trained observer recorded all of the 1997 annotations. For each annotation, the bedside nurse who was present that day, in that bedsbrace, validated the annotation. It is not possible that all of the MICU nurses and all four trained observers interpreted or recorded all alarm occurrences in the same manner (inter-observer bias). Moreover, the same nurse or the same trained observer would also likely not record every type of alarm occurrence in the same manner (intra-observer bias). One possibility for future annotation methodology is to explore the idea of being able to record and recognize scenarios in the ICU [49].

Finally, there were generally not enough numbers of event class examples for adequate supervised machine-learning. This was especially true for all signals except systolic blood pressure. Even for systolic blood pressure, the number of clinically-relevant true alarms was quite low given the quantity of data. Figures 5-34 through 5-37 show scatter plots of MICU data attributes, two at a time, for systolic blood pressure true alarm detection. The attributes chosen for these plots are attributes that are present in the systolic BP true alarm decision tree model, which was shown in Figure 5-4.
As can be seen, the very few true alarm cases are inundated by the no_alarm cases.

Despite its limitations, however, the ICU alarm example has provided a useful demonstration of how data-intensive medical time-series data may be useful, even when the underlying knowledge about how they relate to particular events is not well understood. Especially at a time when information technology is making available enormous amounts of clinical data, methods for taking advantage of these data need to be explored. The event discovery paradigm may be one technique that can assist in learning from these data.

Figure 5-34: Scatter plot for systolic blood pressure true alarm detection data cases for two attribute values, hr_med9 and rr_high9 (shown normalized).
Figure 5-35: Scatter plot for systolic blood pressure true alarm detection data cases for two attribute values, sbp_avg9 and mbp_avg9 (shown normalized).
FIGURE 5-36: Scatter plot for systolic blood pressure true alarm detection data cases for two attribute values, mbp_low9 and hr_med9 (shown normalized).
Figure 5-37: Scatter plot for systolic blood pressure true alarm detection data cases for two attribute values, sbp_avg9 and hr_med9 (shown normalized).
Chapter 6

TrendFinder Alternatives for Reducing ICU False Alarms

This chapter explores two alternative studies we performed to better understand ICU alarms and ways for their elimination. The first study is a case study on a ‘solution’ from industry. We compare the Nellcor N-200 pulse oximeter, which was used in the background study described in Chapter 3, to the Nellcor N-3000 pulse oximeter, which is a solution proposed by the company to decreasing false alarms due to motion artifact. The second study in this chapter examines the effects of non-machine-learned single-signal filter algorithms on false versus true alarms to help gain an understanding of whether these filters might be useful ways of describing time-series ICU data.

6.1 A Solution from Industry

Studies have shown that, of the large percentage of false alarms that sound in the pediatric intensive care unit, the pulse oximeter is the largest contributor. The goal of improved monitor alarms should be to decrease false alarms without missing true alarms. Clearly, any system can result in a decreased number of false alarms simply by never alarming; however, this inadequate method would be reflected by a parallel decrease in sensitivity. This study examines a newer model pulse oximeter in comparison with an older model to determine whether the correct goal is being achieved.
6.1.1 Background

To reduce the number of motion artifact false alarms seen in the N-100 pulse oximeter, Nellcor coupled the ECG signal to the oximeter in order to synchronize detection to heart rate; this change was implemented in their then newer N-200 model [185]. In a study of ICU monitor alarms, however, the N-200 was still found to be the source of the largest number of alarms, with as many as 91% being false [206]. In clinical practice, the synchronization feature was infrequently used, and thus was not included in their even newer N-3000 model [12], which Nellcor has promoted as a device that better handles motion artifact. The N-3000 system relies on differential amplification of the input signal, application of a series of signal-quality tests, and motion-detection testing of identified pulses [1]. Signal quality is assessed, for example, by comparing the identified pulse to a broadly defined ‘normal’ pulse and to the moving average of the preceding few pulses. The N-200 and N-3000 oximeters are representative of second- and third-generation pulse oximeter technology, respectively [12]. Performing a prospective clinical trial of these two models to determine their respective false positive and false negative rates might be one way to gauge the success of industry in solving this problem.

6.1.2 Methods

In a large urban children’s hospital ICU, on patients with one sensor already in use with a Nellcor N-200 pulse oximeter, an additional, new sensor was placed on the patient in a corresponding location as follows: if palm, other palm; if sole, other sole; if big toe, other big toe; if thumbnail, other thumbnail; if ear, other ear; if finger, another finger of the same hand. On patients with no pulse oximeter sensors, the nurse placed two new sensors in corresponding locations. The nurse then flipped a coin to randomize: for heads, the old sensor remained with the N-200 while the new sensor was attached to the Nellcor N-3000 pulse oximeter; for tails, the old sensor was attached to the N-3000 while the new sensor was attached to the N-200. A trained observer then sat by the bedside with a custom-designed Microsoft Access database in which to record all oxygen saturation (S$_{p}$O$_{2}$) and heart rate (HR) alarm soundings for the two pulse oximeters, along with annotations of alarm appropriateness.
6.1.3 Results

During one month, 85 hours of data were collected. Total alarm counts are shown in Figure 6-1. For \(S_pO_2\), the N-200 sounded 68 true alarms and 79 false alarms, while the N-3000 sounded 57 true and 33 false alarms. These alarm soundings comprised 30 alarm events. Of these, the N-200 missed none, while the N-3000 missed six. For HR, the N-200 sounded nine true and 51 false alarms, while the N-3000 sounded six true and 13 false alarms. No HR alarm events were missed by either pulse oximeter. Sensitivity and positive predictive value of the N-200 \(S_pO_2\) signal were 100% and 46%, respectively, while for the N-3000 were 80% and 63%, respectively. Figures 6-2 and 6-3 show the decomposition of alarms by type for each of the monitors and each of the signals.

6.1.4 Conclusions

The N-3000’s \(S_pO_2\) had a higher positive predictive value than the N-200 but only at the cost of a lower sensitivity. While efforts at decreasing false alarms via these techniques did result in fewer false alarms, a parallel decrease in true alarms points to a need for better solutions.
Figure 6-2: Breakdown of oxygen alarms by type for N-200 and N-3000.

Figure 6-3: Breakdown of heart rate alarms by type for N-200 and N-3000.
6.2 Single-Signal Filters

To be able to develop better alarm algorithms requires an understanding of the effects that different filter algorithms have on different types of alarms. An ideal filter—one that substantially reduces false alarms without missing any true alarms—is neither obvious nor easy to design. A systematic comparison of the different effects of various filters on false versus true alarms can increase understanding and aid in algorithm development. Such a comparison has been performed on an actual ICU data set to explore the four filters: moving average, moving median, delay, and sampling rate.

6.2.1 Methods

A systematic comparison of algorithms requires having: annotated ICU data (i.e., ICU data in conjunction with notes of alarm soundings that occurred during the data collection time), specific filter algorithms to test, and a data processing system for first applying the filters to the data and then reporting the results. Each of these three components will be described more thoroughly.

Annotated ICU Data

The annotated ICU data used for this study were collected in the multidisciplinary ICU of Children’s Hospital in Boston over the course of 12 weeks. The physiologic values derived from patient monitoring devices in a given bedspace were connected to the SpaceLabs bedside monitor (SpaceLabs Medical, Redmond, WA). A laptop computer placed at the bedside recorded values transmitted via a serial line from the SpaceLabs monitor approximately every five seconds. Annotations to the physiologic data were made by a trained human observer into an Access (Microsoft, Redmond, WA) database program running on the laptop. For each alarm that sounded in the bedspace under surveillance, the trained observer created a time-stamped note consisting of alarm origin (e.g., systolic blood pressure), alarm appropriateness (i.e., false alarm, clinically-relevant true alarm, or clinically-irrelevant true alarm), and alarm cause (e.g., patient movement). The trained observer, in addition, would have each annotation verbally verified by the bedside nurse. Furthermore, the trained observer would record the upper and lower threshold limits for each physiologic parameter being tracked.

Resulting annotated data consist of raw data files (one file for every patient monitoring period during which one set of threshold limits were in use); a database of all alarm annotations for those monitoring periods; and a database of all alarm threshold settings for each monitoring period (i.e.,
for each raw data file).

Four Filter Algorithms

A basic algorithm used by patient monitoring devices is the standard threshold filter (STF), which sounds an alarm as soon as a monitored value goes above the set upper limit or below the set lower limit. Granted, some filters in use may be more sophisticated than this. Nevertheless, as mentioned earlier, existing monitors have exorbitant false alarm rates; thus, regardless of how much more sophisticated these filters are, improvement is still needed. For purposes of this study, each filter analyzed is compared in two ways. First, each filter is uniformly compared against the performance of the standard threshold filter on the collected data; this produces a basis for relative comparison amongst different filter types. Second, each filter is compared against the number of alarm annotations that were recorded at the bedside; the purpose is to elucidate potential benefits or shortcomings of this type of analysis. Each of the four filters tested—moving average, moving median, delay, and sampling rate—are described in more detail below.

Moving Average Algorithm The moving average algorithm takes as input the number of values (N) for which an average should be computed, along with the upper and lower threshold limits that were in use for the given data set. The first (N-1) values read are not compared against the threshold limits. Once N values have been read, an average (i.e., the arithmetic mean value, computed by adding all N values and then dividing by N) is calculated and compared against the threshold limits. If the average value is outside the limits, the most recent time-stamp value is recorded along with the out-of-bounds average value and the physiologic signal type (e.g., 11:10:52, 193, systolic blood pressure). If the average value is within the limits, nothing is recorded and the processing program continues. Upon reading another value, the N+1st value, an average is taken of the N values starting from the second value read to the N+1st value. This newly computed average is then compared against threshold limits, and so on. The parameter, N, can range from 1 (which is equivalent to applying the standard threshold filter) to any higher integer value. An N value of 12, for example, would be equivalent to taking an average over every approximately one minute.

Moving Median Algorithm The moving median algorithm works in the same manner as the moving average algorithm. The only difference is that once N values have been read, the median value (rather than the mean) of the N values is used for checking against threshold limits. In cases
in which \( N \) is an odd integer, the median value is the \((N+1)/2\)-positioned value in a list of the \( N \) values that is sorted by increasing value. When \( N \) is an even integer, the median value is the mean of the \( N/2 \)-positioned and the \((N/2+1)\)-positioned values in the ordered list.

**Delay Algorithm** The delay algorithm takes as parameter an integer, \( N \), and only ‘sounds’ an alarm when \( N \) sequential values have been above or \( N \) sequential values have been below the set thresholds. The sounding of an alarm is thus ‘delayed’ until the out-of-bounds value has persisted for a particular length of time. The time recorded for the alarm is the time-stamp of the first value that went out of range.

**Sampling Rate Algorithm** The sampling rate algorithm is almost identical to the standard threshold filter, except that sampling rate of values is controlled by the input parameter, \( N \). If \( N \) is equal to one, each and every recorded data value (approximately one per five seconds) is tested against the upper and lower threshold limits. For \( N \) greater than one, only one value in each \( N \) values will be tested against the limits. Essentially, the sampling rate of the data values is decreased as \( N \) is increased. For example, for \( N \) equal to two, sampling rate is approximately once per 10 seconds; for \( N \) equal to three, sampling rate is approximately once per 15 seconds.

For each of the four algorithms presented, 28 \( N \) values are tested: one through 24, inclusive, as well as the values 27, 30, 33, and 36. These values test each filter on a range of approximately five seconds’ worth to approximately three minutes’ worth of data values.

**Data Processing System**

The analysis system consists of a series of data processing programs which take as input: physiologic values collected from the bedside patient monitor; corresponding time-stamped annotations of the alarms that sounded; upper and lower threshold listings for each physiologic signal being tracked; the filter-specific parameter, \( N \); and a value called the ‘windowsize,’ which will be described below. The final output consists of a listing of each algorithm type (e.g., moving average); its algorithm-specific information (e.g., \( N \), the number of data values over which the moving average was applied); the effects of this filter on alarms as compared to the total number of alarms that had originally been recorded in the annotations; and the effects of this filter on alarms as compared to the number of alarms found by the standard threshold filter. Figure 6-4 illustrates the data processing system.

For example, say that the trained observer recorded 10 clinically-relevant true alarms and 50 false
alarms. During the same period of time, data values were collected once every five seconds. The standard threshold filter, which is then run over this collected data, finds eight clinically-relevant true alarms (8/10=80%) and 30 false alarms (30/50=60%). (This discrepancy in alarm counts arises because the bedside monitors use algorithms that are slightly different than the standard threshold filter, and because the collected data points are more sparse than the original bedside monitor data).

A moving average over four data points may find six of the clinically-relevant true alarms found by the standard threshold filter (6/10=60%), while finding 10 of the false alarms found by the standard threshold filter (10/50=20%). These results would be reported as in Table 6.1.

A monitoring period is a period when all alarm threshold settings remain unchanged; it is defined...
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Figure 6-5: The notion of ‘windowsize’ calculated for each alarm annotation to aid automated alarm filter processing.

by a start time (and date) and an end time (and date). Data processing occurs by first reading the alarm limits, and the start and end times, for a given monitoring period. Then, the database of alarm annotations is read, and each annotation that occurred between the start and end times of the monitoring period under analysis is stored by the processing program. Next, all physiologic data values occurring within the start and end times are read by the processing program, which applies the appropriate filter on the appropriate number (N) of data values before testing the resulting value against the current threshold limits. Any time a resulting value surpasses a threshold (i.e., ‘an alarm is raised’), the program searches the stored list of alarm annotations for the annotation corresponding to the newly raised alarm. This automated search is made possible by first calculating a time ‘window’ around each alarm annotation; this is illustrated in Figure 6-5. The program then determines whether the time-stamp of the newly raised alarm is within the time window of any stored alarm annotation. The ‘windowsize,’ which can be specified at program run-time, indicates the number of seconds that should be added to both sides of an alarm annotation’s time-stamp for this search. The analyses performed use windowsize values of 60, 90, and 120 seconds.
After all filter type and parameter value combinations have been tested, composite listings of results are created. One set of listings is created for each different window size used. Each set consists of 11 listings, one for a composite of all alarms, and one each for results tallied by: electrocardiogram heart rate high threshold alarms; ECG heart rate low threshold alarms; systolic blood pressure high alarms; systolic blood pressure low alarms; mean blood pressure high alarms; mean blood pressure low alarms; respiratory rate high alarms; respiratory rate low alarms; arterial oxygen saturation high alarms; and arterial oxygen saturation low alarms. Within each listing, alarms are grouped by type (e.g., clinically-relevant true alarms, or false alarms).

6.2.2 Results

Over the twelve-week data collection period, 223 monitoring periods were followed, totaling 35,118 minutes. For each of these periods, corresponding alarm threshold settings, alarm annotations, and physiologic data values were recorded. Overall, 2435 alarms were recorded in the annotations. Of these, 221 (9%) were clinically-relevant true alarms; 437 (18%) were clinically-irrelevant true alarms; and 1777 (73%) were false alarms.

The analysis processing programs were then run for each monitoring period. The filters tested included 28 variations each of moving average, moving median, delay, and sampling rate, for a total of 112 filter types. (Note, though, that moving average of one value, moving median of one value, delay of one value, and sampling rate every one value, are equivalent to each other as well as to the standard threshold filter.)

At least three types of conclusions can be drawn from the processing results: the filter types that are closest to the ‘ideal’ for each physiologic signal type can be postulated; trends that exist within one kind of algorithm (e.g., moving average) as the value of N is varied can be observed; and the effect of altering the window size value can be determined.

Filter Types Closest to ‘Ideal’

Recall that an ‘ideal’ filter is one that substantially decreases false alarms without missing true alarms. A modified ranking is used in comparing filter types for this study: first, only filters retaining at least 90% of the clinically-relevant true alarms that can be found by the standard threshold filter are considered. Of these, the filter that retains the smallest percentage of false alarms that are recorded in the annotations is ‘closer to ideal.’ In cases where these latter percentages are identical for several filters, the smaller N values are favored. Table 6.2 lists the most favorable filters for each
type of algorithm according to each of the signal types analyzed with a window size of 120 seconds. (No data is shown for ‘arterial oxygen saturation high’ because there were no alarms of this type in the annotations and no alarms of this type found by the filters.)

**Trends within a Particular Algorithm Type**

Another result of this study is the ability to see how the effects of the four algorithms, applied to the ICU data, vary as the parameter, N, changes. Table 6.3 lists the differences between two percentages: the percent of the clinically-relevant true alarms (which were found by the standard threshold filter) that a particular filter can find; and the percent of false alarms (which were found by the standard threshold filter) that a particular filter can find. For the moving average algorithm, this difference value increases monotonically until the value of N is equal to nine, and then decreases. For moving median, this difference is relatively uniform, and negative. The delay algorithm shows a trend similar to that of moving average, but with a peak at N=6. Finally, no trend is immediately discernible from the difference values for the sampling rate algorithm.

**Effect of Different Windowsize Values**

Varying the window size (60, 90, and 120 seconds) during data processing appears to have no significant effect. For example, the composite pages, from processing with each of the three window size values shown, have nearly identical most ‘ideal’ filters of moving average with N=3, moving median with N=3, delay with N=1, and sampling rate with N=3. The only exception is that moving median with N=4 has slightly better results than with N=3 for the window size value of 120 seconds.

**6.2.3 Discussion**

There is no question that high false alarm rates are less than desirable in the ICU. Chapter 3 discussed these issues in detail. This study has offered a glimpse at one method of beginning a systematic exploration of the vast realm of possibilities. By having a methodical analysis process, comparisons of different filters can be made with greater confidence in the validity of results.

What has also become evident again, as in Chapter 5, is the necessity for accurate annotation recording. Without annotations that are accurately time-stamped, automatic searches for alarms within an annotation database become impossible, thus making alarm algorithm comparison difficult.
Table 6.2: Most ‘ideal’ filters for each signal type.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Filter type</th>
<th>Vs. Annotations:</th>
<th>Vs. Standard Threshold Filter:</th>
<th>Vs. Standard Threshold Filter:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TP-R No. found / No. expected</td>
<td>FP No. found / Max. No. found</td>
<td>TP-R No. found / No. expected</td>
</tr>
<tr>
<td>STF</td>
<td></td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>COMPOSITE</td>
<td>avg 3</td>
<td>81% 33%</td>
<td>92%</td>
<td>81%</td>
</tr>
<tr>
<td></td>
<td>med 4</td>
<td>81% 41%</td>
<td>91%</td>
<td>99%</td>
</tr>
<tr>
<td></td>
<td>del 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>sam 3</td>
<td>82% 34%</td>
<td>92%</td>
<td>83%</td>
</tr>
<tr>
<td>ECG</td>
<td>avg 6</td>
<td>78% 9%</td>
<td>90%</td>
<td>30%</td>
</tr>
<tr>
<td>HR</td>
<td>med 5</td>
<td>78% 7%</td>
<td>90%</td>
<td>24%</td>
</tr>
<tr>
<td>HIGH</td>
<td>del 2</td>
<td>78% 11%</td>
<td>90%</td>
<td>34%</td>
</tr>
<tr>
<td></td>
<td>sam 9</td>
<td>81% 12%</td>
<td>94%</td>
<td>39%</td>
</tr>
<tr>
<td>ECG</td>
<td>avg 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>HR</td>
<td>med 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>LOW</td>
<td>del 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>sam 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>SYS</td>
<td>avg 2</td>
<td>87% 39%</td>
<td>97%</td>
<td>93%</td>
</tr>
<tr>
<td>BP</td>
<td>med 2</td>
<td>87% 39%</td>
<td>97%</td>
<td>93%</td>
</tr>
<tr>
<td>HIGH</td>
<td>del 1</td>
<td>90% 63%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>sam 2</td>
<td>88% 58%</td>
<td>98%</td>
<td>92%</td>
</tr>
<tr>
<td>SYS</td>
<td>avg 20</td>
<td>100% 53%</td>
<td>100%</td>
<td>69%</td>
</tr>
<tr>
<td>BP</td>
<td>med 1</td>
<td>100% 77%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>LOW</td>
<td>del 1</td>
<td>100% 77%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>sam 16</td>
<td>100% 53%</td>
<td>100%</td>
<td>69%</td>
</tr>
<tr>
<td>MEAN</td>
<td>avg 15</td>
<td>100% 77%</td>
<td>100%</td>
<td>80%</td>
</tr>
<tr>
<td>BP</td>
<td>med 4</td>
<td>100% 87%</td>
<td>100%</td>
<td>90%</td>
</tr>
<tr>
<td>HIGH</td>
<td>del 3</td>
<td>100% 87%</td>
<td>100%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>sam 11</td>
<td>100% 77%</td>
<td>100%</td>
<td>80%</td>
</tr>
<tr>
<td>MEAN</td>
<td>avg 21</td>
<td>100% 0%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>BP</td>
<td>med 13</td>
<td>100% 0%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>LOW</td>
<td>del 6</td>
<td>100% 0%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>sam 7</td>
<td>100% 0%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>RR</td>
<td>avg 3</td>
<td>95% 55%</td>
<td>95%</td>
<td>90%</td>
</tr>
<tr>
<td>HIGH</td>
<td>med 4</td>
<td>95% 42%</td>
<td>95%</td>
<td>68%</td>
</tr>
<tr>
<td></td>
<td>del 2</td>
<td>95% 55%</td>
<td>95%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>sam 9</td>
<td>95% 37%</td>
<td>95%</td>
<td>60%</td>
</tr>
<tr>
<td>RR</td>
<td>avg 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>LOW</td>
<td>med 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>del 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>sam 18</td>
<td>100% 18%</td>
<td>100%</td>
<td>35%</td>
</tr>
<tr>
<td>O₂</td>
<td>avg 6</td>
<td>78% 32%</td>
<td>93%</td>
<td>73%</td>
</tr>
<tr>
<td>SAT</td>
<td>med 1</td>
<td>89% 41%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>LOW</td>
<td>del 2</td>
<td>78% 34%</td>
<td>93%</td>
<td>80%</td>
</tr>
<tr>
<td></td>
<td>sam 5</td>
<td>81% 29%</td>
<td>97%</td>
<td>69%</td>
</tr>
</tbody>
</table>
Table 6.3: Difference between percent of clinically-relevant true alarms versus percent of false alarms found by filter.

<table>
<thead>
<tr>
<th>N value</th>
<th>Average</th>
<th>Median</th>
<th>Delay</th>
<th>Sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-15</td>
<td>13</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-11</td>
<td>17</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-8</td>
<td>18</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-13</td>
<td>20</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-17</td>
<td>24</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-12</td>
<td>19</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-12</td>
<td>17</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-13</td>
<td>12</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-11</td>
<td>11</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>-12</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-14</td>
<td>9</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-12</td>
<td>8</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-14</td>
<td>7</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-11</td>
<td>8</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>-14</td>
<td>7</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>-14</td>
<td>6</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-14</td>
<td>6</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>-15</td>
<td>1</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>-15</td>
<td>-1</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>-14</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>-14</td>
<td>2</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>-12</td>
<td>3</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>-13</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>-14</td>
<td>2</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>-13</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>-19</td>
<td>-2</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-20</td>
<td>-2</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>
Ability to adjust the ‘windowsize’ was explored as a potential compensatory mechanism for imperfect annotations, but seemed to have little overall effect.

Another potential source of inaccuracy is the limited data collection rate of one per five seconds; without a higher sampling rate, certain alarms become ‘lost’ in the recording process and thus are not particularly amenable to analysis.

In considering the results, another realization is that more annotated data are needed if analyses are to be trusted. For example, only the composite listing, ECG high heart rate alarm, arterial oxygen saturation low alarm, and systolic blood pressure high and low alarms, each had more than 30 clinically-relevant true positive alarm annotations recorded. When there are very few alarms for a particular physiologic signal type, significance of results is difficult to ascertain. Thus, in Table 6.2, for example, the filters that appear to retain 100\% of true alarms while decreasing the percentage of false alarms are deceptive because there were too few alarms in each of those categories. The situation is somewhat better for false alarms: all signals except the mean blood pressure low alarm and the arterial oxygen saturation high alarm had more than 30 alarm annotations.

In all analyses performed in this study, the clinically-irrelevant true alarms have not been taken into account. This omission has been deliberate because it is unclear whether it would be desirable to change the frequency of these alarms one way or the other. Clinically-irrelevant alarms have previously been found to occur mostly during patient interventions [206], meaning that a caregiver is attending to the patient when the alarm sounds. Because a caregiver is present, and can in fact cause the alarm (e.g., while performing a procedure), it might be argued that the caregiver can immediately and correctly react to the alarm sounding, with the implication that such alarms are not particularly problematic.

Finally, while none of the tested filters would be viable as a complete solution to developing improved alarm algorithms, the results of this study can direct attention to the single-signal filters that may prove more effective when used in conjunction with other filter methods or as preprocessing steps for multi-signal algorithms.
Chapter 7

Related Work

In addition to the TrendFinder alternatives presented in the previous chapter, there are also several other possibilities that have been proposed or explored for various aspects of the work we’ve described in this thesis. Related work can roughly be grouped into five areas: analysis of time-series data, application of machine learning-based techniques to other clinical problems, understanding of monitoring devices and alarms, use of single-signal algorithms to improve monitoring, and use of multi-signal algorithms to improve monitoring. There are necessarily areas of overlap among these groups.

7.1 Time-Series Analysis

Time-series analysis and prediction is a large field in and of itself. We have purposely avoided the idea of predicting next values in a time series, though some have chosen to focus upon prediction [19, 168, 218] and the topic is no doubt important. Several other studies have also explored the idea of learning rules [44] or patterns from time-series data. Das et al. describe a method that is similar to ours in that they try to learn from the data itself and use a sliding window like we do to describe successive pieces of the time-series data. Their work is different, however, in that they have no sense of when particular events occur, as we do from our annotations. They choose to use clustering of time intervals; with an unknown goal, their system produces numerous candidate rules for a user to peruse. They do not know, however, which rules are meaningful. Keogh and Pazzani are also interested in classifying information from time-series data; their approach, however,
is to use piecewise linear representations of the data with weight vectors for assigned importance of each piece [102]. A relevance feedback system then requires the user to rate choices of how similar different pieces are. Guralnik and Srivastava have a similar goal of detecting events in time series when rules are ill-understood [75]. Their method, however, assumes that time series can be modeled mathematically and parametrically; it is based upon finding ‘change-points’ in these models, and is only for single-signal analysis.

Fawcett and Provost are interested in monitoring over time for events requiring action, such as credit card fraud [58]. Their ‘event’ of interest, however, is an ill-defined notion of ‘activity’ such that ‘true negative’ periods are not well defined. Additionally, their method would not lend itself to detecting artifacts, for example. Zhang proposes an approach for discovering temporal structures [229]. The method, however, requires that the user know how to define all events of interest and their interrelationships. Hainowitz proposes the use of ‘trend templates’ in which one uses a trend template language to define trends [78]; one can then search for occurrences of these trends in one’s data. The system, however, requires a priori understanding of the nature of the trends of interest. Hunter and McIntosh use a marking software workbench to add knowledge of events to data [86]; this is like the system that was used for creating annotations for our neonatal ICU experiments of Chapter 4. They then write rules from these marked data regions, which are subsequently used by a pattern matcher on raw data.

Guralnik et al. are also interested in patterns in sequence data [76]; the pattern, however, must be understood a priori and specified by the user in their constraint language. Their focus is to see if the user’s specified pattern has frequent episodes in the data. Keogh and Smyth also depend on user-specified patterns for searching archived time-series data by subsequence matching [101]. Han et al. try to find cyclic patterns in data by looking at segment-wise periodic patterns [80].

Oates tries to learn what makes a time-series sequence different from other sequences from the same time-series using clustering [149]. Kadous also uses clustering of events as a basis for classifying, for example, sign language hand movements[97]. Padmanabhan and Tuzhilin use temporal logic to express patterns in temporal databases, though their methods are for categorical (symbolic) data [154].

In the area of medicine, several computer programs have been developed to interpret electrocardiograms, for example, using statistical, heuristic, or deterministic approaches [224]. Balm experiments with sampling rate, time and amplitude normalization, and cross-correlation to decide whether an ECG segment is normal or not normal [11]. Differences in performance of various approaches to
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ECG interpretation could be informative for understanding monitor alarms as well.

Kaplan explains that one of the goals of analyzing variability in serial physiologic measurements is to convert from a large series of values to a single number or small set of numbers that effectively represent the original series [98]. He contrasts “measures of central tendency,” such as mean, mode, and median, from “measures of variability,” such as standard deviation, variance, range from maximum to minimum, and range from, for example, 10th to 90th percentile. He emphasizes that none of these measures capture the ordering of values. On the other hand, he suggests that analyzing the autocorrelation function and/or power spectrum of a time series could provide new insights into physiological functioning. Our studies have used feature attribute encompassing both “measures of central tendency” and “measures of variability;” in addition, our slope attributes give an idea about the ordering of values.

Mormino et al. describe their computer analysis of continuously recorded blood pressure signals [144]. Their data processing includes determination of the maximum and minimum values over a specified time interval and determination of the mean and standard deviation of values for 3-minute, 30-minute, and 24-hour periods. These feature attributes are similar to a subset of ours.

Hitchings et al. present a method for detecting trends in monitor data using “exponentially mapped past statistical variables” [85]. They explain that because most physiological variables are pseudo-random in nature, special techniques based, for example, on their power spectral density and probability distribution function, need to be used in determining their trends. This method, however, requires initial knowledge about the normal biological variation of the signal being monitored.

Cao and McIntosh identify false alarms in neonatal ICU physiologic signals by deriving a ‘drop’ stream and a ‘rise’ stream from which to predict future drops and rises in signal values by regression [29]. The results, however, are difficult to interpret given the limited testing performed thus far.

Ridges et al. use computers to analyze atrial pressures [171]. First, the waveforms are digitally filtered to remove the higher frequency artifacts while preserving the low frequency information. Second, the pressure waveforms within one standard deviation of the mean cycle length for the recorded data are averaged in order to remove random noise without removing the repeating cardiovascular waveform. They found these methods to work reasonably well for waveform interpretation. Gibbly and Ghani describe a computer algorithm for monitoring precordial Doppler audio in order to identify possible presence of venous air embolus during surgery [69]. The algorithm is based on fast Fourier transform spectral analysis of the Doppler signals.

While we have not specifically experimented with frequency domain methods in our work, many
others have described both Fourier [23, 26] and wavelet techniques for signal analysis [134, 135]. As Meyer explains, there are stationary signals, whose properties are statistically invariant over time, and nonstationary signals, in which transient events (that are not predictable) occur [135]. He further explains that the Fourier transform is ideal for studying stationary signals, and that wavelets are useful for studying nonstationary signals. Our data signals appear to be nonstationary ones. That we examine each signal by small ‘pieces’ is akin to the idea of ‘time-frequency’ wavelets, while our use of multiple time intervals represents a type of multi-scale analysis akin to the idea of ‘time-scale’ wavelets. A useful addition to our work, for example, might be to use Fourier analysis techniques on individual time interval segments to derive additional feature attributes.

Price discusses the use of computers in neurosurgical intensive care; he suggests that dense time-series data can be compressed by averaging and storing only the mean and its standard deviation, by using sequential histogram analyses to follow the median and distributional skew, and by spectral (Fourier) analysis to demonstrate changes in component frequencies [163]. We have found through actual experimentation that compression by averaging is in fact a useful means of looking at dense neonatal ICU time series data in such a way that artifacts are retained. In contrast, Young et al. have suggested using a median filter over 3 minutes for data reduction that leads to rejection of artifacts [228].

Dietterich and Michalski propose data transformations such as ‘segmenting,’ which divides the original sequence into non-overlapping segments; ‘splitting,’ which breaks a single sequence into several subsequences and could thus enable a system to discover periodic rules; and ‘blocking,’ which breaks the original sequence into overlapping segments for which new attributes can be derived [48]. Our method of deriving feature attributes from successively overlapping subsequences is similar to the described ‘blocking’ method, while our method of exploring multi-phase learning is somewhat reminiscent of the described ‘segmenting’ method.

Noise on monitored signals is usually an undesirable hurdle. Gamberger et al. propose a method for noise filtering by disregarding values that are non-typical, including both errors and outliers [66]. This type of system, however, would not, for example, be able to detect clinically-relevant true alarms that happen to manifest in the sensors as atypical values.

Others have also proposed different techniques for learning from time-series data [14, 28, 138].
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7.2 Machine Learning Applied to Similar Domains

The problem of understanding patient monitor time series data can in some ways be thought of as a pattern recognition problem, and hence past work in the pattern recognition field [51] may provide insights. For example, useful ideas may include data smoothing (e.g., using a seven-point least square error parabolic fit smoothing technique), convolution, factor analysis (a technique for generating new properties which are linear combinations of the old ones), and Fourier series analysis [73]. Pattern recognition techniques in speech recognition or identification may also be informative [119, 232]. Another pertinent area is that of automatic feature selection [31].

Machine learning techniques [137, 139] have recently been more widely used to tackle pattern recognition problems. Closely related to machine learning is the fairly new field of data mining [5, 8, 117, 219, 220, 233], in which large amounts of data are used to extract new knowledge. Methods used in data mining, such as data preparation and data reduction, might be useful in the ICU monitoring domain as well. Machine learning methods have already been used in various medical domains [50, 63, 99, 143, 209], such as diagnosing myocardial infarction in emergency room patients with chest pain [208], predicting pneumonia mortality [40], and interpreting digital images in radiology [157], just to name a few. Most applications, however, have not involved high density time series data.

One similar example of the use of machine learning for time series data is the work of Orr et al. They developed a prototype intelligent alarm system that uses a neural network to process CO$_2$, flow, and pressure values in the operating room in order to identify critical events [56, 57, 88, 151, 152, 172, 221]. Their system was made from simulating anesthesia faults using dogs. They report, for example, that in the operating room, their system was able to find 54 out of 57 faults with 74 false alarms [152].

Neural networks have also been tried with promising results for recognizing patterns in cardiocograms used for fetal monitoring [212]. A number of machine learning techniques and mechanisms for using them in medicine have recently been described by Lavrac [117].

For a very different application area, Ginzburg and Horn proposed a combined system that uses two sequential neural networks to perform time series prediction of sunspots [70]. The first network is trained to predict the next element based on previous elements in the time series, while the second network is trained to predict the errors of the first network in order to correct the original predictions.
7.3 Understanding Patient Monitors and Alarms

Several researchers have studied ICU monitoring devices and their alarms. Similar monitors are used in other hospital areas, such as the operating room and the post-anesthesia care unit (PACU), and have also been studied. Relevant findings from all hospital areas will be discussed. Particular emphasis is given to previous work related to pulse oximetry because of the widely acknowledged high false alarm rate of this device.

Computer analysis of the electrocardiogram was described at least as early as 1963 [139] and computer systems for acquiring, processing, and displaying data from critically-ill and/or post-surgical patients have been described at least as early as 1966 [82, 89, 90, 93, 145, 190, 214, 215]. At that time, it was already felt that a computerized monitoring system could help to interpret the large quantities of data available from bedside monitors, as well as facilitate research in understanding complex physiological mechanisms associated with different disease states [93]. In 1974, Sheppard and Kirklin described a computer system that had been in use for seven years which assisted in both patient monitoring and closed-loop control of blood infusion [189], and later, in closed-loop control of drug infusion as well [188]. They believe that use of the computer system, by performing repetitive and time-consuming routine tasks, has led to a 25% increase in nursing time available for direct patient care [188]. More recently, an automated vital signs monitor has made it possible for certain patients to transfer from the ICU to a medical/surgical unit [126]. It was realized early on, however, that efforts were needed to decrease the rate of equipment failure and false alarms [169].

Others have also discussed intelligent patient monitoring [24, 37, 46, 87, 105, 110, 122, 195, 211] and control [32, 38, 92, 125, 141, 184], the role of emerging technologies [55, 79, 115, 127, 146, 163, 198, 216], and the future of critical care [6, 35, 133, 175, 192]. Smith proposes that development and implementation of new clinical monitoring devices might be accelerated with greater collaboration between industry and academia [194].

The pulse oximeter, developed in the early 1970s but not widely used until the mid-1980s [148], is now thought of as an invaluable device for continuous non-invasive measurement of arterial oxygen saturation [18, 176, 179, 181] and thus detection of hypoxemia. However, it is also well known to have a high false alarm rate [155, 206, 223, 225]. Various efforts have been made to improve this device or decrease the occurrence of false alarms but the problem does not appear to be fully solved.

The high false alarm rate of pulse oximetry is believed to be due in most cases to a low signal-to-noise ratio [185]. Low signal includes low perfusion (e.g., from relative hypothermia or shock conditions)
and improper probe placement, while high noise may be due to motion, ambient light, abnormal hemoglobinemia, and venous pressure waves. Some say that pulse oximetry is insufficient for certain patients who are likely to have impaired CO₂ removal, and thus suggest the use of continuous intrarterial blood gas monitoring [156]. Clearly this would not be practical for the majority of patients who are currently being monitored by pulse oximetry.

High false alarm rates have not been limited to one model of pulse oximeter. Datex Instrumentarium’s Cardiocap CH IIS (Helsinki, Finland) [223] and Nellcor’s N-100 [225] as well as N-200 [206] (Hayward, CA), for example, all have very high false alarm rates. Barrington et al. evaluated the performance of the N-100, N-200, NovaMetrix 500 (Wallingford, CT), and Ohmeda Biox 3700 (Boulder, CO) in the neonatal ICU; they found the oximeters to be very sensitive to motion artifact, with some improvement from the N-200’s use of ECG synchronization [106]. Bentt et al. have suggested correlating pulse oximetry heart rate with ECG-derived heart rate [17]. Recording both the oxygen saturation signal and the pulse signal itself from an oximeter might also be useful in validation of the saturation signal [147].

Similar problems have been reported both for routine anesthesia monitoring, in which 75% of all auditory alarms were spurious alarms and only 3% represented any patient risk [104], and for home monitoring, in which only 8% of alarm events were classified as true events [217]. Likewise, 77% of pulse oximetry alarms in the PACU were found to be false [223], and 87–90% of pulse oximeter-detected desaturations during dental sedation were due to patient movement [225]. Home apnea monitors for neonates have also been demonstrated to generate a large number of false alarms [173].

Most existing patient monitors use limit alarms which sound when the signal value has surpassed a preset or operator-set threshold value. Beneken and van der Aa suggest that it would be useful to have a method for automatically determining these threshold levels, for example from statistical data collected from different groups of patients [15]. Moreover, Grève et al. showed that different pulse oximeters (e.g., Nellcor and Ohmeda) can consistently report higher or lower saturation values and thus different threshold levels should be employed depending on which company’s monitor is in use [74].

Another possibility for determining threshold levels is by using statistical process control (SPC) methods. Fackler et al. emphasize, however, that traditional SPC methods do not work well when data are auto-correlated or are rounded to whole numbers, such as is the case with pulse oximetry monitors [54]. Laffel et al. use SPC in the way of control charts [160] for analyzing serial patient-related data [114]; it allowed them to get an idea about a patient’s condition, but it is not clear
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how effective control charts would be for alarming purposes. DeCoste suggests a different method, large-scale linear regression, to learn the high and low limit bounds for spacecraft sensors [47].

In all efforts to decrease false alarms, it is imperative to keep in mind the inverse relationship between sensitivity and specificity. Stated in an extreme manner: all false alarms could be eliminated (100% specificity) simply by never sounding any alarms (0% sensitivity); this system, however, would not be very useful. A continuous jugular bulb oxygen saturation catheter monitor, for example, was found to have an impressively low false positive alarm rate of 2%; this value can only be meaningfully interpreted, however, when the false negative alarm rate (54% in this case) is also known [41]. A more informative measure of performance, as we have described and used in our studies, would be to determine the area under the receiver operating characteristic (ROC) curve [81], which takes into account the full range of possible sensitivity-specificity pairs.

Not all monitoring devices are necessarily so problematic. Anderson et al. evaluated a cardiorespiratory rate monitor and found there to be no false alarms during 48 hours of monitoring [7]. Study of these devices might provide insight for how to improve monitors with high false alarm rates.

Ford et al. proposed and developed a respiratory alarm monitor for use with mechanically ventilated ICU patients which is purported to detect several specific types of alarms [61]. However, they have not to date performed a prospective trial and/or published results of how well the monitor works.

Klaas and Cheng found that bedside monitors telemetrically linked to a central nursing station could be useful in alerting medical personnel to hypoxemic events otherwise missed in a well-staffed ICU [107]. They believe that noise pollution and the numerous other ICU alarm soundings could contribute to the missing of bedside alarms. Jans et al. discuss the potential value of an electrocardiogram central station for ICU monitoring [91].

Other ICU alarm soundings include, for example, those from mechanical ventilators, which can alarm for one of a large number of reasons (e.g., high-pressure, low-pressure, low exhaled tidal volume, low exhaled minute volume, apnea, oxygen) [130]. Hayes, in a review about mechanical ventilation, suggests that future ventilators provide more informative alarms to medical personnel [83].

Along those lines, some have suggested that newer alarm systems should adopt a three-level priority system in which alarms are differentiated based on the seriousness of the event and the response required by the caregiver [25, 95, 182]. The alarm type (loud or soft, audible or visual) for each level would be commensurate with the seriousness of the event.
Scuderi et al. suggest that pulse oximeters may become more useful devices with the development of improved trending and analysis of $S_pO_2$ data, for example, using stochastic analysis techniques from the econometrics literature [183]. Morgan et al. propose to collect an annotated data library of ICU monitor signals to use in future development of patient monitoring aids [142]. Metnitz et al. also describe a system for collecting, presenting, and storing ICU data [132]; however, they do not have a method for annotating the data to indicate its validity in retrospective analysis.

Shapiro supports having quality improvement standards implemented for ICU monitors, but argues against employing standards previously passed for ‘analyzers’ instead of ‘monitors’ [187]. Such standards for patient monitoring during anesthesia have already been developed at Harvard [53].

### 7.4 Single-Signal Algorithms for ICU Monitoring

Single-signal algorithms refer to any methods of decreasing false alarms which only involve a single monitored signal (e.g., heart rate). This could include both alterations in alarm threshold settings or in processing of the signal itself to help decide the alarm status of that same signal without the use of knowledge about other monitored signals.

One type of single-signal algorithm would be to use rules involving signal thresholds and simple trending. As early as 1976, Frost et al. experimented with computerized alarms that imposed criteria such as: bradycardia alarm if heart rate is 50 beats per minute or less and there is a decrease in the average heart rate of 20 beats per minute or more; atrial tachycardia alarm if there is a sequence of 10 or more consecutive premature atrial beats at a rate of 120 per minute or more. They compared this computerized arrhythmia alarm system to the conventional analog monitoring system of the time and found that 53% of computer alarms were true positive alarms while only 8% of analog alarms were true positives [64]. Furthermore, there were four times as many false alarms from the analog system as from the computerized system. Most false positives in both systems were due to patient movement.

Two other single-signal methods that have been tried are: 1) requiring a delay time between when a signal value surpasses a threshold and when the alarm sounds (to be referred to as ‘prealarm delay’ [124]); and 2) varying the alarm threshold values. Pan and James [155] combined these methods, experimenting with altering alarm limit settings and incorporating a 60-second prealarm delay (which they call a ‘wait-period’). They report a dramatic decrease in “maximum frequency of
alarms” (from 324 to four alarms per 24 hours per patient). However, they do not report another crucial piece of information: the breakdown of false and true alarms affected. Thomas describes a PC-based monitoring and alarm system for biotechnology laboratories in which each monitored input also has its own programmed delay time to allow for brief out-of-range situations that are still considered normal [200].

Rheineck-Leyssius and Kalkman experimented with using different pulse oximeter lower alarm limits, but found that the lower alarm limit was actually associated with a larger number of hypoxemia events. They suggest that this could be due to earlier alarms (and resultant interventions) being effective in preventing longer and more severe desaturations later [170].

Benis et al. present a ‘two-variable’ (mean arterial and left atrial pressures) ‘trend detection alarm.’ Their system, however, actually evaluates each of the two variables separately against set limit values [16], so can be considered as a single-signal algorithm. Furthermore, their alarm algorithm essentially works by sounding an alarm only when three consecutive values (one sample per minute) are beyond limits, thus is similar to the other prealarm delay methods.

Makivirta et al. also experimented with varying the prealarm delay time and found that a 10-second delay could reduce the alarm rate by 26%. They did not know, however, how many true alarms were missed by this method. They additionally looked at using a median filter to remove transient changes in data signals [123, 124], which they believe can remove clinically irrelevant brief signal transients and thus increase alarm reliability.

There have also been more complicated single-signal algorithms proposed. De Beer et al., for example, evaluate a method for automatically detecting artifacts in auditory evoked potential monitoring [45]. They first derive four variables per ‘sweep’ (neurophysiologic signal recorded during a fixed period after a stimulus): maximum amplitude, minimum amplitude, amplitude range, and the slopes between successive samples. If one or more of the variables deviates strongly from their pre-calculated normal range of values, then the sweep is considered to contain artifacts.

Adams et al. describe a computer algorithm for automatically recognizing pulse oximeter waveforms as normal or distorted based on a relative constancy of the systolic upstroke time which they observed in the normal waveforms [4]. They achieved a 92% sensitivity, but did not report the specificity. Their algorithm also unfortunately requires direct access to the oximeter’s analog waveforms, which is not commonly available.

Bosnjak et al. [21] propose using a Kalman filter for detecting ischemia based on ECG analysis. The Kalman filter [33] is a method of performing trend analysis by recursively estimating the mean
and slope of an input data stream. They report a sensitivity of 89.58%. Sittig also discusses a Kalman filtering algorithm for detecting physiologic trends, although his focus is on its implementation using a parallel architecture [193].

Yien et al. observed trends in the spectral components of systemic arterial pressure and heart rate signals that correlated with patient outcome [227]. Specifically, they found progressive increases in the power density values of the very low-frequency and low-frequency components of the systemic arterial pressure and heart rate signals in patients who went on to recover, but progressive decreases in patients who went on to have poor outcome. Power density values were calculated for 30-minute periods once per day.

Fuzzy logic has also been suggested for pattern recognition [231]. Sun et al. use fuzzy logic as a method of monitoring arterial oxygen saturation in mechanically ventilated newborns [197]. They first derive fuzzy sets for change in $S_pO_2$ and slope of $S_pO_2$, and then use a rule-based system to determine desired change in $F_iO_2$ (fractional inspired oxygen).

Shabot et al. [186] describe a system within a comprehensive ICU patient data management system for automatically identifying critically abnormal laboratory and blood gas values rather than vital signs monitor data like most of the other work discussed. One part of their system, however, is the detection of adverse laboratory data trends. It works by considering, for sequential values, the amount of change, rate of change, time span between values, and proximity of current value to a defined critical limit.

Statistical process control methods, as we discussed in the previous section, are also a possibility for single-signal improvements.

## 7.5 Multi-Signal Algorithms for ICU Monitoring

Multi-signal algorithms refer to processing of more than one monitored signal (e.g., heart rate, blood pressure, and oxygen saturation) to help decide the alarm status of one of those signals (e.g., heart rate). Researchers have been investigating approaches such as trend detection [78, 108, 193], belief networks [161, 177], rule-based systems [2, 10, 67, 68, 178], knowledge-based systems [3, 30, 65, 94, 112, 196, 201], fuzzy logic [13, 72, 226], and multiple parameter detection [43, 167]. Orr and Westenskow point out that the disadvantages of rule-based or knowledge-based systems are that they generally only use very simple and the most apparent relationships between sensors and alarms, that they require medical knowledge that is often not fully understood, and that they require finding an
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expert who has sufficient time to write the rules [152]. Uckun reviews several model-based efforts in biomedicine, including intelligent monitoring systems (Guardian [84], SIMON) and temporal reasoning systems (TUP, DYNASCENE, TCS) [210].

Artioli et al. use a linear transformation based on the Karhunen-Loeve expansion to map from 13 primitive features to two new variables that are still able to separate the two classes of their data quite well [9]; the classes are normal and high-risk patients in the post-cardiosurgical ICU, and the primitive features are physiologic measurements. The technique appears promising, though they did not apply it to time-series data. Also, that the new variables do not have a direct physiological meaning may or may not affect the technique’s usefulness and acceptance.

Makivirta et al. experimented with a ‘vector median filter’ to process the systolic, mean, and diastolic values of systemic and pulmonary arterial pressures as values of a multidimensional signal [124]. They report that this type of filter might be able to provide a modest reduction in alarm rate.

Sukuvaaara et al. present a knowledge-based alarm system that first determines the qualitative trends of median-filtered signals and then uses multi-signal, rule-based reasoning to estimate the patient’s state [112, 196]. The qualitative trend is established by linear regression over a 30-minute period, and the median filtering is applied to a data window of 48 minutes. Their knowledge base consists of 87 rules derived from clinician interviews; this could make the system a difficult one to expand.

Visram et al. identify pulse oximetry movement artifact by analyzing the pattern of the pulse signal amplitude preceding a desaturation and comparing that pattern to a template that they derived [213]. They report a 96% sensitivity and 60% specificity in identifying artifacts. Their method for gold standard classification, however, is retrospective analysis of saturation data from two pulse oximeters, one attached to the finger and one attached to the toe; the accuracy of this gold standard is unknown.

Dumas et al. report on a prototype Masimo signal extraction technology (SET) pulse oximeter (Mission Viejo, CA) that is purported to better handle motion artifact and low perfusion conditions by using mathematical methods on the pulse oximeter’s red and infrared light signals to measure and then subtract out the noise components from the saturation signal [52]. Barker and Shah compare this Masimo pulse oximeter to the Nellcor N-200 and N-3000 during motion in volunteers; they find that the Masimo oximeter appears to perform significantly better than the Nellcor oximeters [12].

As integrated ICU workstations become available in the future [77], it should become easier to have access to multiple physiologic signals and thus to implement multi-signal intelligent alarm
algorithms.
Chapter 8

Summary of Contributions

In this thesis, we have attempted to first describe various data collection, preprocessing, and analysis techniques within a paradigm for event discovery in numerical time-series data, and then demonstrate the application of these techniques to intensive care unit monitoring. We summarize our work and findings here.

We began in Chapter 2 by presenting the TrendFinder paradigm as a general strategy for learning to detect trends of interest from time-series data. Examples of events from business, medicine, and engineering disciplines that could be learned by this method were given. Particular emphasis was placed on data annotation and preprocessing techniques; their importance has previously been understated. Model derivation by machine-learning methods was the next component in the process. Finally, performance evaluation, not only with use of separate evaluation and test sets but also with completely different data, was described. Others have reported that attempts to use traditional machine learning methods on time-series data have not had much success [102]. The techniques of the TrendFinder paradigm may be one feasible approach.

In Chapter 4, we next applied the learning paradigm to detection of signal artifact in the neonatal intensive care unit. We found that non-linear classifiers performed quite well while a linear classifier did not. This made sense once we realized the nature of the data we were working with; namely, artifacts occur in a discontinuous fashion on the spectrum of monitored signal values. Amongst non-linear classifiers, we found that Quinlan’s notion of S-type data and P-type data did not completely lend itself to our domain. While the preprocessed neonatal ICU feature vectors were arguably more S-type, we found that the neural networks (which should be better with P-type data, while decision
trees should be better with S-type data) in fact out-performed the decision trees. This showed that neural network-like classifiers in fact can do well with S-type data. We also explored issues of data granularity and data compression in Chapter 4. We found that data compression of temporal data by arithmetic mean can be an effective method for decreasing knowledge discovery processing time without compromising learning.

We then presented detailed experiments in class labeling methods for preprocessing of data before applying machine learning methods. We found that front-labeling and end-labeling resulted in models with essentially equal performance such that the method chosen should be based upon the target application. For ICU monitoring, this meant that end-labeling should be used in order to be able to detect an event as quickly as possible when it occurs. Comparisons of different strictness levels in class labeling taught us that more robust models are likely to be developed when the least strict labeling methods are employed.

In Chapter 4, we also presented a technique for learning multi-phase trends of interest using piecewise phase characteristics as feature attributes given to machine learning methods. This was an effective method, yet uncomplicated and extendable.

We then applied the TrendFinder paradigm in Chapter 5 to the detection of clinically-relevant true alarms on monitored signals in the multidisciplinary medical ICU. We compared multi-signal learning to single-signal learning and found that the multi-signal machine-learned models outperformed single-signal methods (both single-signal machine-learned models and single-signal limit thresholding methods).

In that chapter, we also presented a more principled manner of choosing time intervals for feature attribute derivation. This was based upon a straightforward comparison of numbers of errors occurring with models containing only attributes derived from a single time interval. The best performers were used together in a multi-time interval model. Results showed that the models developed in this manner did at least as well in one case and much better in the other case than models developed from arbitrarily chosen time intervals.

We also introduced the idea of post-model threshold refinement for new populations in Chapter 5. Just as traditional ICU threshold limit alarms have factory-set threshold levels that can be optionally adjusted by the caregiver for a particular patient, post-model refinement also allows this flexibility for refinement of thresholds within a machine-learned detection model. We found, for example, that adapting six out of nine signal thresholds in the systolic blood pressure true alarm detection model, and otherwise keeping the model structure identical, increased model performance.
significantly when applied to a new population.

Finally, we proposed an alternative type of hybrid committee classifier to use both true alarm detection models and false alarm detection models in conjunction in any one of an unlimited number of ways. Our example demonstrated the feasibility of such a classifier system.

From a medicine standpoint, our contributions have been to gain a better understanding of the clinical problems of false alarms in the ICU and ways for their elimination. Our prospective study of ICU alarms, presented in Chapter 3, represents one of the most thorough alarm studies available. It has helped to further understanding of alarms, as well as their type, frequency, cause, silencing, and relationship to interventions. In Chapter 6, our case analysis of an ‘improved’ monitor from industry and its performance compared to its predecessor helps to demonstrate the need for still further work in this domain.

Overall, we have developed and presented several techniques to be used within an organized framework which enable successful learning of interesting trends from numerical time-series data. Moreover, we have demonstrated the feasibility and advantage of applying such techniques to ICU monitoring, an area that is extremely important, challenging, and in need of improvement.
Appendix A

List of Abbreviations

Tables A.1 and A.2 list the abbreviations and their meanings for terms used in this thesis.
### APPENDIX A. LIST OF ABBREVIATIONS

Table A.1: List of abbreviations used (A-M).

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>abs slope</td>
<td>absolute value of linear regression slope</td>
</tr>
<tr>
<td>Art</td>
<td>arterial line</td>
</tr>
<tr>
<td>Art BP</td>
<td>arterial line blood pressure</td>
</tr>
<tr>
<td>avg</td>
<td>moving average algorithm, or moving average</td>
</tr>
<tr>
<td>avg 4</td>
<td>moving average algorithm with N=4</td>
</tr>
<tr>
<td>BP</td>
<td>blood pressure</td>
</tr>
<tr>
<td>bpm</td>
<td>beats per minute (for heart rate)</td>
</tr>
<tr>
<td>c</td>
<td>‘confidence level’ input option to c4.5, used during pruning</td>
</tr>
<tr>
<td>CO₂</td>
<td>carbon dioxide</td>
</tr>
<tr>
<td>d</td>
<td>degree of a polynomial, for example for an SVM classifier</td>
</tr>
<tr>
<td>del</td>
<td>delay algorithm</td>
</tr>
<tr>
<td>dia</td>
<td>diastolic</td>
</tr>
<tr>
<td>ECG HR</td>
<td>electrocardiogram heart rate</td>
</tr>
<tr>
<td>F_iO₂</td>
<td>fractional inspired oxygen</td>
</tr>
<tr>
<td>FN</td>
<td>false negative alarm</td>
</tr>
<tr>
<td>FP</td>
<td>false positive alarm</td>
</tr>
<tr>
<td>high</td>
<td>maximum value</td>
</tr>
<tr>
<td>ICP</td>
<td>intracranial pressure</td>
</tr>
<tr>
<td>ICU</td>
<td>intensive care unit</td>
</tr>
<tr>
<td>K</td>
<td>kernel function for the mathematical form of an SVM classifier</td>
</tr>
<tr>
<td>LEAD</td>
<td>electrocardiogram lead</td>
</tr>
<tr>
<td>low</td>
<td>minimum value</td>
</tr>
<tr>
<td>LR</td>
<td>logistic regression</td>
</tr>
<tr>
<td>m</td>
<td>minimum number of cases needed in at least two outcomes of a node for c4.5</td>
</tr>
<tr>
<td>MBP</td>
<td>mean blood pressure</td>
</tr>
<tr>
<td>med</td>
<td>moving median algorithm, or moving median</td>
</tr>
<tr>
<td>MICU</td>
<td>medical ICU, also multidisciplinary ICU</td>
</tr>
<tr>
<td>MLP</td>
<td>multi-layer perceptron</td>
</tr>
<tr>
<td>mmHg</td>
<td>millimeters of mercury</td>
</tr>
</tbody>
</table>
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### Table A.2: List of abbreviations used (N–Z).

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neg</td>
<td>negative</td>
</tr>
<tr>
<td>NICU</td>
<td>neonatal intensive care unit</td>
</tr>
<tr>
<td>NN</td>
<td>neural network</td>
</tr>
<tr>
<td>No./found/Max./No./found</td>
<td>Number found divided by maximum number found</td>
</tr>
<tr>
<td>No./found/No./expected</td>
<td>Number found divided by number expected</td>
</tr>
<tr>
<td>O₂</td>
<td>oxygen</td>
</tr>
<tr>
<td>PEEP</td>
<td>positive end-expiratory pressure</td>
</tr>
<tr>
<td>PO₁ HR</td>
<td>pulse oximeter 1 heart rate</td>
</tr>
<tr>
<td>PO₁ sat</td>
<td>pulse oximeter 1 oxygen saturation</td>
</tr>
<tr>
<td>PO₂ HR</td>
<td>pulse oximeter 2 heart rate</td>
</tr>
<tr>
<td>PO₂ sat</td>
<td>pulse oximeter 2 oxygen saturation</td>
</tr>
<tr>
<td>Pos</td>
<td>positive</td>
</tr>
<tr>
<td>PPV</td>
<td>positive predictive value</td>
</tr>
<tr>
<td>RBF</td>
<td>radial basis function</td>
</tr>
<tr>
<td>Resp. rate</td>
<td>respiratory rate</td>
</tr>
<tr>
<td>ROC</td>
<td>receiver operating characteristic</td>
</tr>
<tr>
<td>RR</td>
<td>respiratory rate</td>
</tr>
<tr>
<td>sam</td>
<td>sampling rate algorithm</td>
</tr>
<tr>
<td>SBP</td>
<td>systolic blood pressure</td>
</tr>
<tr>
<td>SaO₂</td>
<td>arterial oxygen saturation</td>
</tr>
<tr>
<td>slope</td>
<td>linear regression slope</td>
</tr>
<tr>
<td>SpO₂</td>
<td>arterial oxygen saturation measured by pulse oximetry</td>
</tr>
<tr>
<td>std.dev</td>
<td>standard deviation</td>
</tr>
<tr>
<td>STF</td>
<td>standard threshold filter</td>
</tr>
<tr>
<td>SVM(s)</td>
<td>support vector machine(s)</td>
</tr>
<tr>
<td>sys</td>
<td>systolic</td>
</tr>
<tr>
<td>TN</td>
<td>true negative alarm</td>
</tr>
<tr>
<td>TP-I</td>
<td>true positive, clinically irrelevant alarm</td>
</tr>
<tr>
<td>TP-R</td>
<td>true positive, clinically relevant alarm</td>
</tr>
<tr>
<td>TPR</td>
<td>true positive, clinically relevant alarm</td>
</tr>
<tr>
<td>Tree</td>
<td>decision tree</td>
</tr>
<tr>
<td>Vs.</td>
<td>versus</td>
</tr>
</tbody>
</table>
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