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ABSTRACT

This paper proposes a welcome hypothesis: a computationally simple device is sufficient for processing
natural language. ‘Traditionally it has been argued that processing natural language syntax requires very
powerful machinery. Many engincers have come to this rather grim conclusion: almost all working parsers
are actually Turing Machines (I'M). For example, Woods specifically designed his Augmented Transition
Networks (ATNs) to be Turing Equivalent. 1f the problem is really as hard as it appears, then the only
solution is to grin and bear it. Our own position is that parsing acceptable sentences is simpler because there
are constraints on human performance that drastically reduce the computational requirements (time and
space bounds). Although ideal linguistic competence is very complex, this observation may not apply directly
to a real processing problem such as parsing. By including performance factors, it is possible to simplify the
computation. We will propose two performance limitations. bounded memory and deterministic control, which

have been incorporated in a new parser YAP.
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1. Introduction

"I'his‘pzipc‘r proposes a welcome hypothesis: - a compumti;magy.gimple.dcvicc_‘ is sufficicnt for processing
natural language. ‘I'raditionally it has been argucd. that -processing natural: language syntax requires very
powerful machinery. Many engineers Have come to this rather grim:conclusion; almost all working parscrs
are actually "Furing Mchines € I'M).2 Forexample, Woodsispecifically designed. bis Augmented ‘Trapsition
Networks (ATNs) to be 'Turing Equivalent.

(1) "ltis well known (cf. [Chomsky64]) that the strict context-free grammar model is not an adequate
mechanism for characterizing the subtletics iof, natural. languages .., When conditions and actions,
are added to the avcs, the model attains the power .of a 'I;;qig;géxnaglpiylp, ;ul(_h()u'gh'lhc basic
operations which i perfors arc “natural’ oncs.for language analysis. :‘!Js’in,g,\thcsc cond‘i'tions' and
aétions, the mudel is-capable of performing the cquivalent of tpansfpr,maﬁonal aniﬂysis without
the need for a separate transformational eomvmcnt.ﬁ'j\h{podsgof ‘ ‘

If the problem is rcally as hard as it appears; then the. q_qu;sgliqtion is to !,grin‘ z;ﬁd bear it. Our own position is
that parsing acceptable sentences is simpler becausc there arc cbnstrzﬁnts on human performance that exclude
all the "harder” cases. A real parser can take advantage of these performance. constrainis (c.g. limited
{né'mory) so that it can be si'm'plc‘r}'and more cfficierit thian ' Woeds™ ideal' model which is designed to parse the

entirc competence grammar.

1. Throughout this work. the gomplexity notion will be used in its computational sense as a measure of time and space
resources required by an optimal processor. The term. will not be used in the linguistic scnse (i.c. the size of the grammar
itself), s general. one can trade one off for ihe other. which leads to considerable confusion. Thi size of a program
(linguistic complexity) is typicilly inversely related to the power of the interpretef (computationl complexity). This point
is discussed more thoroughly in chaptef 6. RS E
2. It is importamt Lo distinguish computationdl cgmplexity (e nd space buuuc_l,i.) from cpmpu(ulional cluss (finite state
FS. context free CF. context sensifive CS. turing machine TM). A grumumar that deseribes a Lirge class is generally more
difficult to process than a more lightly constrained ‘grmnmiar, For-exaniple. FS! granmars can be parsed. with bounded
space: all others consume unbounded space. Similar comments probably hold for time complexity, oo (though the proof
is an open problem.) That is. FS grammrs can be parsed in lincar tinie, whereas CF grammars probably require more
time in the worst case, ‘

3. In fairness o the ATN and Transformational <. mar, it should be noted that there have been efforts to reduce the
generative capacity.  For example, Kaplan (personal commumication), [Woods?3] and [Peters and Ritehic73] discuss:
various restrictions 1o assure decidabitity. Unfortunately, this move is not sufficicpt (o guarantes cfficient (e.g. polynomial
time) processing: parsing decidable grammars may be effective, but it is hardly efficient..
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1.1 The Competence/Performance Dichotomy

The approach crucially depends on performance constraints to shrink the scarch space of possible dcrivations.
Formerly engincers such as Woods attempted to model compelonec without pcrfoﬁn;mcc constraints, and not
surprisingly, they found they aceded inordinate resources to.do so.. We suggest that a real processor
incorporates both competence (grammar) and performance (time and spagc).C()nstrglinis, Hence it is possible
(o build a small cfficient processor by exploiting the performance modcl. . ‘This is particularly clear from

Chomsky's original description of the performance/competence dichotomy.

(2) "Linguistic theory is concerned primarily with an idcal spcaker-listener, in a completely
homogencous speech-community, who knows its language perfectly and is unaffected by such
grammatically irrelevant conditions as memory limisations, distractions, shifts; of attention and
interest, and errors (random or characteristic) in applying his knowlcdge of the language in
actually performance ... We thus make a fundamoental distinction between compelence (the
speaker-hearer’s knowledge of his language) and performance (the actual usc of language in
concrete situations).” [Chomsky6S, pp 3-4, italics added}

'The proposed model is more cfficient and more restrictive than Woods' ATN, It is morc cfficicnt because it
doesn’t have the resources to waste and it is more restrictive because it docény'ty have the resources to cxplore as
many possibilitics. For example, therc are somc scntences which will rcquiré a very long time on an ATN;
our model will reject these sentences as unacceptable (not in the performance model) becausc it doesn’t have
the time to figure it out. We belicve there are two reasons for rejecting sentences; a scntence may be
ungrammatical (excluded from competence) or it may be unacceptable (cxcluded from pcrf‘ormrmce).4 The

term acceptable was coined by Chomsky to refer to:

(3) "... utterances that arc perfectly natural and immediately compfchensiblc without paper-and-
pencil analysis, and in no way bizarre or outlandish ... The more acceptable sentences are those
that arc more likely to be produced, more casily understood, Ics.é-cluxﬁsy. and in some scnse more
natural. ‘The unacceptable sentences one would tend to avoid and replace by more acceptable
variants, wherever possible in actual discourse.” [Chomsky65, pp. 10).

4. This position should be distinguished from Kaplan's hypothesis (personal conununication) that the processing
grammar is identical to the competence grammar. We suggest that there are some extra-grammatical factors (c.g. memory
limitations) which distinguish the two.
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Acceptability is assigned mdcpcndcmly from grzmmaucality: the four logical possibilitics arc illustrated by
O

‘ (4) ltis raining.
#Tom figurcd that that Susan wanied L0 (akc thc cat.gut bmhcrcd llctsy uut
*Ihey am running.
* #'Tom and slept the dog.

ER I

Chomsky formulated this distinction i order to separate irrolevant processing constraints (¢.g. Jimited time
and spacc) from the grammaticality questions which he has been studying. Our hypothesis that a simple
device can process language, is then, by definition, a hypothesis about the performance model. Acceptability

judgments will bear crucially on the matter.8

The pmblcm is to design a parser that approxmmles compctcncc ‘with |‘¢d|IStIC resources.  Unacceptable
sentences should be excluded because they rcqunrc mordmatc rcs«mrccs o process; ungrammatical scntences
should be rejected because they violate compctcncc idealizations (o .ipprbk‘matmns thereof). "The design

criteria arc summarized below:

(5) What arc some recasonable performance, appmx:matnqng .
(6) How can they be implemented without sacrificing Imgulstlc gcncrahmuons"

1.2 The FS Hypothesis

We will assume a severe processing limitation on available short term memory (STM), as commonly
suggested in the psycholmgunsue ||tcraturc (F |z|/|cr79] [Prancr and Fodor78], [Cowper76], [BresnanT8],
[Kimball73, 75} [Chmxskyél]) lcclmlcally a machmc wuh llmllccf mcmory lS a ﬂmlc statc machine (FSM)
which has very nice compu tauondl propcmes whcn compart!d to an arbumry l”M Most importantly, a FSM
requircs less time and space in the worst casc. Ihcrc arc sumg mhcr adva,magcs wluch we have not explored

5. These cxamples arc taken from [Kimbali73) A bash mark (#) is used Lo indicate unacceplability; an asterisk (*) is
uséd in the traditional fashion to denote ungranunaticality. ; - '

6. Just as Chomsky -idealized grammaticality -from her unupkwn,d irrclevant factors. it will be useful to idealize
acceptabifity. In this-work, we are-muostinteresied in Lime and spis btluv,or in_the limit as sentences grow: we will not
address borderline cases where_jadgmients lond Lo be extremgly  variable. fhlb Bove is ul‘lcn taken in complexity
arguments which study limiting growth, but ignore constants (borderline Cases).
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in detail. For cxample, it is casier to run a'FSM in reverse. This may haxe some important implications if one

were attempting to build a single model for both production and gencration as suggested in [Kay75].7

When discussing certain performance issucs (c.g. ccntcr-cml)cdding),8 it will be most uscful to. view the
processor as a 1'SM; on (he other hand, competence phenofiena '(e.g’i-'whjacwcy)qr suggest a morc abstract
point of view. Because of a lack of 'I'M resources, the processor cannot litcrally apply rules of competencc;
rather, it resorts to more computationally realistic approximations. thnc'\‘/ci" a compéetence idealization calls
“for inordinate resources, there will be a discrepancy: between the competence idealization and its performance

realization.
1.2.1 Center-cmbedding

Chomsky and Bar-Hillel independently showed that (arbitrarily deep) center-ecmbedded structures require
unbounded memory [Chomsky59a,b] [Bar-Hillel61] [I‘.qn(gc‘ndocn75]. As predicted, center-cmbedding is

severcly compromised in performance; it quickly b_cqnﬁcs "unacccpmblc, cven at rclativcly shallow depths.
(7)  #[The man [who the boy [who the students recognized] pointed out] is a fricnd-of mine]

(8)  #[Ihe rat [the cat [the dog chased] bit] ate the chicesc.]

7. Trivially all physical machines are FSMs. The FS hypothesis is interesting. though. because the memory limitation is
w severe (Le. two or three clauises) that it is a crucial issue iﬂ‘iﬁ;iny;pmaiéatlﬁ'tuatitmﬁ~Sn'mi|ur'conumnls cun be made
about modern compiiters, ‘Most engineers would midel o ypical large computer sysiein i a TM. However. it would be
“hard 1o think of a computer asa TM if it had only 1 bit of memory. How mich memory does it take before a FSNFis best
modeled as i« TM? Thic answer may depend-on the current price ‘ofmemony. s Whitt once seeted unrcasonable, may not
be so unrealistic oday. |
8 A center-embedded sentence contains an embedded clause surrounded by lexical material from the higher clause:
[ ¥l ]y} where both x and y contain fexical material. '
9. Subjacency s a formal linguistic notion which tonstriins the applicability of i transformation. (Informally, subjacency
is a focality principle: all transformations must be local w0 a singlo. cyclic pode (ag. clause) or (o two adjacent cyclic nodes.)
We offer subjacency as an cxample of a competence idealization. -In generaly though. it is extremely difficult to prove that
a particular phenomenon is necessarily @ matter of competence: We have no-proof that subjacency is a compeience
universal, and similarly, we have no proof that center-cmbedding 8- proeesbing universal. Our asscssments are most
plausible. though conceivably. they might be incorrecl. ‘ :




Center-cmbedding -13- ' Section 1.2.1

A memory limitation provides a very attractive account of center-cmbedding phenomena (in the fimit).1°

(9) "This fact [that deeply center-embedded sentences arc unacceptable], and this afone, follows from
the assumption of finiteness of memory (which no_one, surcly, has cver questioned).”
[Chomsky6l, pp. 127} AT ‘ .

1.2.2 Respectively

What other phenomena follow from a memory limitation? Center-cmbedding is the most striking cxample,
. i T . o, .

but it is #of unique. There have been many refutations of FS competence models: cach one illustrates the

point: computationally complex structures are unacceptable. Consider the respectively construction!! which is

'

notorious for its crossing dcpcndcncics.]2 As predicted, it too becomes rapidly unacceptable.

(10) John and Jack knew Tim and Mike, respectively,
John, Jack and Sam kncw Tim, Mike and Rob, respectively.
MJohn, Jack, Sam, and Tom knew 'I;im. Mike, Rob and Bill, rcspcctivcly.y
M7John, Jack, ..., Sam, and Tom knew Tim, Mike, ..., Rob and Bill, respectively.

1.2.3 Lasnik's Noncoreference Rule

Lasnik's noncorcference rule [1.asnik76] is another source of evidence.!? ‘The rule obscrves that two noun

phrascs in a particular structural configuration arc noncorcferential.

10. A complexity argument of this sort does not distinguish between a depth of thrée or a depth of four. 1t would require
considerable  psychologicat - experimentation 10 discover the precise limitations. . This account predicts that all
center-embedded structures eventually become unacceptable although it is pussible that certain constructions become
unacceptable more rapidly than others. For cxample. [Cowper6] has found some differences between relative clauses
and complenient clauscs.

11, [Bar-Hillelo 1] argued that respectively proves the competence model is not CF. 1t has been widcely suggested that
respectively is really a semantic issue which shouldnt concern syntax. Although this point is well taken. there are
pumerous anatogous constructions (Dutch verbs [Huybregts76}. Swedish wh-movement. and Mohawk [Postal64]) which
pose the same problem. If all of these arguments are mistiken and granmar is in fact only CF. then it is even casicer 10
defend the FS Hypothesis. (Only center-embedding would have to be cxcluded.)”

12. Crossing dependencies are beyond CF complexity. The proof uscs the pumping lemma. [Huybregts76]
£3. 1t can be argued that this rule is not a syntactic rule and hence it is irrelevant to the FS hypothesis.  Actually. we
believe that the FS hypothdsis’is more general; it applies at all levels of linguistic processing, not just the syntactic
component, .
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(11 The Noncoreference Rule: Given two noun phrases NP, NP, in a sentence, if NP precedes and

commands™ NP and NP, is not a ronoun, then NP, and NP, are noncoreferential.
2 2 b 1 2

For example, cach John in (12) must refer to different people, since the first John both precedes and
conmands the second. 'This rule has unbounded consequences; it applies even when there are an arbitrary
number of clauses between NPy and NP, Consequently, unbounded memory is required to process the rule;
it becomes harder and harder to enforce as more and more names are mentioned.  His rule is part of a
competence model: in performance, it seems necessary to approximate the rule. As the memory requirements
grow. the performance modet is less and less likely to establish the noncoreferential link.  In (12), the
co-indexed noun phrases cannot be coreferential.  As the depth increases, the noncoreferential judgments

become Tess and less sharp, even though (12)-(14) arc all equally ungrammutical.15

(12) *#Did vou hear that Johni told the teacher that Johni threw the first punch.
(13 *77Did you hear that .lnhni told the teacher that Bill said that Johni threw the first punch.
(14) *71d you hear that J()hni to1d the teacher that Bill said that Sam thought Johni threw the first

punch.

[deal rules of competence do not (and should not) specify real processing limitations (c.g. limited inemory),
these are matters of performance. (12)-(14) do not refute Lasnik’s rule in any way; they merely point out that

its performance realization has some important empirical differences from Lasnik’s idealization.
1.2.4 Convergence

On the other hand. there are idealizations which can be realized in performance without approximations. For
cvample. it seems that movement phenomena can cross unbounded distances without degrading acceptability.

Coripare this with the center-embedding and respectively examples previously discussed. '

L It phrase precedes phiases o its right. For example. x precedes yint o x ..y . A phrases connmands
phisees v suboidinate chses. That is. x commands cach i [ x gy o lg oy o See [Lasnik76] for more
dhiscussion.

PSSom e formants seport that they noticed noncoreference, but chose Lo ignore it in the more complex cases. This
sects wnthcwith our account tat itis o difficutt to establish the noncoreference links.

v M copierts eed e sime verbs (o illustrate the recursive nature of these constructions. They would be more

sarncath weeptabdo e used ditferent verbs,
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(15) There scems to scain ... to be a problem. ' e -maove-hp
(16) What did Bob say that Bill said that ... John liked? i ._ move-wh

We claim that center-embedding and respectively demand tmboundcd résoufecs whercas movement has a
bounded cost (even in the worst case).!” We will argue in chapteis’s, 6 aid 8 that a machinc can process
unbounded movement with very limited resources. Moypmcnt phcnomcn.a (unllkc center- cmhcddmg) can be
implemented in a pcrﬁ)rmanu mudcl without a,y:rox:mauoh It isa wclwmc rcsull whcn pufommncc and
cumpc(cncc happen to converge, as m (hc movcmcnt casc; lhcrc wnll be no cmpmml dnf’fcncnccs between the
ndcallmtmn and |ls realization. Howcvcr there is no logmal nccc\snly that pcrfunn.mcc dnd (.ompctcmc will
ulmmtcly converge in cvcr) arca. lhc FS hypo(hcsns |f corrccl wuuld ncccsslmlc compromlsmg many

compclcncc idcalizations 8

1.3 “I'he Proposed Model: YAP

Some psycholinguists belicve there is a natural mapping from idcal competence onto a realistic processing
model. ‘This hypothesis is intuitively attractive, even though there is no logical rcason that it need be the
case.!? Untorlunatcly, the psychulmgmsm htcraturc docs not prccnscly dcscnbc a mappmg which is
cunsnwnt with our FS hypothcs1s Wc havc |mplcmcnlcd a parscr (YAP) wlnch bCthCS like a complex
compctcncc model on acccptablc cascs, but falls w palsc morc dlfhcult unacccpwblc sentences. ‘This

L

pcrform.mcc model Im)ks very similar to thc morc complcx compctcncc machmc on acccptablc sentences

17. The human processor may not be optimal. - The functional argumcent, obseryes that an _oplimal processor could
process unbounded movement with bounded resources. This should encourage further mvaugalmn but it alone is not
sufficicnt evidence that the human processor has optimal properties, -~ - 2w st

We claim movement will neyer consume more than a boundcd co&d thg msl1 1§ mdepcndcm of the length. of the
sentence. Some movement sentences may be easier “than others. For ‘example, there is wnsndcmblc experimental
evidence suggesting that subject rekatives (a) are easier than object relatives (b). : :

(a) | saw the boy who liked you.
(b) | saw he boy who you liked.

However. we believe the difference between (a) and (b) is independent of their lengths.

18. We have given only three examples: center-cmbedding, Lm.ssmg,dupunduums and npncoreference although there
are many more. Center-embedding and crossing dependencips. werg, mwu]qd 10.be illustrative of stractural limitations;
nuncoreference is typical of interpretive rules (such as pronominal binding).

19. Chomsky and Lasnik (personal conwmnupication) have each suggesied that the-competepce model might gem,mlc a
non-computable sct. 1 this were indeed the case. it wontdd -com unlikely; thit there could.be a mapping.

20. Chart parscrs (such as GSP [Kapln73]) do not satisfy our requirements for a gsychologically. sealistic mapping since .
they are inconsistent with our FS hypothesis. [Uis not cleps how chart parsers can igeount; for the evidence in favor of the
FS hypothesis.
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even though it "happens” to run in severely limited memory. Since it is a minimal augmentation of cxisting
psychological and linguistic work, it preserves their accomplishiments, and in addition, achicves computational
advantages. Chapter 2 will discuss the particular augmentation which allows YAP to conserve memory, and

hencee reduce complexity to that of a IS machine.

‘Fhe basic design of YAP is similar to Marcus™ Parsifal [Marcus79], with an additional limitation on memory.
His parser. like most stack machine parsers, will occasionally fill the stack with structures it no longer nceds,
consuming unbounded memory. ‘T'o achieve the finite memory limitation, it must be guaranteed that this
never happens on acceptable structures.  'That is, there must be a "forgetting” procedure (like a garbage
collector)’! for cleaning out the stack so that acceptable sentences can be parsed without causing a stack
overflow. Everything on the stack should be there for a reason: in Marcus’ maching it is possible to have
something on the stack which cannot be referenced again.  Equipped with its forgetter, YAP runs on a

bounded stack cven though it is approximating a much more complicated machine {cg.a PI)/\).22
1.4 Closure Strategies

The forgetting (closure) notion is crucial to this thesis; it cnables YAP to parse unbounded structurcs with
only finite mcmory.23 ‘There are two closure procedures mentioned in the psycholinguistic literature:
Kimball's carly closure [Kimball73, 75] and Frazier's late closure [Frazier79] |Frazier and IFodor78]. We will
argue that Kimball's procedure is too ruthless, closing phrases too soon, whereas Frazier's procedure is too
conservative, wasting memory.  Admittedly it is casier to criticize than to offer constructive solutions.
Chapter 2 will develop some tests for evaluating solutions, and then propose a compromise which should
perform better than cither of the two extremes, carly closure and late closure, but it will hardly be the final
word. "The closure puzzle is extremely difficult, but also crucial to understanding the scemingly idiosyncratic

parsing behavior that people exhibit.

2E The "garbage collection”™ analogy is not completely accurate. Garbage collectors return storage to the system when it
15 known that it cannot be referenced again: closure procedures return storage when is it suspected that it will not be
referenced again,

220 A push down automaton (PDAY is a formadization of unbounded stack machings.

23 Bounded memory was the original motivation for closure. Some closure formulations are heuristic; they close a
phrase befare tis known that the phrase in question cannot be referenced again. Theoretically, though. closure need not
be hewnsticr itis possible for a FSM 1o parse non-center-embedded CF structures without heuristics. We have opted for a
hearistic formulation which appears 10 more practical (as we will argue in the next section).
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1.5 Marcus' Determinism Hypothesis

‘The memory constraint becomes particularly intcresting whgn it is,comb,ipcq_ wnth ,Jajcpn:_tml constraint such as
Marcus' Detorminism Hypouhesis {Marcus79), “The Determigisyn Hypothesis claims that once the processor is
committed W a particular path, it is gxremely difficult t select an altcrnative, For example, most readers will
misinterpret the underlined portions of (17)-(19) and lhc'r'l,lgguﬁcﬁ cons;dc;ab!g d!mculty continuing. For this
reason, these unacceptable sentences are ofien called Gacden Pathg (GP). A»gr}}c_;‘lﬂn(_u;yv}iplitminnlgglonc fails to
predict the unacceptability of (17)-(19) because GPs donf;;gcgggr-ﬁlphggl vcg'g glc_gpl& V(V:md ‘hcmv:c: there ‘cxits a
FSM which could parse these GP sentences). Determinism offers an additional constraint on mcmory

allocation which provides an accawn for the da{az‘

(17) #The horse raced past the barn fell.
(18) #John lified 3 hundred pound bags.
(19) #_lgg_d,mg_umgmgms_ugwouldhclphlm

There have been many other attempts to capture: the same: intuitive ‘aotion. - Kimball's Processing Principle
[Kimball73], McDonald's Indclibity Stipulation [MclDonald79]), and Frazier's “"shunting” notion
|Frazier and Fodor78) arc typical cxamples from the psycholinguistic literature. ‘The “shunting” notion
assigns a high cost to backin‘g up past a phrasc:tha‘t; has beén “shunted™ from'one smgé to another.

(20) Indclibility: "Once a linguistic dccnsmn has bccn madc it cannot be retracted - lt has been
written with mdchblc ink’ ... It rcqulrcs every ChOICC made durmg thc producuon process, at
whatever level, cannot be chzmgcd once ll has bcen rhadc - choic’cs mii‘st'bc ﬁ\ad‘c ‘correctly the
first time.” [Mtl)onald79 pp. 16] : Ponil

(#3)) "ugmlg S_g_gn (Eu;mﬂg) When a phrasc is closcd. 1t is pushcd down into a syntactic
(possible scmannc) proccssmg stage and dcarcd from shhrt “term mcmory " 1‘!( limbai{73 pp. 39]

F

e
v

24. There are other possible accounts which may be very similar 1 Mareus™ account.. For example, GPS arc oflen related
Lo backup in non-deterministic frameworks.” However, 1t iy not clewr bow such an account can distinguish backup on a GP
from backup on an acceptable sentence. One solution places 2 botd on backup to-enable the parser (o backup on the
acceptable seritences but not on GPs. T some senseé: this is very similar to Marouy approach: he provides a bound on
lookahead (anatogous 10 bounded backup) which:distinguishes GPs from doceplable seatences.
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Although the "determinism™ notion is widely discussed in the literature, it is extremely difficult to describe
precisely. At first we believed the memory constraint alone would subsume Marcus’ hypothesis, thus
providing a precise independently motivated account. Since all FSMs have a deterministic realization,?> it
was originally supposed that the memory limitation guaranteed that the parser is deterministic (or equivalent
to one that is). Although the argument is theoretically sound, it is mistaken.2® The deterministic realization
may have many more states than the corresponding non-deterministic I'SM. These extra states are cxtremely
costly and lack empirical justification. They would cnable the machine to parse GPs by delaying the critical
decision.”” In spirit, Marcus’ Deterininisim Hypothesis excludes encoding non-determinism by cxploding the
state space in this way; it assumes that most cxploded states are not reachable in performance. This amounts
to an exponential reduction in the size of the state spacc, which is an interesting claim, not subsumed by FS

(which only requires the state space to be ﬁnitc).28

e forgetting procedure, which is the subject of chapter 2, will be "deterministic™: it will not backup or undo
previous decisions. Consequently, the machine will not only reject deeply center-embedded sentences but it
will also reject sentences such as (22) where the heuristic forgetting procedure makes a mistake (takes a garden

path).

(22) # Harold heard [that John told the teacher [that Bill said that Sam thought that Mike threw the
first punch] yesterdayl].

Marcus Determinism Hypothesis predicts that some sentences would be garden paths (since the state space
cannot be exploded). but it alone docs not identify which sentences are GPs and which ones are not. He
proposes a specific parsing model (Parsifal) to identify garden paths. Parsifal makes a single left to right pass
over the sentence. It has to decide what to do at cach point based upon a limited lookahead of three
constituents.  According to  Marcus, certain - sentences requirc more lookahead to disambiguate
alg: rithmically, and consequently, Parsifal has to guess what to do. In the garden path casc, Parsifal gucsses

incorrectly.

35 A non-deterministic FSM with o states is equivalent Lo another deterministic FSM with 27 states.

20, 1 am indebled to Ken Wexder for pointing this out.

270 The ayploded states encode disjunctive alternatives (as observed in [Swartoul78]). Intuitively, GPs suggest that it
i possibe to delay the critical deciston: the machine has to decide which way to proceed.

Y Aarens hypothesis is necessarily vague because there is no clear way to distinguish an exploded state from a
privviive stere. without reforence Lo particular machine (grammar). The definition becomes more precise when state
assicntnent. e indopondently motivated (by linguistic generalizations).
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‘The three constituent limit is a very good description; all the garden path sentences shown above would
require a four constituent fookahead to disambiguate correctly, (23) illustrates Marcus’ account on a typical
GP. It would be acceptable if the machine looked ahead apother consgitucnt.??

(23) #7The horse [} raced] [ past] [3 the barn] [4 feti].

The three constitucnt story is not a complete explanation. Why ducs Parsifal guess that ruced is o main verb
and not a participle? ‘The main verb interpretation is apparcntly the unmarked (preferred) case. Would it be

possible to have a language where the participle reading was the unmarked casc? o
1.6 Frazier's Principles

Frazier [Frazier79] [IFrazier and Fodor78) has attempted to deseribe the unmarked ihtcrprcmtiuns. She has
propused two.principles which arc presumably universal. ‘Tiere is an‘intuitive finctional motivition for these
principles; they appear to require fewer resources (memory-and backup) than the afternatives. Frazier has

provided considcrable experimental cvidence as ompiricaf verification.

(24) Minimal Attachment: Attach incoming malerial into the phrase marker being constructed using
the fowest nodes.consistent with the wel-formedness sules of the language.

(25) Late Closure: When possible, attach inéoming material intol the clausc or bhrasc currcntly being
parsed.

HEE

29, n practice. the lookahead will consist of noun phrases and single -words: the machine docs not, for example, build
prepositional phrases in the lookabead buffer, Unfurlunau.ly this is Lmual o Marcus™ account of the GP phenomena;
Parsifal dous ror anulyze sentence (23) us. The horse [ racéd] [2 pml the burn] [; jbl” If it dld then it would be able to

disumbiguate the sepience.
There are some other problems \Vllh this account. For t.xam(plc malu‘ml after the (lurd constituent shouldn’t affect,
the judgments, and yet, the sentences below scem to'be more .u‘cpwblc than (23).

The horse raced past [3 the burn] fell down.
The horse raced past [3 the barn] stumbled.

We have no explanation for this data.  Nevertheless, Marcus™ account is the best description in the literature: we will
accept it for the time being despite ils problems. :
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Frazier's position is basically compatible with Marcus'; her principles define the unmarked actions when
there is insufficient lookahead to be certain, Late Closure, which is relevant to the discussion on forgetting, is
central to chapter 2; Minimal Attachment is the topic of chaptér4. ‘There are some (rarc) cases where the
principles fail to find a correct parsc on the first pass, furcmg backup in her non- dctcrmmntlc framework.
These will be interpreted as marked “"counter-cxamples” in uui' dctcrmlmsuc FS framcwmk ® we will ddd a

few marked rules to cover the exceptions.
1.7 Capturing Generalizations

Having laid out the basic framework (limited memory and determinism), it is worthwhile to gain some
breadth. YAP has encoded a competence model strongly resembling the recent work of Bresnan and Kaplan
[Bresnan78), [Bresnan80), [Kaplan and Bresnan80]. 'They use-two represcatations: a cunstituent structure and
a functional structure, The former deals with mother/daughter relationships whercas the latter is concerned
with grammatical roles (subject, object, ctc.) angd syntactic features (casa. tesise, person, number, gender, etc.)
Chapter 3 discusses the YAP implementation.of genstituent structure,.and Chapter 5, the functional structure,

With the Bresnan-Kaplan representation system, it is relatively. straightforward 1o implemient many of their
analyses. Chapter 6 presents some typical fexical rules (raising and passive), thus capmring many of the

genceralizations which were once believed to bc bcyond the capablhucs ofa FSM

ST

YAP also shares many propertics with Parsifal; it is possible to implement Parsifal-style transformations in
YAP. Chapter 7 implements auxiliary inversion and imperative using Parsifal’s approach. This demonstrates

an alternative method to capture the generalizations that were used to "refute” the FS hypothesis.

There are two classes of transformations which have been traditionally problematic for processing:
wh-movement and conjunction. - Chapters 8 and 9 present:the approach takcn in-“YAP. Conjunction is
particularly interesting becausc it has never bccn lmplcmcnted ina Marcus style dctcnnuusuc parscr. Roth of
these constructions pose many difficult problems; only some of these have been solved. However, YAP has

produced some exciting initial results, correctly pamng (hL followmg scntcnccs.

30. She s crucially assumiing a non-deterministic framework where the Procissor ¢an buckup past certain errors, In our
framework. we need some exceptional rules to prevent the processor from taking the wrung path in the first place.
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(26) Which boys and girls went?

(27) Which boys and which girls went?

(28) Which boys went to the ball and took the jar?
(29) Which boys went to the ball and to the jar?
(30) What boy did Bill look at and give a ball to?
(31) Bob gave Bill a ball and John a jar.

(32) Bob saw Bill and Suc Mary.

(33) 1 want Bill, Bob, and John to be nice.

1.8 Limits of This Rescarch

It has not been possible to study all issues relevant to parsing; we have touched on just a few of the many

interesting problems. This section will mention some areas for further study.

(34) Coverage

(35) Semantic Intcraction
(36) l.cngth Bias (wotd count)
(37) Lexical Ambiguity

1.8.1 Linguistic Coverage

‘There are many constructions which will not be discussed; YAP is similar to Marcus’ Parsifal in coverage.
Both parsers handle a rangc of fairly difficult phenomena, arc intended to handle robustly dll 1ntcr1cuons

among these phenomena, though ncither parser has cxtensive coverage.  YAP docs not parsc (38) (39), for

cxample.
(38) [ am taller than Bill. o -.comparative

(39) ‘The duck is too old to eat. tough movement

We have nothing to say about the internal structure of noun phrascs such a8 (40). It would have been -

relatively straightforward to replicate Marcus’ approach.
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(40) anice man
a fallen leaf
*a given child

a hundred pound bag
# a hundred pound bags

1.8.2 Semantics

YAP docs very little semantic processing.  For cxample, YAP does not distinguish between. animate and

inanimate objects; (41) and (42) arc cqually parsable from YAP's point of view.

(41) Igavc Bill a ball.
(42) [ gavc aball Bill.

It is somewhat difficult to distinguish scmantics and syntax. YAP does check grammaucal rchmons (subjcct,
object, ctc.). (43) and (44) arc correctly distinguished because go and see take dlffqrcnt argumcnts.

(43) 1saw Bill.
(44) *1 went Bill.

We have not considered bound anaphora and quantifier scope as illustrated below.

(45) Bill saw hlmsclf o , ) ‘ ’ | bound anaphora
*H imself was scen. '
"Pach other were scen.
(46) Bill saw cveryone. quantifier scope

Everyone was scen by Bill.

1.8.3 Length Bias and Lexical Anbigaity

There are at least two other processing variables that scem to be relevant: ength and lexical ambiguity. Both
of these are extremecly difficult problems which have been widely studied clsewhere [Frazier and Fodor78]

[Milnc784,78b,79,80]. (47) provide somc cvidence that length (i.c. number of words) influences parsing
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strutcgics:” (48) illustrates some problems with Iexical ambiguity.

(47) #The woman the man the girl loved met died.. T _ length
M 'he very beautiful young woman the man the glrl loved met on g cryisc ship in Maine dicd of
cholcra in 1962.

Joe brought the book for Susan.
Joe brought the book that 1 had been trying to obtain for Susan.

(48) ‘I'hcy were flying plancs. lexical ambiguity
‘I'he pupils were small, ' . ’

I fove building blocks. ,
Whatever they are byilding blocks the view.

All of these issues are extremely important topics for further rescarch.

31. This evidence is from [Frazier and Fodor78). Mml\ of it is highly controversial: there miay. be aliernative accounts.
Nevertheless, even if we can’t provide adequate evidenge, n is most playsible that lcagth influences parsing strategics.
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2. Closure

YAP is essentially a stack machine parser like Marcus' Parsifal with an additional bound on stack depth. This
chapter will deal with the stack allocation problem. Theré will be a forgetiing procedure to remove finished
phrases from the stack so the space can be recycled. ‘The procedure will have to decide (heuristically) when a

phrase is finished (closed).
2.1 On Left/Right Biascs

Il we are going to count stack depth, we should be very carcful that stack depth corresponds to something
meaningful.  We will assume stack space ought to be corrclated with the depth of‘;ccmcr-cmbcdding.
Empirically, both left and right branching are relatively frcg_i_nv g(‘)mpagjsqn‘_wiiﬁ ccﬁtér-cmbcddinﬁ as
(49)-(51) illustrate. 32 D o

32. This position is sumewhat different from the "hold hypothesis” [Kaplan75] which accounts for center-embedded
relative clauses but no other types of center-embedding. We believe that all forms of center-embedding become rapidly
unacceplable even at shallow depths. For example, the following sentences from [Rich75] are unaceeplable even though
there are no center-embedded relative clauses. We aceept Rich's argument that the "hold hypothesis” fails to account for
all of the center-embedding Facts.

(@) #1 think [claiming [voting Republican] is immoral] is silly.
(b) #1 think clsiming [the dog [that bit the burglar] is scarcd] is silly.

Notice that both left and right branching have many “bunched up” brackets. Lungendoen (personal communication)
hus observed that "bunched up” brackets are redundant, and hence they can be deleted without luss of information. In a
sense. the FSM manipulates the resulting representation, .

Alternatively. one might view the brackets as corresponding 1o stack instructions. An open bracket ([) is analogous to
“push” and close (]) is analogous 1o "pop”.  Deleting brackets corresponds o oplimizing stack operations (e.g. tail
recursion [Steele78]). Just as "bunched up” brackets suggest a redundancy, a sequence of "pop” instructions in the logical
tlow of a program indicates wasted stack space.

One can view closure as deleting brackets. like tail recursion, to optimize stack usage. In left and right branching, it is
possible 1o delete the "bunched up” brackets, and henee, bound the maximom stack depth. This fails (0 bound memory
requirements in center-embedded cases where there are no "bunched up*-bracketsto defete. Chomsky's proof
[ChomskyS9a.b] is a formalization of this intuition: center-cmbedding cannot be_ optimized  because it requires
unbuunded memory (there is 10 way 1o convert a slrit"gly‘CF ’ggﬁiniili';ﬁ‘;imb a Py granimar). On the other hand, it is
possible to optimize non-center-embedded structures because they wre 5 équivatent.” o ‘
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(49) [lIFThe man]'s oldest brother]'s best friend]s'sister}... - - = " lefi
(50) #[1c man [who the boy [who the studcwmaghﬁléii]*pomﬁtiﬂ i$ a frienid of mine]  center
(51) [T'he students recognized the boy [who pointed-out e i {Whe Rafriend of minc.]J} right

Although we consider left and right branching structurces to be equally casy to parse, there 'hm_{cub‘cqn
psycholinguistic models with a left/right bias. For cxample, Yngve [Yngve60] suggcstcdﬁu‘mt Ic’l‘t‘ bfalr;:hing
was more difficult than right branching because left branching i extremely. difficult for a left-to-right
15)9 g!()w parser. 3 However, thc dual argyment Lould have been wsed to; argue, agamsL rlghL branching
rlght bmnchmg requircs unbmmdcd mcnié}y bccaubc Chomky showqi that nwu-cqmg,r—cmbcd,dcd (.l~
structurces (c.g. Ieft and right branching and combinations thercof) could be processed with a fgmtcxs&a!c
machine [Chomsky59a,b]. On the other hand, ccntcr-cmbcddmg is provably difficult because it rcqutres
unbounded memory; it cannot be processed by a FSMM¥. v v e e ‘ b

It is possible that human processing is not optimal in this way}: thore: nvight in- fact be a left/right bias cven
though there is no computational motivation. ‘The rescarch stratcgy taken hcre wnll mvcsugatc thc optnnal
methods fi rst /\lthough cumputatlonally optlmal pruccdures are not neccssanly the oncs pcople do m fac(

taaiil i ~g P

use, thcy are llkcly candidates for further rcscarch

Onc might arguc as Yngve has, that English has a‘fcft7fight’ bias éven’ though no one has found a
computational motivation. - rr-fact; it is very difficult to' find acceptable et Branching clauscs in English,
There doesn't seem to be an acceptable Icft branthiﬂg‘p&i‘ﬁbhi‘&‘df(ﬁ) i Erigdish, s (53) and (54) Tustrate.
Yngve's left/right processing bias is certainly not universal to all languages because. thcrc arc languagcs
(c.g. Japanesc) where Icft branching is just as productive as nght branching is in bngllsh Hgncc ;hc lcft/nght

asymmetry in English is language specific; it docs not indicate a bias in the human proccssm_g system‘.35 ,

33. For cxample, left branching is infinitely “difficutt Gimpuossible) for an 11(K) parser. 1t also ¢aused the Huyrv:nrd
Syntactic Analyzer (HPA) [Kuno66] considerable problems.

34. There have been arguments for-a feft/right asymiinotry based on the assamption that ‘human processing is an_ng
(Iefi-to-right). Chomsky’s 1959 proof shows that these arguments are invalid.

35. We know of no languages which have ‘botyieft and right bisiching cluiscs. Thls gemmllmuon is uncxplained if it is
indced universal.
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(52) Itis intcresting that it is indeed true that John likes Mary, - - right branching
(33) #'That that Juhn likes Mary is indced true is.interesting,
(54) #John's liking Mary's being indegd truc is intercsting.

2.1.1 Kuno's Account

Why do clauses tend to branch toward the Ieft in Japanese and toward the right in English? Although there
arc no known cxplanations, Kuno [Kuno72] {Kuno74] ptovides a very attractive functional account of a
related phenomenon; [Greenberg63) noticed that VSO3# I«mguages are plcpmmon;ﬂ (nght bmnchmg) and
SOV are usually postpositional ‘(Icht bran«.hmg) (KUnos .mcoum docs not apply in SVO languagcs like
English.)’? :

(55) Universal 3: Languages with dominate VSO order are: always prepositional.
(56) Universal 4: With overwhelmingly greater than chance frequency, langudgcs with normal SOV
order arc postpositional. {Greenberg6l]

Kuno observed that Grccnbcrgs principles happcn to be opumal lf a languagc violated Grcenbcrgs
principles then it would be more prone to ccntcr-cmbcddmg and cunscqucntly more difficult to process.
Consider the casc of relative clauses. Kuno observed that rclanvc clauses should prcccdc the head noun
phrasc in SOV languages and follow the head, in. VSO language i ig order-to avoid center-cmbedding. - This is
very casy to demonstrate. Examples (57) and (58) obey Kune's obscsvation.and avoid center-cmbedding; all
violations {do in fact center-cmbed as (59) and (,6())-illus‘»(.ratt:.38

(57) [S,0, Vj ‘Lh‘avt]SI oV — _ not center-embedded

(59) S, [thatS, 0, V,]O; V, | center-embedded

36. 8. Y and O stand for subject, verb and objeet. A VS0 larguage has the pn.duumwal word order: verb, subjc(.l
object. e

37. [Frazier80] gencralizes Kuno's argument to apply o SOV Idngu.q,c, (hough ht.r assumplions are somtwhai more
open to dispute,

38. Regall that a center-embedded clse has Texical material on l)otb sulcs of it. In this casc,. the center-cmbedded
clauses are surrounded by an Sand an O,
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Furthermore, notice the complementizer that falls between the head noun phrase: and the. relative clause.
‘I'his also happens to avoid center-embedding. “The alternative would bracket the relative clause between the
head noun phrase and the complementiver, forcing contér-embedding. ‘Hente, complementizers will precede
refative clauses in VSO languages (universat 3) and foflow refative clauses in SOV languages (universal 4). By
avoiding center-cmbedding in'this way, we have cenverged on somic of Grccnbcrgs principles. [KunoT4]
shows how this rcasoning can be applied to some vther constructions.

This does not explain why languages are:this way, but it is an attractive ageount which should motivate further
rescarch to verify Greenberg's empirical obscrvations. Furthermore, Kuwa's argument has no lcft/right
asymmetry: only center-embedding is considered costly. 1t scems that center-embedding is universally

difficult whercas left/right biases are language specific consequences of the‘centér-embedding universal.
2.2 Closure Specifications v

We will assume the stack depth should be correlated with the depth of center-embedding. It is up to the
forgetting procedure to close phirascs and remove them from the stick. so only center-cmbedded phrases will
be left on the stack. The procedure could err in cither of*(Wi)'dimibﬁs; it'could be overly ruthless, élcaning
out a node (phrase) which will later turn out to be useful, or it ould be overly conservative, allowing its
limited mcmory to be congested with unnceessary information. 'A”";Tl'ii“éﬂi”th’cr}.a;c “the b’amcr will run into trouble,
finding the sentence unacceptable. We have defined the two types of ¢rrors bclow We will argue that
Kimball's Early Closure is premature and Frazier's 1 ate Closure is incflective.

(61) Premature Closure: ‘The forgetting procedure pi_'cmaturcl;y’ fémoves phrascs that turn out to be
necessary. : e

(62) Incffective Closure: The forgetting procedure docs not remove enough phmscs cvcntually
overflowing the limited memory.

39. These definitions happen to have a functional fluvor. We use the functional notion "machine” interchangeably with
the algebraic notion "grammar”. Our definitions should not be taken literally: we do not mean (o imply that there is a
forgetting pruudun in the brain just because it might be convenient.. We are: merely suggesting that a forgelting
procedure is a useful metaphor for modeling the computation that 1akes place. :
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2.3 Kimball's Karly Closure

The bracketed interpretations of (63)-(65) are unacceptable even though they are grammatical. Presumably,
the root matrix*® was "closed off" before the final, phrase, so that the alternative attachment was never
considered. Kimball is crucially assuining that closure is possible before.the daughters themsclves have been
completely parsed. Imagine that a node corresponds to a collection of pointers to its daughters; it is finished
when all of the pointers are connccted. 'This does not require that the daughters themselves be finished. For
example, the node [ Joe figured [?]] is finished whien a pointer is establishied'to the node ["] even though the

contents of {?] remain to be discovered.

(63) #Joc figured [that Susan wanted t take the train to New York] out.
(64) #1met [the boy whom Sam took to the park]'s friend.
(65) #'The girl; applied for the jobs [that was attractive};.

Closurc blocks high attachments in sentences like (63)—(65) by rcmaving the root, node from the stack long
before the last phrase is parsed. For example, lt wuuld close the root clausc ;u;(,bcforc that in{(67) and who in
(68) because the nodes [cump lhat] and lcomp who] are not immediate constituents of the root, The root
clauses would be frozen in the following configurations: [Tom said S,,]:" in (67) and. [Joc looked NP] in (68).
Having closed the root, it shouldn’t be possible to rcferqg;c it again, In particular, nothing clsg can attach
directly to the root.*? "rhis model iﬁhcrcntly assumes that memory is costly and presumably fairly limited.

Otherwise, there wouldn’t be a motivation for closing off phrases.

(66) Kimball's Early Q!usurg A phrase is closed as soon as possible, i.c., unless the next node parsed is
an immediate constituent of that phrasc [Klmball73]

(67) [ Tom said .
[S_ that Bill had taken the cleaning out ... yesterday
(68) [S Joe looked the friend

40. A matrix is roughly cquivalent o a phrase or a clause. A matrix is a frame with slots for 4 mother and several
daughiers. The oot matrix is the highest clause.

41. We use an x-bar Buackendoff77] notation. s (s bar) dominales in embedded clauses (s--> comp s). L is also
important to notice that the s- in {Tom wd 8-Jis not completely fi mshul |l i pussiblc (0 attach material  the LmbtddCd
5= but not to the cksed root.

42 Kimball's closure is premuature in these examples since it is possible lo mu,rpru yesterduy altaching high as in: Tom
suid [that Bill had taken the cleaning out] yesterday.
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5. who had smashed his new car ... up

There is a slight problem with Kimball's formulation which will become important when we propose our own
proposal. ‘The unless clause should have a second condition to block clusure until a phrase has all of its
obligatory daughters. For example, taking Kimball's definition literally, s'];}?('iis;l’(hc boy 5) ...J) should close
before who in (69) because who is not an immediate constituent of $1- "This would be a ‘mistakc because s
docs not yet have a verb phrase. Closure should wait for all the obligatory daughters. or cxamplc, an s has
two obligatory daughters: a noun phrase and a verb phease. Consequently, sy cannot close before who
because it doesn’t have its obligatory verb ph:mc,““

(69) [, The boy [, who the teacher always liked best} did something really awful ]

2.3.1 A Counter-Example

Allhough Kimball's motivation to save stack spacc is wcll foundcd the precise formulation makes an
incorrect prediction. 4“4 gf thc upper matnx is rcally clmcd off, T, then it shquldn t be possible to attach anything
toit. Yet (70)-(71) form a mxmmal pair where the final constituent attaches low inonc case, as Kimball would
predict, but high in the other, thus proﬁding a countcr-c'xamplc 'tn Kimball's story. lividcntly, the root was
closed prematurely. in (71) because it is possible to.attach. arottendriverto it.

(70) I called [the guy who smashed my brand new car up). low attachment
(71) [ called [the guy who smashed my brand new car] a rotten driver. ‘ high attachment

“43. A scun take a number of optional adjuncts and conjuncts.

44. We have a methodological suspicion about any (heory which predicts an uncexpected asymmetry. Kimball's
principles (as staled in [Kimball73]) have two such asymmetrics; his model is both top- -down and right associative. 1t
happens that his predictions are basically correct for a right branching Lnguage like English. but not for a left branching
language such as Japancse [Cowper76. pp. 29-31). Kimball's principles conflate several phenomena involving both
cosure and Tanguage type. 1t ought to be possible (o doscribe the chosure pln.munumn independently of word order. An
ideal explimation would not distinguish between left and right, because some kmgiges are, lefl branching and some are
right branching. This is really a rather minor point though: restating tho.facts in this way should puse no: particular
problems.
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Kimball would probably not interpret his closure strategy as literally as we have, Unfortunately computer
models are brutally literal.  Although there is considerable content to Kimball's proposal (closing before
memory overflows), the precise formulation has some flaws. We will reformulate the basic notion along with

some ideas proposed by Frazier.
24 Frazier's Late Closure

Suppose that the upper matrix is not closed off, as Kiniball suggested, but rather, temporarily out of view.
Imagine that only the lowest matrix is available at any given moment, and that the higher matrices arc stacked

up. ‘The decision then becomes whether (o attach to the current matrix or to close it off, making the next

higher matrix available.  The strategy attaches as low as possible; it will attach high if all the lower
attachments are impossible. Kimball's strategy. on the other hand, prevents higher attachments by closing off
the higher matrices as soon as possible. In (70), according to Irazier’s late closure, up can attach® to the

lower matrix, so it does; whercas in (71), a rotten driver cannot attach low, so the lower matrix is closed off,

allowing the next higher attachment. Frazier calls this strategy late closure because lower nodes {matrices) are

closed as late as possible, after all the lower attachiments have been tried.  She contrasts her approach with

Kimball's carly closure, where the higher matrices are closed very carly, before the lower matrices are done.

(72) Frazier's Late Closure: When possible, attach incoming material into the clause or phrase

currently being parsed.

2.4.1 A Problem: Right Branching

Late Closure is an improvement because it does not close prematu rely like Early Closure. Unfortunately, it is
too conservative, allowing nodes to remain open (not closed) too long, congesting valuable stack space. Our
compromise will modify Frazier’s strategy enabling higher clauses to be closed carlicr under certain marked
conditions. As late closure is defined by Frazier, right branching structures such as (73) and (74) arc a real

problem,

45, Deciding whether o node can or cannot attach is a difficult question which must be addressed. ' YAP uses the
functional structure [Kaplan and Bresnan80] and the phrase structure rules. For now we will have (o appeal o the
reader’s intuitions,
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(73) 'Ihis is the dog that chased the cat that ran mer the.rat that atc the cheosc that you fefd:in the trap
that Mary bought at the store that ..,

.(74) 1 consider cvery candidate likely to be considcred wpablo ufbemg comsidercd somewhat less than
_honest toward the people who ... -

‘I'he problem is that the machine will cvcmually ﬁll up wnh unﬁmshcd malnccs unablc to closc anything
becausc it hasn’t reached the bottom nght-most cl.msc Hcmc |t wtll Imd thcsc nghl bnmchmg scnlcnccs just
as unacceptable as ccntcr-cmbcddmg Pcrhdps Klmball S suggcsuun |s prcmmurc but }-mncr s is mcﬂ‘cctlvc
“I'he compromise solution will strongly rcscmblc l<r'mcrs Iatc closurc stratcgy cxeept thcrc wnll be onc

marked case of carly closure to handle right branching structures.

Our argument is like all complcxlty argumcnts lt cunsndcrs (hc hmmng ,bchavnor as thc numbcr of clauscs
increase. Ccrmmly there arc numerous othcr f'xctors Wthh dccudc bgrdcrl!nc cases (3 dccp Lcntcr-cmbcddcd
clauscs for cxamplc) We have spccnﬁcally avmdcd bordcrlmc cascs bcc.;dsc judgmcnts arc w dlfﬁcult and
variable; the limiting behavior is much sharpcr In thcsc hmmng cascs though thcrc can bc no doubt that
memory limitations are relevant to parsing strategies. In particular, alternatives cannot cxplain why there are
no acceptable sentences with 20-decp center embedded clauscs. The only reason is that memory is limited;

see [Chomsky59a,b), [Bar-Hillcl61] and [L.angendoen75] for the mathematical- arguments.

! TR P

24.2 Analogies from Li(k) and LR(k) Algorithms

1t would help to abstract the closure prqb"'lt_‘:‘m in terms of foqnalpgrsmg algqnthme ‘Among deterministic
parsing algorithms, 1.1.(k) parsing cosrespends-to the carlicst possible: closing whereas LR(k) corresponds to
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closing at the latest possible moment*® In LLL(k), the machine decides to close before any of the daughters
have been attached, whereas an 1.R(k) parser decides to close after all of the daughters have been attached.
Kimball's scheme is not quite as ruthless as LL(k); his parser closes after all but the last daughter has been
attached.  Frazier's scheme is remarkably similar (o LR(k), where the closure decisions are made at the last
possible moment. Early closing schemes tend to be premature; they cannot parse as many constructions as
later closing schemes. In particular, 1.1.(k) cannot parsc left recursive expressions. I ater closing schemes tend
to be ineffective, wasting memory. An LR(k) parser will push all the input onto the stack in the worst case
(right branching). ¥ Closing carly reduces the parser’s capabilities whereas closing late increases the imemory
costs.®®

It might be noted here that Marcus® parser actually behaves very much like an LLR(k) parser in this respect, 4
and hence, like Frazier's scheme.3® That is, it pushes the entire right-most branch (from the root to the most
recently read word) onto the stack, so that it never prematurely closes a node as an 1.1.(k) parser does: on the

other hand, it will often waste stack space like an 1.R(k) parser.

46, Recall that both 1.1(k) and LR(k) parse CF grammars on a deterministic stack machine (DPDA)Y. LL(k) is purely
top-down: the machine decides which production 1o expand (push onto the stack) given the mother and the next & input
ssmbols. The stuck s popped when the next mput symbol matches the top of the stack.  This discovers the feft-most
dervation (fur ambiguous grammars). 1.R(k) is the dual: the machine decides which production 1o reduce (pop off the
stack) given the next & input symbols and the previous state. Input symbols are pushed onto the stack when there are no
productions o reduce. LR(k) finds the right-most derivation. 11(k) is a predictive parser because it predicts expansions
top-down: LR(K) is « shifi-reduce parser because it decides whether 1o shift (push an input symbol) or to reduce (pop a
production off the stack).

FE(K) are optimal for purely right branching structures: the stack grows mfinitely on left branching structures (doesn't
Nty and linearly with the depth for center cmbedding. but is bounded on right branching. 1.R(k) parsing is the dual: it is
optimad for parchy left branching structures where the stack depth is bounded. On center and right branching, the stack
depth grows fincarly. LE(k) is not as general as LR(K). but it is more space efficient when it works. In our terms, 11(k)
parsers suffer from premature cosure whereis L.R(K) parsers may require more memory (incffective closure).

471 memory s cheap then TREK) is very attractive. Currently several computer progranuning languages are parsed
with T R(k) techniques because the memory demands are tolerable. We are assuming that human short term memory
Imitations are far o severe for such CXUTAvaRances.

A8 [Kimbali75] makes a similar pumt. [e offers two conipromise points between LE(k) and 1.R(k) and shows that the
corresponding languages are all properly nested. (Both compromises appear (o be premature: the arguments are not very
interesting.)

49, Marcus himself has argucd this point on many occasions (personal communication).

S0 AMarcus had not been thinking about the closure issue. Nevertheless, his work forms an interesting data point among
the possible closure strategics.
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2.5 A Compromise

We have designed YAP to close late by id:cfaqh (like I;R(k). [qucr79] ;{nq {Marcus79}) with onc marked
exception to alleviate the mcmury.-k)ad,(in,ﬁic'rigtl:branchjng gase)?’: The marked case of carly closurc is
described by the A-over-A4 carly closure principle. 1t is very much like Knnhall s carly closure prlnuplc except
that'it waits for two nodes, hot jmt one. For examplé in (78, dur prmcnprc would close [} that Bill said 82]

just before the thatin S 3 whereas Kimball's scheme would closc it just before the rhar in Sz.v

(75) John sand [} that Iml said [2 that S.lm sald (3 that Jack ...

(76) 1he A-over-A SALIX g__um mw Given twy, pl)rgscs in, thc same catcgory (c:g. noun phrase,
verb phrase, clausc ete.), the higher closcs whcn ‘N‘ e, c!lglb;g f;pr K;mball closurc That is,
Q ) both nodes 2 arc in the samc catcgory (2) thc ncxt nndc p.lncd |s not an 1mnudmlc constltucnl

,,,,,,,,,

Ihls principle, which is more aggressive than Frazicr late clmurc cna‘blcs thc parscr to proccss unbounded
right recursion within a bounded stack by constantly closmg oﬂ' lluwcvcr it is not ncarly as ruthless as
Kimball's carly closurc, because it waits for two nodes, . which may alleviae the problems- that Frazer
observed with Kimball's strategy.

There are sumc qucstmns about thc bordcrlmc cascs whcrc Judgmcnts are cxtrcmcly v‘mablc Although the
A- ovcr-A carly closurc pnncnplc m.ukcs very sharp dlstmcuons, bo[dcrlmc qascs are oﬂcn qucsuonablc Sce
[C()wper76] for an ama/mg collcctmn of subtle judgmcnts that confound every proposal yet made. However,
we think that the A-over-A notion is a step in the right direction; it has thc dcsnrcd hmmng bchavnor.53

although the borderline cases are not yct understood. Chomsky comes to a similar conclusion:

S1. Farly closure is very simil.ﬁ to a compilgr eptimizatiyn called kil meyrsion. which converts right recursive
Cxpressions into iterative ones. thus upumvmg a.ud USIBC. (..llmplk.f\ would perfarny.optimizations only when they can
prove that the slruuurc is right recursive; the A -uvu‘-A clusurc pnqqpklﬁ somewhat heusistic because the structure may
turg out o be cenle r-c,mbcddcd. :

52. A node can’t chose until it knows who ils mnlhu is. Tlu.\ is mnpo;j.uu bemuaq Qlkls p(mblc in YAI’ 1o build nodcs
bottom-up. They mu,hl have Al lhcny daughters, but nol their mother,  Scoondly. we assume the oot docsn’t have a
mother and hence it cannot close, Tlm wnll have sonw mnpurt.ml implications as we will sce.

53. Notice that an A-over-A-over- -A pnnuplc would aloo have the siupe limiting behavior.  In general, if there are n
calegorics, an A-uvu-A principle . would limit the stack depth 10 2n (in. the. right: branching case) whereas an
A-over-A-gver-A prmuplc would limit the (h.plll 10 3. Ths. difference (between 2 i 3) is o conslanl which cannot be
distinguished by a complexity argument of this sort. 1t is an. copirical question which ispreferable.
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(77) "Ob