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Abstract

In this paper, we present a programming lan-
guageapproachfor the assemblyof arbitrarytwo-
dimensionalshapesby decentralized,identically-
programmedagents.Our systemcompilesaprede-
terminedglobalshapeinto a programthatinstructs
theseagentsto grow the shapevia replicationand
location-basedcontrolmechanisms.In theglobal-
to-local compilationphase,an input shapeis de-
composedinto a network of covering-discs. The
disc network parameterizesthe agentprogram,a
biologically-inspiredframework allowing agentsto
amorphouslyproducethe shapeusing replication
andlocal interaction.Our systemis robust to ran-
dom agentfailure, andregeneratesin the event of
regiondeath.

1 Intr oduction
Biological cells assembleinto complex structureswith im-
pressive robustness. They exhibit advancedglobal behav-
iors without centralizedcontrol or strict sequentialityof ex-
ecution,despiterandomcell deathor malfunction. In con-
trast,modernartificial systemsarehighly centralizedandse-
quential,renderingthemvulnerableto failureandencourag-
ing the productionof more complex, precisecomponents.
Our ability to embedmillions of tiny chips with sensors
[Abelson et al., 1995; McLurkin, 1999], or programbio-
logical cells to serve as logic gates[Weiss et al., 1999;
1998], marksa shift in technologyto a relianceon cheaper,
decentralizedparts[Butera,2001]. Traditionalprogramming
techniquesareno longersufficient for engineeringsystems,
suchas self-assemblingnanostructures,to exhibit a robust-
nesscomparableto biological cells. How will we program
large numbersof unreliable,locally-interactingpartsto en-
gagein coherentbehaviors?

In this paper, we presenta programminglanguageap-
proachto designingself-assemblingsystems[Nagpal,2001;
Coore,1999]. We usemorphogenesisanddevelopmentalbi-
ology [Wolpert,1998;Bard,1990] asmotivationfor organiz-
ing robustlocalbehavior. However, unlikecurrentapproaches
to designingemergentsystems,thegeneralprinciplesarefor-
malizedas a programminglanguage– with explicit primi-
tives,meansof combination,andmeansof abstraction– thus

providing a framework for the designand analysisof self-
organizing,spatially-controlledsystems.

2 The Problem
Here,we apply the above approachto the synthesisof arbi-
trary two-dimensionalshapesfrom tiny distributedcomput-
ing units amorphously. An amorphouscomputingmedium
[Abelsonetal., 2000;1999] is asystemof irregularlyplaced,
locally interacting, identically-programmed,asynchronous
computingelements.Wecanmodelthesecomputingunitsas
cellswith identicalDNA. Thesecellshavemodestcomputing
power, with limited ability to retainlocal state,andthey may
die. Thecommunicationradiusis largerelative to theradius
of a cell, yet small comparedto the sizeof the whole struc-
ture. Despiteall theselimitations, we would like the cells
to exhibit highly complex collective behaviour: our goal is
to compilea predeterminedglobal shapeinto an amorphous
cell programthat instructsthe cells to grow into the shape.
In otherwords,startingfrom onecell, thecellscontinuously
replicateinto aconfigurationthatgeometricallyapproximates
theinput shape.

The global-to-localcompilationproceedsin two phases:
first, the input shapeis decomposedinto a semi-efficient
packingof coveringdiscs;second,adjacentdiscsarelinked
into a bidirectionalnetwork usinga local, relative coordinate
system(“referencepoints”). This choiceof representation
permits the structureto be producedin the growing phase
amorphouslyby cellswhoseinternalprogramreliesonthere-
cursiveexecutionof only two key primitives:locatingtheref-
erencepointsof discs,andgrowing into adisc. Thecellsuse
replication, messaging,and competition– mechanismsin-
spiredby cell differentiationandmorphogenesis[Lawrence,
1992;Wolpert,1969] – to achievetheseprimitivesrobustly.

Thesystemcompilesandgrowsany connectedtwo dimen-
sionalshape.Thesizeof thecompiledcell programis linear
in the numberof covering discsof the shape. The growth
processis robustto randomcell-death.

3 The Model
Our objects of discourse are locally-interacting, asyn-
chronouscomputingunits, herereferredto as cells. Cells
have a centerlocationanda fixedradius � . A cell canrepli-
cate,andwill placea given child between

� � and � � away



Figure1: Compileddiscnetwork with thespanningtreeand
thefully grown versionsof a letterE shape.

from its center. Cells are identically-programmed,differing
only by a limited amountof local state. They have limited
computingpower andarevulnerableto randomdeath.They
have no a priori knowledgeof their positionsor orientations.
Our model for a cell substrateis analogousto living tissue:
cells are tightly packed, cannotmove aroundnor can they
overlap.

3.1 Cell Primiti vesand Communication
A cell canexecutefivebasiclow-levelactionsactions.It may:

1. Changeits internalstate

2. Emit gradientmessages

3. Handmessagesto immediateneighbors

4. Reproduce

5. Die.

A gradientmessage hasa specifiedamplitudeandcarries
a numericid. Amplitudeshave an upperboundof 30 times
the cell radius. Justas chemicalsdiffuse in fluid, a gradi-
entmessage’s strengthdecayswith distancefrom thesource
[Nusslein-Volhard, 1996]. In our model, the decayis lin-
ear, and without noise. The amplitudeof a given message
is known by all cells, thus the strengthof a received mes-
sagewill determinethe distancefrom the source. In this
way, cells canaccomplishdifferentiationthroughtriangula-
tion: after receiving gradientsandobservingdistancesfrom
at leastthreenearbynon-collinearcells,a cell candetermine
its positionrelative to thesourcecells.

A local message carriesa fitnessvalue,a referencepoint
id, anda statebit. Local messagesaredeliveredonly to im-
mediateneighbors, or “touching” cells: cellswithin a fixed,
short radius. Thereis alwayssomelocal messageexchange
betweenimmediateneighbors. Note that the lack of noise
in messagingis a simplifying andunrealisticassumptionin
amorphouscomputing.

The low-level actionsarecombinedto form thefollowing
high-levelactions:

1. Grow adiscof cells

2. Activateor deactivatea cell asa competitorfor a role

3. Turn referencepoint role on or off

4. Handovera role to a neighbor

5. Triangulateanothersetof potentialroleholders

High-level actionsarealwaysassociatedwith a reference
point role. Referencepointsarecells that have beendesig-
natedas“coordinates”of a local grid; thesecellsmustexude
gradientmessagesthatallow nearbycells to triangulatetheir
relativepositions.Referencepoint rolescanbeactivatedand
deactivatedin any cell. Referencepointswill be discussed
in greatdetail in sections4 and5. Whensucha role is ac-
tivated,the cell entersa local competitionfor that role with
otheractivatedcellsin its localneighborhoodin anattemptto
determinea uniquerole-holderfor thegivenreferencepoint.
The detailsof the local competitionarediscussedin section
5.1.

The executionmodelof the cell is analogousto a Turing
machine. The cell transferfunction takes the internal state
andthemessagesheard,mapstheseinto a sequenceof high-
level cell actions,andtranslatestheseinto asequenceof low-
level cell actions. In eachcell-step, the cell determinesthe
next in thesequenceof low levelcell-actions,usingtheoutput
of thetransferfunction,andthenexecutesthis action.

Asynchronousexecution is achieved by using 5 threads,
andeachthreadcyclesthrough����� of thecellsin randomor-
der. A schedulerensuresthatany cell thatis morethan8 cell-
stepsaheadof the averagenumberof cell-stepswill not be
chosenfor executionin thenext cycle, andthatany cell that
is morethan8 stepsbehindtheaveragewill certainlybe in-
cluded.Therestof the ����� of thecellsarechosenrandomly.
Thedifferencein thenumberof cell executionsbetweenany
two cellscannotexceed

�	��

�������������
cell-steps.

4 Compilation
In our systemthe two-dimensionalshapeis compiled di-
rectly into the cell program. The complexity of the pro-
gramgrows linearly with the complexity of the input shape
- that is the number of discs the compiler covers the
shapewith. This approachdiffers significantly from mod-
els basedon cellular automata[Margolus, 1996], in which
local rulesareconstructedempirically andcreationof com-
plex shapeswould be intractable;and from thosebasedon
evolution [ForrestandMitchell, 1993;Mitchell et al., 1994b;
1994a], in which the relationshipbetweenlocal andglobal
behaviors is not well understood.

The compilationis a regular sequential(non-amorphous)
procedurewhoseinput is thepixel mapof the2 dimensional
shape,and whoseoutput is the amorphouscell programor
transferfunction. It operatesin six simplestages.In thefirst
stage,we selecta disc-covering for theinput shape.Second,
we form a graphusingour discsfor our vertex set,in which
two verticesform an edgeif they intersect.A spanningtree
is thenselectedfrom this graph;pairsof discswill becalled
neighboringdiscsif they areconnectedin thespanningtree.

Third, we locatethe positionsfor referencepointswithin
eachdisc. In orderto do this,wepick anarbitraryglobalori-
entation.Thenwe find, alongwith thedisccenter, thenorth,
south,eastandwestcardinal referencepoints(i.e. pointson
the circumferenceof the discsthat lie north,south,eastand
westof the thedisccenters)in eachdisc. We proceedto lo-
catethe intersectionpointsof neighboringdiscsin thespan-
ning tree.Two problemscanariseat this stageof thecompi-



lation. (1) Considera neighboringpair of spheres


�������

. If
theintersection� pointsof

�
and

�
aretoo closeto eachother

the referencepointsin
�

and
�

usedfor triangulatingrefer-
encepointsof

�
may be almostcollinear, which makesthe

outcomeof triangulationprocedureambiguous.To remedy
this, if this problemariseswe locateanextra referencepoint
calledthe temporary disccenter. (2) If thecenterof disc

�
is not inside the fully grown disc

�
, theremay be no cells

where
�

’s centeris supposedto be. In order to placecells
at
�

’s centerlocation in the growing phase,a sequenceof
temporarydiscsaregrown, whosecentershandover thetem-
porarydisccenterrole called line referencepoint to a better
positionedneighboringcell assoonasthereis one. During
thecompilationphasethefirst line referencepoint is located.
Sections5.3 and5.4 give a moredetaileddescriptionof how
thegrowth phaseproceedsin thesetwo cases.

Fourth,we designateactivatingsetsanddeactivatingsets
for eachreferencepoint. An activatingor deactivatingsetis
a setof referencepoint messageswhosecombinedpresence
and/orabsencecan activate or deactivate anotherreference
point role.

Next the(de)activatingsetsareconvertedto booleanstate-
mentsthat specifyexactly whena cell shouldconsideracti-
vatingor deactivatingareferencepointrole. Thebooleanlan-
guageis theheartof thecell transferfunction.It containsonly
oneprimitive: amessagefrom areferencepointcanbeheard.
The languagehasthe usual

���! 
, " � and #%$'& constructors,

aswell astwo additionalconstructors:
� & (
)'*,+-& 
/.0� +1)1& � and� & 23$�+-& 

.0� +1)-& � . Theseexpressthatat least(or atmost)

.
of

thestatementsin +-)1& must(may)betrue. Theprimitivesare
combined,using the constructors,to form compoundstate-
ments,thusforminga concisedescriptionof thecomplex ge-
ometricandlogic relationsexisting amongreferencepoints.
The booleanstatementswould, for example,compactlyde-
scribethe following simplified scenario:A cell shouldcon-
sidercompetingfor thenorthcardinalpoint role in disc

�
if:

(it doesnothearothernorthcardinalpointmessagesfrom
�

)�	�! 
(it hearsa messagefrom

�
’s center)

���! 
(it hearsat

leastthreeothercardinalpointsof disc
�

). A morecomplete
examplebooleanstatementis listedin section5.2.

In the last, sixth stageof the compilation, we calculate
the ideal messagestrengthsassociatedwith messagesin the
booleanstatements.The latter distances,togetherwith the
compoundbooleanstatements,makeupthetransferfunction.

5 Growing Phase
Eachcell executesthe samecell program.Thecompilation
procedureoutputsthis programfrom a givenconnectedtwo-
dimensionalshape.Theprogramconsistsof thetransferfunc-
tion andaninterpreter. Thecell mapsthecombinationof its
internalstateandreceived messagesto a sequenceof high-
level actions.Thecell proceedsto translatethehigh-level ac-
tions into a sequenceof low-level actionsthatdetermine(a)
which messagesa cell mustprepareto send,(b) whetherthe
cell shouldproducea child, (c) the internalstateit mustas-
sumeduring the next cell-step.While over a long periodof
time all of the cells’ averagerunning speedsare the same,
the cell-stepsare not synchronized,and the expecteddura-

tion of a stepvariesamongcells.Collectively, cells execute
two majoroperationsrecursively: (a) growing a discvia cell
replication,and(b) triangulatingtargetcellsthatwill assume
referencepoint roles.

Let’s call line messages,andmessagesfrom disc centers
andtemporarycenters,grow messages. In every cell-stepof
its existence,thecell listensfor grow messages.If it detects
one, it will attemptto reproduce,placing a cell in the sur-
roundingempty space. It will suspendreplicationafter 20
unsuccessfultrials until thereis a new openingin the sur-
roundingarea,i.e. until a nearbycell dies. Thusthe gapin
theshapeleft by adeadcell is filled by theoffspringof theex-
piredcell’sneighbors.In casethecell doesnothearany grow
messagesfor 50 steps,thecell diesandis removedfrom the
space.

In eachcell-stepthe cell processesthe gradientmessages
it hears,let uscall this its in-message set. It selectsthestate-
mentsfrom thesetof booleanstatementsstoredin thetransfer
function that evaluateto true. To evaluatea booleanstate-
mentthecell shouldmatchits in-messagesagainstthelist of
messagesthat are requiredto be presentor missingby the
boolean. Eachof the true booleanstatementsassertsthat a
referencepoint role shouldactivateor deactivatein this cell.
Thecell makesthefinal decisionof whetherto (de)activateas
a competitorfor the referencepoint role basedon the prox-
imity of the perceived strengthsof the messages(that are
requiredto be heardby the boolean)to the ideal message
strengthsstoredin thetransferfunction. In thenext cell-step
the activatedcell enters(and the deactivatedcell exits) the
competitionfor holdingthis role with otheractivatedcells in
its neighborhood.

5.1 Local Competition for a ReferencePoint Role
Activated(or competing)cellskeeptrackof 4 things:whether
they have settledinto a steadywinneror loserstatefrom the
competingstate;their own fitnessvalue; thebestreceivedfit-
nessvalue. A competingcell will sendlocal messagesto its
neighborswith (a) thereferencepoint id for which it is com-
peting,(b) a statebit showing whetherit hasstabilized,and
(c) the bestfitnessvalueit observes(possiblyits own). The
cell’s active neighborswill keepdoing thesame.Thusif its
fitnessvalueisbetterthananyoneelse’s,thisvaluewill spread
accrossits competingneighborsandits neighbors’neigbors,
and so forth. If a cell hashad a better fitnessscorethan
any of the fitnessvaluesit seesin the local messagesfor 40
steps,it stabilizesasa winner. This triggersall its compet-
ing neighborsto settle(endthecompetition)aslosers,which
will induceall their competingneighbors(and in turn their
competingneighborsneighbors,and so on) to stabilize as
losers. Eventually, all the cells competingfor this particu-
lar referencepoint role that can be reachedvia a sequence
of immediateactive neighborrelationshipsfrom the winner
cell stabilizeas losers. Oncea cell hasstabilizedasa win-
ner, it becomesthe holder of the particularreferencepoint
role for which the cells have competed. It instantly sends
out the correspondingreferencepoint gradientmessage.In
theeventthat thereis a topologicallydisconnectedpocket of
cells still competingfor the samerole, the presenceof the
referencepoint gradientwill supressany furthercompetition



with lower leadingscore.If thegradientmessageor thewin-
nerdisappears

4
thepassive losercellsresumecompetitionfor

thereferencepoint roleuntil anew leaderstabilizes.Thusthe
competitionneverends,but reachesequilibrium,andresumes
competitionassoonasthe equilibrium is disturbed.The 40
stepwait beforea cell stabilizesensuresthat the local mes-
sageswith the maximumscorehave time to spreadthrough
thecompetingcellsin spiteof theasynchronousexecutionof
cell-steps.

If variouscompetingcellsdie, local competitionwill, with
high probability, finish succesfully. We may considerthe
following cases.If a non-leadingcell dies its lossdoesnot
disturb the outcomeof the competition. If a non-stabilized
leadingcell dies,theneighboringcellswill sensetheabsence
of the local messagewith the winner statebit andwill start
broadcastingaspeciallocalmessagecontainingthereference
point role. This will spreadthroughthecompetingcellsand
restartthe local competitionfor this particularrole. It is un-
likely thatall the cells surroundingthe now missingleading
cell die beforethey could trigger a new competition. How-
ever, if this doesoccur, the restof the competingcells that
have stabilizedin loserstateswill realizethat theendof the
competitionfor this role hasnot beenfollowed by a corre-
spondinggradientmessagefrom thewinner in 50 cell-steps,
andwill automaticallyresumecompetitionfor this role.

5.2 Triangulating the ReferencePoints of a Disc
Assumethat the fully grown disc

�
hasa neighbor, disc

�
,

thathasnotbeengrownyet. Let’sdenote
�

’scenterreference
point

��576
, cardinalreferencepoints

��5 # ,
�85 9

,
�85 :

,
��57;

,
(north,south,eastandwestrespectively) andtheintersection
pointswith disc

�
,
�<�=5 >@?

and
���A5 >,�

. I will describeapos-
siblesequenceof referencepointactivationpaththatwill lead
to a fully grown

�
discwith its referencepointsin place.

An outline is asfollows: first triangulate
�

’s center,
�=576

,
thengrow disc

�
, proceedto triangulatethe cardinalpoints

of
�

. Onceall thecardinalpointsof
�

havestabilized,trian-
gulatetheintersectionpointsof

�
with its neighboringdiscs

simultanously, andrecursively do thesamewith
�

’s yet un-
grown neighbors.

In this section,we will considerthe ideal case: when
�

contains
�A5 6

. Using
�

’s cardinalpoint gradientmessages�=576
canbe locatedeasily. In this caseall cardinalpointsof�

that lie inside
�

aretriangulatedusingreferencepointsof�
. Weneedto considerthreecases.(1) Assumethatthereare

at leasttwo suchcardinalpointsof
�

thatlie in
�

. After these
have stabilized,they, alongwith

�A5 6
areusedto triangulate

the remainingcardinalsof
�

. (2) If thereis only onecardi-
nal, say

�=5 :
, in

�
thenafter this onehasstabilized,first the

oppositedirectioncardinal,
�=57;

is located:
�=5 :

and
�=576

areusedto find thecell in
�

thatis furthestaway from
�=5 :

,
but is still in

�
. Next thecardinalpoint that is closerto the

intersectionpoints
���A5 >B?

and
���A5 >,�

is triangulated,using���A5 >B?
,
���A5 >,�

,
�=5 :

,
�=57;

and
�A5 6

. Finally, the last re-
mainingcardinalpoint of

�
is triangulatedusingthe3 other

cardinalsandthecenterof
�

. (3) If thereis no cardinalin
�

then
���A5 >B?

,
�<�=5 >��

, and
�=576

areusedto locatethecardinals
of
�

thatareclosestto
��576

, thentheoppositecardinalsusing
thesameprocedureasdescribedabove.

Theschemedescribedsofar is themostpreferredmethod
of growth, i.e. the onefollowed whennothing is damaged.
However, in theeventthatcellsdie unexpectedly, or if some
of thecardinalpointsarecoveredby othercompletediscs,for
example,theordermaybedifferent.Thiscomplex growthor-
deris determinedby a sequenceof booleanstatementsin the
transferfunctionof thecell program.Considerthefollowing
simplifiedstatementfor activating

�=5 # :�	�! DC #%$'& C �A5 #FE/G�=576 G" � C � & (H)'*I+-&BJ 
HK * �  �LM� *�(/+ L/�  �L + KN��� G
 $POQOD$�+ L &R) K * �  QLM� *,( OD$ L/� & LM�  QL + K #%$ � &TS ��� G" � C 2U*1O

VDWD�!K & L $ �X QL + KZY�	�! DC LM� &R) � +-) K & L $ � OB$ LM� &T+ $ V  QL + K + �[ QL + K E
\� ) L/] SB^_$ � LM�0]  �L + K + $ V  �L + K`��� EaEbE
The cell will checkif the statementevaluatesto true on the
presentlyobservedin-messageset.It findsthefirst booleanin
thenormalform thatevaluatesto true,which we will call the
satisfiedboolean. Thus,in this example,it will mostprefer
to use,alongwith

�A5 6
, the 3 othercardinalsof

�
to locate�=5 # , then

�=579
, thenthe two intersectionpointswith

�
, or

someotherneighbors.If the first, mostpreferredbooleanis
not satisfied(that is, the messagesthat would satisfy it are
not heard),perhapsbecausesomecellsdied,it will try to use
thesecondmostpreferredboolean,thenthethird, andsoon.
If thereis no satisfiedboolean,the cell will wait, thus the
triangulationis unaffectedby asynchronousexecutionof cell
cell-steps.

5.3 Handing down a ReferencePoint Role
If
�=576

is outsidedisc
�

, the cells in
�

proceedto triangu-
late the line referencepoint

�=5 c	?
midway between

���=5 >B?
and

�<�=5 >��
on thecircumferenceof

�
. As soonas

�=5 c	?
has

stabilized,it startsexudinga temporarydisccentermessage
with rangeequalto the distancebetween

�A5 c�?
and

�<�=5 >@?
.

This inducescells in the rangeto reproduce. Cells around�=5 c	?
constantlycommunicatetheir fitnessscorefor therole

of
�A5 6

via local messagesto the cell holding
�=5 c	?

. Once
a cell with a betterfitnessthanthatof

�=5 c	?
hasshowedup,�=5 c	?

role is replacedby a temporarydisccenterrole,
�A5 d8?

.
At thesametime thecell holdingthis role sendsa local mes-
sageto thebetterscoringneighborthatturnsontherole

�A5 ce�
in it. Thelattercyclecontinuesuntil acell canfind no imme-
diateneighborthat scoresbetterthanitself for 50 cell-steps.
At this stagethe

�=5 c
role is turnedoff andthe

�A5 6
role sta-

bilizes in its place,the appropriatecentergradientmessage
is sentout, which in turn turnsoff all temporarycentersin�

. Note thatduring this passingon of referencepoint roles
the local competitionprocedureplaysno partotherthansta-
bilizing

�A5 c�?
. Theprocedureis still robustbecauseif a cell

with a
�A5 c

role dies,andasa result,thereareno more
�=5 c

(or
�A5 6

) messagesobservedby thecell, thenthe temporary
center

�=5 d	L
that hearsno larger id

�A5 def
temporarycenter

messagewill turn into a
�=5 c�L

, andthehandingdown proce-
durerestartsfrom thatpoint.

Thefirst discis specialasit cannotbegrown by any other
disc. The latter referencepoint role handingover procedure



Figure2: 1: Center, cardinalandintersectionreferencepoints
of discsA andB. 2-6: Growing phase.Grey cellsarestabi-
lized losercompetitors,white cells arestill competingfor a
role. Black cellssurroundedby white or grey cellsarelead-
ing competitorsor stabilizedreferencepoints. Local compe-
tition for theintersectionpoints(AB.I1, AB.I2) andB’s cen-
ter (B.C) (2); growing discB (3); local competitionfor south
(B.S) andeast(B.E) (4) andnorth(B.N) andwest(B.W) (5)
cardinalreferencepoint rolesin discB; andthegrown shape
(6).

is usedto pick the first, north,andthe second,eastcardinal
pointsin thefirst disc.Theorientationof thefirst northcardi-
nalis chosenrandomlyandtheorientationof thefirst eastcar-
dinal point will randomlychoosebetweenthe eastandwest
directionsrelative to thealreadypickednorth.On thefigures
theseareexternallyforcedto beup andleft.

5.4 Temporary Discs

If thedistancebetween
���=5 >B?

and
�<�=5 >��

is too small rela-
tiveto theradiusof

�
or thecell size,or eitherof theradii are

toosmallrelativeto theotheroneor to thecell size,thentrian-
gulationof thecardinalsmaybeambiguous.In thesecases,if
simplegeometricchecksconfirmtheambiguity, a temporary
helperdisc,

d
, is grown.

d
’s center,

d�5 6
is at the midpoint

of thearcbetween
�<�=5 >@?

and
���A5 >,�

on
�

’s circumference.
After

d	576
hasstabilized,if

d
doesnot cover

�
completely,d

’s intersectionswith
�

,
d��=5 >B?

and
d��A5 >,�

aretriangulated.
The diameterof

d
is chosensuchthat the distancebetweend��A5 >B?

and
d<�=5 >��

is largeenoughto avoid theoriginal am-
biguity. If

d
contains

�
,
d��A5 >B?

and
d<�=5 >��

arepicked on
thecircumferenceof

d
. In eithercase

d��=5 >B?
and

d��=5 >,�
are

usedin placeof
�<�=5 >@?

and
�<�=5 >��

in all theabovediscussed
procedures.Onceat least2 cardinalpointsandthecenterof�

have stabilized,
d	576

is turnedoff, andany cells that fall
outsidetherangesof all thepresentlyexistinggrow messages
die in 50cell-steps.

6 Overall Robustnessand Simulation Results

Oneof the maingoalsof this researchis to explorehow the
robustnessof computingcanbe improvedusingspatialcon-
trol mechanisms.We askourselves,to whattypesof failures,
andto whatdegreeof failure, is our systemrobust?Further-
more,what imperfectionscanwe introducethatwill expose
vulnerabilitesin oursystem?

Let usconsidertherobustnessof ourparallelsystemin the
faceof randomcell death,that is, if we continuouslyexter-
minatecellsat randomwith acertainfrequency. Whetherthe
shapecaneffectively continueto grow dependson therateat
which we causecells to die. Certainly, the rateof cell death
cannot befasterthantherateof regeneration.

All high level actionsof cells, including local competi-
tion, role handing,triangulation,disc creation,canfunction
in spiteof a high deathrate. Therobustnessof thecompeti-
tion procedureagainstcell deathwasdiscussedin section5.1.
Let us discusssomeof the othervariousaspectsof how our
systemcanaccomodatecell death.

If a cell with a cardinal,intersectionpoint, disc centeror
temporarycenterreferencepoint role dies,its missinggradi-
ent messagewill trigger a new local competitionamongall
thecellscompetingfor therole,andthis will eventuallylead
to theselectionof anew referencepointholdercell. If a line-
referencepoint dies, the role-handingdown procedurewill
backtrackto thelaststill availableline-referencepoint. If the
first disc’s centerdies beforethe first disc’s cardinalrefer-
encepointsstabilizea neighboringcell will resumethe first
disccenterrole.

If multiple referencepointsvanishsimultanously, it is pos-
siblethatanentiresetof cellscompetingfor areferencepoint
rolewill stopcompetingfor therole. This is veryunlikely for
two reasons:first, deactivationwill take placeonly after the
booleanstatementof thesatisfyingsetin thedeactivatingset
hasevaluatedtrue for 100consecutive cell-steps.Therefore,
somereferencepointroleholdersandthustheirgradientmes-
sageswill bemissingfor 100steps.In this many steps,how-
ever, they will be replacedby new role holdercells, which
will turn thebooleansin thedeactivatingsetfalsebeforethey
cantake effect. Second,eachreferencepoint role hasmulti-
pleactivatingsets,eachof whichmustbemissingfor therole
to bedeactivated.

In casesucha deactivationoccursto a disc center, it will
causethe cells only in this disc to die, after a 50 cell-step
wait period. Let’s call the discsthat canregenerateall their
neighborsregeneratingdiscs. Thecompilationis designedso
thatany discwith radiuslargerthan8 timesthecell radiusis
a regeneratingdisc. Assumea whole disc of cells hasbeen
destroyedbecauseall thecellscompetingfor thecenterrefer-
encepointhavedied.As longasat leastoneof theregenerat-
ing discneighborsof themissingdiscis relatively unharmed,
thediscwill regrow undernormalgrowth procedures.On the
otherhand,to makeregrowth impossible,all disccentersand
at least two of the cardinalsof all regeneratingdisc would
have to die,all in a veryshortamountof time.

Overall, our systemis quite robust to randomcell death.
Considerthefollowing experiment.After thereexist at least
50 cells, in eachcell-stepin which a new cell is created,a



cell is randomlychosenandwith
� �,� probabilityit dies.For

everyg ��. cells that are created,on average
.

have died, so
about

.
cells are left. That is, the numberof live anddead

cells will be approximatelythe same. Several runs of this
experimenthave shown that, underthesecircumstances,the
cellswill still correctlyapproximatethecompiledshape.

The systemhasbeendesignedso that the shapecan re-
coverfrom two othertypesof failure.Thefirst typeis sudden
massive cell death,that is, deathto many cellsat randomlo-
cationsaccrosstheshapeatonce.Thesecondis regionalcell
deathwherea contiguouspatchof cellsdie at once. We are
still investigatinghow well thesystemcanrecoverfrom these
failures.

7 Future Work
As statedbefore,lack of noisein messagingis unrealistic;a
naturalnext stepwould be to dealwith this type of failure.
Furthermore,to matchtherobustnessof livetissue,wewould
have to get rid of the assumptionsof uniform cell size, im-
mobile cells, linear, reliableandnon-changinggradientde-
cay function (the latter for real chemicalgradientsis expo-
nentialwith exponentmultiplier varyingwith temperature!).
Thepresentapproachcouldprove interestingfor theareasof
reconfigurablerobotsandautonomousagents[Butler et al.,
2002]. Finally, it would beworthwile to translatethecurrent
2 dimensionalprograminto a 3D shapegrowing implemen-
tation.
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