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Introduction (Stanley)
Privacy is becoming a key issue in the US and abroad.  With increasing movement of offline world activities into the online world, US citizens are becoming especially concerned.
  The possibility of data capture and synthesis online is much greater than offline.
  The detailed monitoring and data integration capabilities available to online computers are not matched by their offline human and electronic or mechanical counterparts.  Thus, the possibility that personal data may be interpreted incorrectly or fall into the wrong hands has become magnified.  Surveys continue to show consumer concerns: a 1999 survey shows “92% of consumers are concerned about the misuse of their personal information online
.”
  The Platform for Privacy Preferences (P3P) platform has the opportunity to become a solution for online privacy because it’s a flexible and legally-based platform and should soon be widespread. But is P3P a robust solution?  Can it handle all the privacy nuances of websites? This report compares website functionality to P3P’s expressive language and P3P-compliant policy editors’ and user agents’ abilities to articulate this language. It finds that the specification, particularly with the recommendations the report makes how to make editors and user agents more robust, is flexible in describing how to protect online privacy. Complementary security mechanisms as well as legislative solutions will still be required, but the platform as a whole is viable.
1.1 Background

1.1.1 Current Internet Problems

There are a number of current Internet problems.

Websites need information from consumers for a variety of reasons: to render services to them, to make a profit, to follow the law.  For example, to personalize a web site for a consumer to provide the local weather, his latest stock quotes, and the scores for a favorite sports team, the site needs information about, respectively, the city he lives in, the stocks he follows, and the name of his favorite sports team. 

Consumers are willing to provide some information online to fulfill their interests. For example, they will provide their credit card number, name, and address to purchase a product and ship it to their home. 

However, the Internet has not yet stabilized, creating online interaction problems.

Data quality is poor. For example, many companies cannot track what sites users visit after leaving their website because they do not have contacts (or contracts) with the literally millions of sites making up the Internet. For instance, even the largest third-party network advertising firms (TPNAFs), Doubleclick, Engage, and 24/7 Media, have estimated that nearly half of all online consumers have never seen an ad that they have served.
    

Organizational mistakes lead to privacy violations. This is not new in the Internet world;  organizational problems exist among firms. For example, if a firm forms a partnership with an organization whose privacy practices are lax, the firm will be criticized because it is responsible for the services. drkoop.com was criticized in 2000 because its advertising partner, Doubleclick, tried to sell health information it collected targeting drkoop.com’s consumers without authorization.

Security problems continue to plague the Internet.  Both intentional and unintentional information compromises happen.  For example, “data spills” allow information from one web site to be mistakenly sent to another website, such as a TPNAF.  Personally Identifying Information (PII) or non-PII is embedded into the URL string when moving from web site to web site, letting data from a previous web site be available to the new one by mistake.
 

Orthogonal to the above is the problem of notification.  Consumers are often unaware they are being monitored and are surprised to know of it.  Part of the problem is that web sites still do not post privacy policies.  In a January 2001 survey of 751 websites in Europe and the US, only 58% of the sites which collected information about consumers had a privacy policy.
 Those that did have a privacy policy often had one which was difficult to read.  Some companies claim that growing privacy-protection concerns, stemming from the Federal Trade Commission (FTC), state attorney general’s, etc. activities force them to create complicated privacy policies to cover all possible situations. The result is that policies try to handle every nuance to cover all privacy possibilities, but become long, legalese, and difficult to read as a result.
 
1.1.2 Privacy Problems

A variety of privacy problems arise as a result:

· Annoyance. Consumers receive unwanted or frequent information undermining their autonomy. “Spam” undermines a consumer’s expectations of independent decision-making and control.

· Embarrassment. Consumers may be humiliated by information revelation.  For example, if two people wish to keep a relationship secret, its discovery could prove humiliating to them both.  Online greeting cards, chat rooms, and emails permit online relationships to take place.
· Discrimination. Consumers may be denied services from organizations that “know” more about them. For example, if a user conducts online searches concerning his medical condition, that information may be sold to his future employer by the website. That firm may deny the individual employment because it is trying to lower its group insurance premiums and knows of the person’s medical condition.
 In a survey of Fortune 500 companies, 35% of the 84 respondents had used medical information in making personnel decisions.

All of these violations happen by surprise.

1.1.3 Existing Privacy Solutions

Yet current social, industry, and government responses have been incomplete.  Socially, people have “opted-out” of various tracking mechanisms, or have simply lied online.  Yet both practices impose costs upon the individual.  At least, an unwanted solicitation is annoying, requiring familiarization with its content, and the effort to delete it.  In fact, many such messages will undermine people’s trust and their use of news groups worldwide (e.g. Usenet) because individuals fear that their email address will be taken and used for unsolicited commercial email (e.g. spam).
  In the worst case it is a financial cost.  In wireless platforms (e.g. cellular phones) there are costs to read an email, even if one deletes it, because in the US and in other areas the cellular recipient pays for the phone call, not the caller.
  Similarly, lying doesn’t help, because in selected contexts like health or financial interaction, poor recommendations may be made, ultimately harming the individual.

Industry has responded by trying to “regulate” itself.  For example, under its “Privacy Promise” program, the Direct Marketing Association has undertaken to maintain an in-house file of consumers who wish not to be solicited and check this list before calling or emailing customers for marketing purposes.
  More than 2,000 member companies have signed up for this program.  Yet privacy protection under self-regulatory programs has been weak. Privacy is an externality; that is, organizations do not consider its implementation costs because they are not affected by them.
 In other words, data collection is always more profitable than data protection from a company’s perspective because more information always leads to better decision-making. For instance, TRUSTe, a prominent self-regulatory privacy seal program, has investigated hundreds of privacy violations since 1996 but has not revoked a single privacy seal from a website.

Industry has also developed technical solutions.  Companies have developed cookie managers to control cookie placement, anonymizers to scramble email headers from unauthorized parties, and one-time credit card numbers which expire after a single use.  Yet such technologies have not been widely used. As there is no technical or legislative standard in the US, privacy technologies have not been developed to a common specification nor have they been publicized nor promoted to consumers. Hence, there has been minimal demand, leading to poor integration of technology into many applications. For example, the majority of the emails in the US are not encrypted due to incompatible encryption platforms among many email applications or simply the lack of such functionality in email applications.

The government has responded.  In the US, over 8,000 State privacy-related bills were introduced or carried over in the 1998-1999 period.
  In Europe, a rigorous data protection law has existed since 1995, requiring strict information collection practices.
  Nevertheless, no federal privacy law exists in the US and only sectoral laws have been passed so far.  For example, the Grahm Leach Bliley Act was passed to protect financial privacy, the Children’s Online Privacy Protection Act (COPPA) was passed to protect children’s privacy, and the recently passed Health Insurance Portability and Accountability Act (HIPPA) was passed to protect health privacy.  The government hopes that self-regulation will flourish without burdening legislation.
 In the meantime in Europe, despite the stricter regulation, enforcement is lax, undermining the law.  European law requires companies which plan to use consumer’s information for marketing purposes to give consumers the option of opting-out of such practices.
  There is no such requirement in the US.  Despite this, a January 2001 survey of 751 EU and US websites found that US sites were more likely to give their consumers this option than EU sites.
P3P (Stanley)
1.2 Background

P3P solves the above problems by placing a technical framework on a legal foundation. The P3P specification permits websites to create privacy policies in a standard XML format.
 At the same time, consumers, through their user agents, create privacy preferences in the same format. When the consumer browses a website, the user agent fetches the policy, parses it, and compares it with the consumer’s preferences. If there is a match, the consumer will browse the website. If there is no match the consumer will leave the website. User agents can be programmed to behave in other ways.

Some have criticized the ability of individuals to set privacy “preferences” when in fact a baseline of consumer protection should exist.
  Given the complexity of privacy, consumers might be unwillingly hurting themselves much as selecting a “personal” level of pollution for example.  Although making decisions about sharing one’s data may indeed have consequences beyond one’s knowledge, P3P was designed to work with the underlying legislative or self-regulatory framework.  It is the setting of one’s preferences under this protection which P3P addresses not its replacement.  Given a particular data protection regime, a consumer would still have privacy policies to read and data collection practices to understand because under such a baseline there would still be choice.  Even under the most rigorous data protection regime there would still be questions about permitting one type (or specific) of firm to perform solicitations over another due to one’s prior experience.
  Although it may be puzzling to be notified about options of certain P3P XML statements which should be granted by law (for example, the “none” attribute of the ACCESS statement indicating no access to one’s information is possible, which would not make sense if the law prescribed such access), the law has not been finalized to make this conclusion.  For example, in the US some have called for legislation mandating a Notice-only law wherein the website only explains its practices and does not provide other explicit data protection mechanisms such as Access (having access to one’s data).
  The flexibility of P3P is that it can work with any such an approach, from a less rigorous self-regulatory regime to a restrictive data protection regime.  It is unfortunate that some legislators have touted P3P as the solution to the privacy problem,
 it certainly is not.  In fact, more marketing needs to be done to convince them and the public at large of P3P’s focus. Others have pragmatically called on just this to explain P3P’s supportive not leading role.
 

P3P addresses the earlier problems because:

As can be seen from its description: P3P is more of an “opt-in” technology than prior data collection activities.  The user controls the data collection practices to which he’s willing to submit.  Some criticize this as not true consent because no concrete set of data collection principles had been shown to the user to which he agreed.
  Indeed, the State Uniform Computer Information Transaction Act, which has passed in several US States, requires that before a user gives “[manifest] assent” to a contract electronically, the record (e.g. electronic contract) must be provided in such a manner that it calls the “attention of a reasonable person [to] permit review” or if an electronic agent is involved, it must be “made available in manner that…a reasonably configured electronic agent [can] react to [it].” The user must have an opportunity to review the record and specifically agree to it by either authenticating the record or behaving in a manner such that the “circumstance” indicates acceptance of the record.
  But this is not a criticism of P3P per se. This depends on the implementation of the user agent. If user agents provide a clear notice of the data collection practices of websites, and the user agrees to it, then this is consent. The user saw the data collection activities and agree to them. For example, www.xns.org creates a P3P-compliant user agent and server architecture to negotiate consent and non-repudiation in this manner.

P3P should be widely adopted because it is a standard and will be integrated into Microsoft’s Internet Explorer (IE6). Other tools are being developed to a single specification which makes them compatible and boosts P3P’s support.
 Given IE6’s 87% current share of the market,
 P3P should also become a dominating platform. Some question whether Microsoft will implement P3P in favor of consumers given the company’s minimal support of consumer privacy in the past.
 Nevertheless, the mere existence of a P3P enabled browser with some user control
 will be an improvement over the past where user minimal knowledge or control existed.

P3P enforces the privacy practices of all websites because it works with legally based privacy policies. Privacy policies are legal documents. Consider the Toysmart.com v. FTC case. Toysmart.com, an online toys retailer, promised in its privacy policy “never” to sell its customer lists to third parties. When it entered bankruptcy, however, it put the lists up for sale as part of a bankruptcy’s transfer of assets procedure. The FTC sued to enforce the Federal Trade Commission (FTC) Act which tries to mitigate “deceptive…practices…affecting commerce.” Although the settlement was that Toysmart.com could sell its lists to a firm in the “family” market who had to abide by Toysmart.com’s original privacy policy,
 the point is that the legality of the privacy policy was shown via the lawsuit. At the same time, websites have been increasingly posting privacy policies.  Consumers’ interest,
 FTC encouragement,
 and strong privacy protections in Europe
 have created the trend of greater notification. In a 2000 survey, the FTC found that among the most popular websites (yahoo.com, lycos.com, etc) privacy policies were posted 100% of the time.
 Thus P3P will enforce privacy practices on all websites.   

However, for P3P to work, these must be P3P-compliant privacy policies. That is, they must be in a P3P format. The competitive market mechanism should encourage this. There are millions of Internet sites, with competition in many categories, e.g. portals, exchanges (eBay, Ventro, etc), health sites, etc. IE6’s inclusion of P3P should make consumers aware of basic privacy options, especially after browsing P3P-complaient websites with IE6. Seeing some level of automatic protection offered by IE6 when it meets a P3P-compliant website will make them more skeptical of websites which are not P3P-compliant. Given the large number of websites available, websites will want to become P3P compliant, as otherwise consumers might leave their site for another.

This will be particularly beneficial in the EU context. Given the lax enforcement of the EU Data Protection Directive, the machine-readable aspect of the P3P policies will enable regulators to scan many of the P3P compliant sites and determine EU Data Directive compliance. Such a method can facilitate a more rigorous enforcement.
 

Nevertheless, some legislation is necessary to enforce the postings of privacy polices. Although the market mechanism may achieve success in policy postings, even P3P-compliant policies, as the FTC indicates in its Online Profiling report, even in a successful self-regulatory (e.g. market-driven) approach, there is a need for regulatory legislation to deal with non-participants or “bad actors” within any self-regulatory program.
 Legislation must be passed to establish a minimal privacy protection level. Business practices may change but privacy protection should never be below minimum. At minimum, a  Notice-based legislation (i.e. the requirement to post a robust notice on a website) should be promulgated by the FTC. Nevertheless, a full evaluation of the best legislative alternative (e.g. perhaps the full Fair Information Practices regime is best) is beyond the scope of this report. In that analysis, the costs of legislation, ease of enforcement, etc. would need to be done which is not covered here.
1.3 Methodology

Given P3P’s overall appropriateness, is it specifically viable for websites? Can it preserve privacy under the nuances of website functionality? To answer this question, we can compare the Fair Information Practices (FIP), which can frame the websites’ data collection activities, to the P3P vocabulary. The degree the latter matches the former is the degree that P3P can protect online privacy. That is, privacy can be defined as one’s desire to control the disclosure of one’s personal information.
 Organizations such as the FTC have supported the FIP with intent to give consumers such control because the FIP requires organizations to control a consumer’s data rigorously. Specifically, FIP requires organization to provide:

· Notice: Data collectors must disclose their information practices before collecting personal information from consumers.

· Choice: Consumers must be given options with respect to whether and how personal information collected from them may be used for purposes beyond those from which the information was provided.

· Access: Consumers should be able to view and contest the accuracy and completeness of data collected about them.

· Security: Data collectors must take reasonable steps to assure that information collected from consumers is accurate and secure from unauthorized use.

The FTC has also identified “enforcement” – using a reliable mechanism to penalize non-complying actors – as a key mechanism to assure FIP compliance.  

The question is, does P3P’s vocabulary support FIP?

1.4 Results
1.4.1 Adherence to Fair Information Practices

FTC guidelines break down the Notice into several categories. A data collector must explain to the consumer:

· the uses to which the data will be put. 

· any potential recipients of the data.

· the nature of the data collected.

· the identification of the entity collecting the data.

In addition the FTC states that Notice should include the means by which a consumer’s data is collected.
  Thus, we can break the Notice information practice into five categories: what data is being collected, who is collecting it, to whom will it be disclosed, for what purpose, and how long will it be kept.

Starting with the data collected, P3P can express robust data collection practices.  Both existing and new data structures can be readily specified.  The “base data schema” lists the basic data structures for all Internet interactions. Thus, name (a person’s name), street (a person’s street address), telephone (a person’s telephone number), and email (a person’s email) can all be used. To express detailed practices, however, new data structures will have to be built from scratch. This can happen by specifying the low-level data types comprising the data structure. For example, to define a structure for blood-test, it’s category (e.g. “health data”), structure (e.g. unstructured data field), and short display name (e.g. “information about a blood-test exam”) will have to be filled in. Alternatively, new structures can also be defined by pointing to existing structures. For example, the structure blood-test.date (a substructure of the blood-test structure, for example, indicating the date of the blood-test) can be declared of type date (from the base data schema). That is, blood-test.date will have access to ymd.year (representing year in a year/month/day format), ymd.hour (representing hour in a year/month/day format, and timezone (representing timezone), representing syntactically and semantically the substructures of date.

With respect to who is collecting data, P3P can represent all data collection practices.  A website itself may collect data to render a service, personalize a site, etc.  Furthermore, its subsidiaries, contractors, and third party organizations, such as TPNAFs Doubleclick or L90 also collect data to support appropriate website activities. For example, Doubleclick collects data on a website for target advertising. A website may also claim it is following the law, and would give electronic records to law enforcement personnel if required.
 Finally, aboutmyhealth.com states that its customer lists will be disclosed to partners if it merges with other organizations or enters bankruptcy proceedings. Additionally, these third parties may or may not be following the original website’s privacy policy depending on their relationship to the website. P3P’s RECIPIENT statement captures such behaviors. For websites and their subsidiaries, the appropriate attribute would be ours (indicating that only the website and its direct agents will get the data and follow the website’s privacy practices). For contractors and third-parties who follow the website practices, the same attribute (legal entities following our practices) is appropriate  For contractors and third-parties who follow other practices, the other-recipient attribute (legal entities who are constrained by the website but are following different practices) is appropriate. For the law enforcement personnel and mergers or bankruptcy proceedings, the unrelated attribute (legal entities whose data practices are unknown to the website) would be appropriate since most likely law enforcement personnel, mergers, and bankruptcy proceedings presumably all operate under the rubric of a legal framework.

With regard to the purpose of data collection, and P3P can handle a variety of explanations although there is ambiguity in the vocabulary.  A website may provide standard ecommerce functionality such as contacting the consumer to confirm order placement, or remembering his userid and password for subsequent logins.  Virtually all sites collect clickstream information to improve website layout or track product interest.  In addition, a website may collect data for security purposes, to maintain website integrity or prevent abuse to website users.  P3P captures these behaviors with the purpose statement.  Much of this data collection is intended to complete a specified functionality such as the placing of an order. Thus, the current attribute (the completion and support of current activity, for example to complete the placing of an order) would be appropriate.  For sites trying to improve their websites or products, the develop attribute (information may be used to enhance, evaluate, or otherwise review the site, service, product, or market) is appropriate.  The admin attribute (technical support of website and computer system…[including using] information…in the course of securing and maintaining the site) can be used for security needs. 

One question though is how to delineate various purposes indicating the reasons for data collection.  Without delineation there might be a mismatch between privacy policy maker and user preference whereas in fact the two agree on principle.  For example, the pseudo-analysis and develop attributes of purpose both discuss how information will be used for research to enhance the web site experience (e.g. organization, etc) by understanding the interests of visitors to specific web site locations.  But the question is, which should be chosen by the policy maker, and which by the consumer, and will they match?  That is, if the policy maker specifies one attribute and consumer another, the statements will not match and there will be “disagreement” between user agent and policy, whereas in fact both parties are in agreement.  They both had the same data use in mind. To solve this, the specification should better delineating the purpose values.  This could be done by eliminating some of the purpose values, or clarifying their description.

Concerning data retention, P3P handles a variety of data retention policies.  Websites don’t always specify retention policies.
  However, www.mothernature.com said it can never remove the data because it is used for quality control reasons and can’t be deleted.  In P3P this is handled  via the retention statement.  The retention statement indicates a rationale under which data will be removed.  In the “retention-not-specified” case, either the no-retention attribute (information is not retained for more than the brief period of time necessary to complete the transaction) or the business-practices attribute (the site’s business practices dictate the retention policy) attribute should probably be specified.  In the www.mothernature.com case, the indefinitely attribute (information retained for an indefinite period of time) should be specified.  For most attributes, the specification requires that the website provide a link to a data destruction timetable from the website’s main privacy policy to explain the data destruction schedule. 

P3P also supports the FIP Choice category.  The policy-maker can give the consumer choice by using the required, opt-in and opt-out tags of the purpose and recipient statements.  Many complex sites (e.g. yahoo.com, ivillage.com, etc) offer users customized information in the form of newsletters, new product information, etc.  Consumers can sign up or suspend their receipt of newsletters, new product information, etc. P3P can specify such behavior using the “required/opt-in/opt-out” tags associated with each purpose or recipient attribute. That is, current, admin, (purpose attributes) ours, same, (recipient attributes), etc. can each have a tag indicating whether that attribute is “required” (meaning the attribute must take place), the consumer can opt-in to it (i.e. “opt-in,” meaning the customer can opt-in to the attribute), or whether she can opt-out of it (i.e. “opt-out,” meaning the customer can opt-out of the attribute).

With respect to Access, with limitation, P3P can capture a consumer’s ability to view, edit, or delete her information.  This is done through the access statement.  Attribute values can range from all (all identifiable information is accessible) to nonident (identifiable data is not used).  In most cases, the consumer would need to contact the website to understand his specific access rights.  

However, we should note that the nonident attribute description is ambiguous. The specification defines “nonident” as “identifiable data is not used.” Latanya Sweeney has shown that even if data is “de-identified” (i.e. having all explicit identifiers such as name, Social Security Number, etc.) removed, combining it with other publicly available data may “re-identify” it (link it to a an identified individual).
 Thus for privacy policy makers (and perhaps some users) the usage of nonident might be unclear. One way to clarify this (in a future version of the P3P specification, that is) is to rely on the descriptions in the current HIPAA regulation. The developers of HIPAA, have specified several mechanism under which data will be considered not “individually identifiable” for the purposes of the regulation (i.e. in which case liability for privacy protections would be lessened). We can use one such practical method here. If the data contains none of an enumerated list of 19 PII items specified in HIPAA (e.g. name, Social Security Number, address, etc) and the health care provider has no knowledge the remaining patient data can be used by itself or with other information to re-identify the patient,
 then the provider can call the data not “individually identifiable.” Perhaps the specification should be clarified to say that nonident can be used if the website knows that none of the 19 identifiers have been collected and it cannot reidentify a particular consumer with the remaining data. It will then be clearer. 

With respect to security, P3P provides no suggestions.  A site usually has a security statement such as “security measures in place to protect the loss, misuse and alteration of the information under our control [exist. We employ] strict security measures to safeguard online transactions.”
  But security is outside of the scope of the specification. P3P-compliant tools should provide appropriate security measures. Perhaps, specifying the details of security safeguards would be an invitation for hackers to break them.
 In any case, it is important that if P3P is used by a website or user agent, security mechanisms must be integrated into the platforms.

With regard to enforcement, P3P expresses a web site’s responsibility for privacy breaches.  Web sites handle privacy breaches in different ways. A web site can list a “privacy officer” or customer service contacts to resolve privacy questions.
  Several web sites provide “trustmarks” from organizations like the self-regulatory seal program TRUSTe.
  P3P handles such practices with the disputes and remedies statements.  A disputes statement indicates how and where to dispute the website’s privacy violations.  For websites which provide internal support, the customer service attribute (indicting how to contact the website if an abuse has taken place) is appropriate.  For a privacy seal program, the independent organizations attribute (an independent verifier of privacy practices such as TRUSTe) is appropriate.  

The remedies statement indicates the nature of the recourse if a privacy is breached.  For example, the money attribute indicates that the website will pay user damages. 
1.4.2 Privacy Policy Management

Yet the clarity of the policy expressions depends on overall privacy policy management. If privacy polices are difficult to manage, then the their expressiveness will not matter much. Are P3P’s privacy management techniques in fact privacy-protective?

One technique is not protective. P3P cannot assure that a website is actually following its P3P policy.
 Although overcoming this deficiency is challenging, the overall context is more positive. One must remember that P3P is working within a legal framework, i.e. on top of legally binding privacy policies. Thus, websites’ drive to breach privacy should be smaller. Moreover, user agents can be designed to protect consumers. For example, at “higher” privacy settings, IE6 will block cookies from being placed on a customer’s hard drive unless the user gives permission.
 Finally, users can protect themselves with basic security techniques. When asked for their email online, they can give secondary or tertiary emails so that even if they are spammed, their regular email will not suffer. These alternatives do not obviate the critical non-assurance aspect of P3P, but they do help explain its balanced context.

But most other techniques are privacy protective. Interestingly, P3P facilitates consumer privacy protection because websites can only post one privacy policy. Thus a consumer can discover a website’s “best” data practices offer and keep retrying to enter the website, specifying less and less information about himself until he gets the desired service for supplying the least information. Robust negotiation is not possible in P3P. Still, a website wants to negotiate with every consumer to capture that person’s “reservation price,” in this context, the maximum amount of data collection to which he’s willing to submit. Then it will know much more about consumers and benefit because it can make better decisions based on more information. P3P permits simple negotiation to take place using the opt-in/opt-out tags. For example, if a consumer is interested in sharing vacation information with his spouse but not with his uncle the policy can have two recipient encodings: the spouse recipient with the “required” or “opt-out” tag associated with spouse (i.e. the spouse will get this information, or will get it unless the customer opts-out), or no tag or the “opt-in” tag associated with uncle (i.e. the uncle will not get the data or he can get it if the customer opts-in). But specifying more complicated scenarios is more difficult. Consider a preference with a large range of values. First, P3P does not permit ranges (e.g. scalar, continual, etc) to be specified for any statement. On the other hand, it would be difficult to break up the range into individual components (e.g. how granular should the intervals be for example?)
 For example, should a website’s desire to capture a 10-year medical history which can be negotiated down to 2-year medical history years be broken into:

· a 10-year medical history interest, a 5-year medical history interest, and a 2-year medical history interest, or

· a 10-year medical history interest, an 8-year medical history interest, a 6-year medical history interest, a 4-year medical history interest, and a 2-year medical history interest, or

· etc.

This would be particularly difficult to do for a continual range where the questions of granularity would be even more relevant. And given the fact that there is only a one-time comparison between a user agent’s preferences and website’s policy, the website would have to declare its “bottom line” (i.e. the least privacy invasive set of practices, below which it would not go) in its policy. It would not be able to compare its policy with the consumer’s preferences again so it has no other choice. At the same time, the consumer can try different sets of preferences, starting from his most strictest (e.g. most privacy protecting settings) and becoming more lax as he returns to the same website over and again, trying to find the best possible set of preferences under which he can get serviced. (All this can be programmed into a user agent, too, so that the user does minimal work). Thus, the consumer can get the best service for the least amount of information. 

One commentator suggests the opposite.  Rotenberg claims that given that privacy  preferences need to be compared with practices, they are revealed, telling the website what a consumer’s “reservation price” is.
  But this is incorrect.  It is not the consumer who lacks flexibility here but the website.  The consumer can try different sets of preferences, waiting until the eventually lowest but strictest possible set of preferences has been approved.  Thus changing the specification to facilitate the creation of multiple privacy policies may build better consumer rapport but it may also permit websites to take more advantage of consumers overall.  Hence, facilitating such a change is questionable at this point.

Given the large number of choices among the P3P options, a pre-set set of preferences can be made available for user agents, improving privacy preference utilization. Each of the many statements within P3P such as purpose, recipient, disputes, etc. has many attributes. A novice user might get confused about all the details and not use them either because there are too many of them or use them to his own harm. To encourage utilization of preferences, and thus P3P, P3P developers have designed The A P3P Preference Exchange Language (APPEL) language,
 a P3P-compliant specification. APPEL facilitates the import and export of a set of user preferences. The intent is that a trusted organization (a friend, TRUSTe, the FTC, etc) could create sets of preferences based on cultural norms and then make them available to the public. For example, a “privacy demanding” set of preferences could have the recipient attribute set to ours (data used by website and its direct agents), purpose attribute set to current (completion and support of current activity (only!)), disputes attributes set to law (the law which can be utilized for resolving a privacy breach) and court (specifying the court where the breach may be tried(!)). A “privacy insensitive” set of preferences could have the recipient attribute set to  public (information can be placed in the public domain such as bulletin boards, commercial CD-ROMs, etc), purpose attribute set to contact (to promote products, collected data may be used to contact individual except via the telephone), with no disputes or remedies statements filled in. Etc.

P3P also ensures a smooth transition to new policy and data collection practices, ensuring the consumer is aware of the latest data collection practices.  Privacy policies may change because business operations change (e.g. businesses may merge, the company may follow a new business strategy, etc). P3P can encode such behavior. First, the specification recommends the use of an EXPIRY statement with so that the longevity of a policy is specified. Consumers know the longevity of the data collection practices. Second, P3P requires that before new privacy practices are applied to data collected under the old policy, the consumer’s consent is obtained. That is, news ways of information management will not be applied to old information without consent. Consumers should appreciate the integrity of such a data collection process.  

Every web site can offer multiple privacy policies per site, facilitating flexible privacy policies.  Each web page, location in the web page, embedded content (like audio files), or cookies can have its own policy.  Thus the policy maker does not have to downgrade the entire policy to the most privacy intrusive statements on his site.  Each web site element can have its own policy and be on its own. 

P3P allows for the creation of Compact Policies (CP) for cookies.  This facilitates policy parsing since policies are now much shorter.  The intent is to transform a long grammar-filled policy into a short one that can be more easily processed.  For example, rather encoding the full XML statement 

<PURPOSE><current/></PURPOSE>

(which indicates that the purpose of data collection is the completion and support of the current activity, such as to complete the placing of an order), a simple cur can be indicated in the CP, and the same processing should occur.  A number of statements have compact versions.

The categories statement is a descriptive statement containing summaries of the data structures it represents.  Thus user agents can more quickly get a sense of the content of the data structure before parsing its details.  When the user agent sees the physical attribute, it comprehends that the web site manages physical contact information even before parsing the structure to see which types of physical contact information -- for example postal (postal address), personname (name), telephonenum (telephone number), or online (online contact information) -- are involved.

Every data structure and several statements permit short or long human readable descriptions to be posted to the user agent.  This would facilitate user comprehension in case functionality is new or ambiguous.  For new data structures, this mechanism along with the categories statement is the only way possible to explain to the user the nature of the data structures.

Finally, P3P facilitates multi-lingual support by letting descriptions for some elements to be in foreign languages. Hence P3P can operate in an international context and protect international privacy.

More important, though, is the performance of the P3P-compliant tools, which implement the specification. Do they permit policies to be managed well? If not, then P3P will not become widespread.

Policy Editors (Matt)
A major task in bringing P3P into widespread use is to design technologies that allow web sites to become P3P compliant quickly and effectively.  A number of P3P editor applications have been developed and are currently being tested and improved.  This section presents the evaluation criteria used to assess the existing editor tools, as well as descriptions and reviews of each tool based on these criteria.  Then, using these evaluations, an outline for the design of a robust editing tool is presented.  This design addresses the need for a P3P policy editing tool that assists the user in all aspects of integrating P3P into commercial web sites of considerable complexity.
1.5 Evaluation Criteria

The evaluation criteria used when examining the currently released editing tools should be well defined.  The following section defines these criteria and breaks them into broad categories.  The first criteria category will assess the technical strengths of the editor, and how well it creates specification compliant policies for any variety of data collection practices.  The second category will assess how viable the tool is in practice, and how useful and effective it will be in industry.

1.5.1 Technical Criteria


The most important technical feature of the editor is that it creates specification compliant policies such that any variety of browser-side applications can be used to interpret the policy.  The tool must employ correct use of the universal syntax of the specification and create compliant XML P3P policies that do not require the use of a specific user agent.

The editor must be able to accommodate and draft a policy for any type of data collected by the web site.  Also, the editor must support any variety of data collection methods that the site may use.  To do this the tool must be flexible in the data definitions, and provide some mechanism for fully explaining site-specific data practices.

The tool must provide mechanisms that ensure that the resulting XML policy is correct and consistent with its intended meaning.  These mechanisms should include an error detection and correction system that verifies that the policy does not violate any of the specification guidelines.  Another important function of the tool is to create a simple, human readable policy from the XML code.  This XML to HTML translation verifies that XML code means what the user originally intended.

This outline of technical goals is a framework for evaluating the tool’s ability to draft a P3P policy from a human readable privacy policy and focuses on specification compliance, complete data type/collection method support, and correct XML translation.

1.5.2 Business Criteria

This set of criteria will assess the practical viability of the P3P editing tool in industry.  The first of these is that the tool should be low cost and easily obtained.  It should also function across a variety of platforms and operating systems.

The most important business criteria are concerned with the tool’s ease of use, and to what degree the tool is a scalable solution that will be useful for a site of any size.  A complete tool should handle all aspects of incorporating P3P, be user friendly, and easily scale to handle web sites of increasing complexity.  Specifically, the tool must not simply draft a policy, but it must help the user integrate the policy into the web site.  The tool should be able to implement the specification’s utilities for applying multiple policies to different areas or directories of site as well as associate any collection vehicle (embedded content, cookies, etc.) with their corresponding policies. The tool must also provide some mechanism for integrating any necessary policy reference files, HTML code, or HTTP headers into the web site.

In summary, a tool should be inexpensive, easy to use, and should facilitate the drafting and incorporation of P3P policies into web sites that are complex in structure as well as data uses and collection methods.

1.6 IBM P3P Editor

The IBM P3P Policy Editor is a beta version editor that can be currently downloaded for free.  It is a straightforward utility that allows the user to define the different data elements collected by the site and easily distinguish them into groups based on usage.  The following discusses some of its technical strengths as well as some of the features that it could possess to make it a stronger and more widely useful utility that would allow P3P to become commercially integrated.

1.6.1 Technical Description and Evaluation

The mechanisms for defining data collection and use that the IBM editor uses is fairly robust and it is easy to see how the IBM editor can accommodate a variety of data types fairly easily.  The tool uses a two-panel interface that allows the user to easily define data groups and place data elements in these groups.  The right pane of this interface displays all of the data groups specified in the policy.  These data groups consist of any number of data elements that all share the same usage characteristics.  A data element is any piece of information such as phone number, name, etc.  Any data group in the right pane can be expanded to display the specific data elements that the group contains.  Once a data group is defined, data elements can be moved into it by selecting the data element desired in the left pane.  The left pane contains all the data elements in the data sets defined by the P3P Specification: user, third party, business, and dynamic.  The left pane also contains the base category schema provided by the specification, allowing the user to put one of the defined categories, such as “physical contact information” into a data group to indicate that data elements in the physical contact information category will be collected.  The left pane of the editor also adds flexibility by allowing the user to define new data sets and elements.

This graphical interface helps achieve the other technical goal of facilitating correct translation of the human readable policy into XML.  It clearly breaks the data elements into distinct groups by usage practices.  The familiar tree structure menus provide a natural means of making this translation from a written policy.

Another important way that the editor facilitates correctness is through the lower window that can be toggled between four different functional panes.  One of the important features of this lower window is the error-correcting pane.  While a policy is being constructed and edited, the tool checks for conformance with the P3P specification and displays policy errors and warnings in the Errors pane.  An error is generated when information required by the P3P specification is not present.  A warning is generated when information recommended by the P3P specification is not present.  Blank policies are initially loaded with errors due to lacking required information.  This error pane is a useful resource especially as many users will presumably be unfamiliar with important specification requirements.

In addition to the error correction mechanisms, the lower window also contains a pane that allows the user to view the XML code of the policy being edited, as well as an HTML pane that summarizes the XML code in English using a simple template.  This is an important feature that helps verify the correctness of the policy by providing the user with a human readable version of the XML.  This will allow the user to identify any discrepancies between the XML policy and the original written policy from which it was derived.  In addition, there is a policy element pane that provides a table that breaks down the policy’s data collection practices.

The IBM P3P Policy Editor provides a limited utility for creating policy reference files (which are the files containing pointers to the actual privacy policy files for each entity of the website, e.g. a web page, a cookie, an embedded content entity, etc).  This consists of a form allowing the user to add policy URL’s, and input to what directories these policies do and do not apply.  The utility does not provide verification that this is done correctly, nor does it provide for the other tags that can be included in a policy reference file to apply the policy specifically to embedded content or cookies.  It is a simplistic tool that does not handle a variety of the functions that go beyond simply applying policies to different directories, and it does not aid in this process particularly well in that the form does not improve drastically on typing a reference file by hand.

In summary, the IBM editor meets the basic technical criteria in that it facilitates the creation of specification compliant P3P policies from a human readable policy.  It supports all types of data and collection methods, allows data set and element definition, and provides error correcting and correctness verification mechanisms.  In terms of these basic technical functions, the editor worked fairly well.  The next section evaluates the tool as a viable business solution for P3P compliance.

1.6.2 Viability in Industry

Although the IBM P3P policy editor is currently available as a free download, and provides an easy way for users to draft policies quickly and accurately, it does not achieve the larger business goals.  The IBM editor is effective in what it does, but it is not a scalable business solution in that it does not aid in P3P integration into the web site.  For users with large and complex web sites, the IBM P3P policy editor accomplishes only a portion of the work of becoming fully P3P compliant.  This section outlines a number of the features that the IBM P3P editor does not include.

The IBM P3P Policy Editor lacks the tools that would aid a user in integrating the drafted P3P policy into the web site.  The tool provides no explanation or mechanism for drafting the necessary HTML link tags or HTTP headers that would allow the site to be P3P compliant.  The editor also lacks extensive functions that could create detailed policy reference files that could do a variety of important tasks beyond applying multiple policies to different areas of the web site.  Policy reference file attributes are an important aspect of the specification that give people increased flexibility in creating P3P policies.

In addition to these basic integration features that would add tremendous value to the tool, some other important functions are missing that would be essential for the correct function of user agents.  Although the editor creates correct P3P policies, the lacking integration features could make it impossible for user agents to correctly handle collection vehicles such as embedded content and cookies.  For example, without the capacity to create policy reference files with the appropriate cookie include/exclude statements, it would be impossible for user agents to uniquely identify these collection vehicles and apply the correct policy to them.  In its latest version, the IBM editor does provide a utility for creating compact policies.  This could provide an alternative means for associating policies with cookies, but the tool does not help the user integrate these compact policies or verify that they are non-ambiguous. And more importantly, this compact policy mechanism cannot help the user deal with embedded content.

Although this tool can create XML policies for a variety of data structures, it’s lacking mechanisms for easily editing and applying multiple policies, uniquely associating policies with cookies and embedded content, and creating the necessary policy reference files, HTML link tags, or HTTP headers, make the IBM P3P policy editor a useful building block, but not a full, scalable P3P compliance tool.

1.7 YOUpowered/Consumer Trust Policy Wizard

A freely available download, the Consumer Trust Policy Wizard, is the one of the first of a variety of privacy protection products offered from YOUpowered.com.  The product is easy to use and benefits from a pull down menu in the style of Microsoft Explorer, that allows the user to create and edit multiple policies for a site simultaneously.  This feature adds some flexibility, but with some loss of correctness due to the style of the data definition interface, and a lack of error correction mechanisms. 

1.7.1 Technical Criticisms

The Consumer Trust Policy Wizard allows the creation of P3P compliant policies that any variety of user agents would be able to interpret and use, and provides increased flexibility through its main interface.  However there are a number of ways in which this tool may encourage the creation of policies that do not mean what the creator intended.

The interface that allows the user to declare the data and its uses is less clear than that of the IBM editor.  Data is selected from a pull down menu with the base data schema elements, allowing the user to select what data the policy refers to.  Although this creates correct policies, identical in meaning to those created with the IBM tool, the GUI interface of the IBM tool allows a very clear grouping of data elements by use.  This organization of the site’s data is beneficial both for the creation of the XML, as well as a summary of the sites data practices that helps to verify correctness.

A lack of error correction mechanisms in the Consumer Trust Policy Wizard also increases the probability of creating incorrect policies.  The general way that the user inputs information about their site’s data practices is through a series of menus that prevent the input of values which would violate some condition of the specification.  However there is no error correction mechanism beyond this, nor is there a utility that translates the XML back into HTML so that the user can read their policy and verify that it is consistent with what it was intended to detail about the site’s data practices.  This lack of error correcting utilities is vital, especially for a tool that allows the creation of multiple policies and policy reference files.  This tool allows the user to create incorrect policy reference files that would refer a user agent to any number of policies for the same URL.  This specification violation would be crippling for the site, and could be done easily by a user who is not extremely familiar with the specification.

1.7.2 Viability in Industry

Despite it’s technical criticisms, the Consumer Trust Policy Wizard does have some unique features that would make it potentially viable in industry.  The first of these is its robust interface that allows multiple policies to be easily drafted and edited simultaneously.  Although a number of the tools that have been examined allow the user to create multiple policies and policy-ref files, the pull down menu in this tool is unique and makes it easy to toggle back and forth between policies.  On the left pane, a policy can be selected and, when it is active, the right pane allows the user to edit the properties of that policy.

Another feature that is unique to this tool is that when a policy is being edited the user can alter not only the properties of its data elements, but also to what directories, cookies, and embedded content the policy applies.  This allows the creation of detailed policy-ref files, and is an indispensable integration utility.  However, referring back to the technical criticisms, this added flexibility is not without a tradeoff.  The tool does not detect errors in this policy ref file, such as multiple policies applied to the same URI (see section 2.4.1 of the P3P Specification).

This tool does export the necessary policy-ref files and policy files, however it does not export compact policies or facilitate their creation.  The lacking compact policy features is a shortcoming that could be easily added.  The tool exports these files into a YOUpowered file structure that is created on the policy creators machine.  This structure is straightforward, however there are difficulties in exporting the policy files to their correct location.  The tool does not always export them to the designated location, and they are often hard to find.  The PIMS tool, which will be evaluated below, provides an exporting method that is simple and less problematic.

This tool is subject to a variety of technical criticisms, due to the fact that it trades a certain amount of correctness in its policies for increased flexibility in what it can create.  Although this makes it a less attractive utility, it does have a robust interface that allows the creation and editing of multiple policies in a quick and user friendly way.  It also has the integration features that allow the policies to be easily associated with cookies or embedded content.  These features may make it an attractive tool, despite its flaws, and a step toward a robust tool if some of these missing mechanisms could be added.

1.8 PrivacyBot.com

PrivacyBot.com has also created a P3P compliant editor tool that allows the user to quickly draft XML policies.  This editing utility is part of a seal program and privacy management service that handles various privacy complaints for the site.  In this, it is different from a free standing editing utility in that it functions within these privacy management services.  The service provides a Trustmark seal that verifies privacy practices and provides some channel of recourse.  In this sense, PrivacyBot’s editing tool diverges from the ultimate goal of P3P to allow information exchange without verification intermediaries.  

1.8.1 Technical Criticisms

The first technical goal of these editing utilities is to create a P3P specification compliant policy that any variety of user agents can interpret and use.  Although the PrivacyBot editor does rely on P3P, it is unclear as to how the policy is created and the user is given no concrete input into the design choices of how the policy will be drafted.

The HTML form system is extremely limiting in that it makes it difficult for sites to define their data in a flexible and complete manner.  The clear definitions of data sets and elements that the IBM editor provides is much more useful than the check boxes that PrivacyBot provides.  Also, the user is not given the flexibility to define data sets and use the powerful capabilities of P3P to built site-specific data structures.

The system also lacks some of the important tools that the IBM editor has for verifying correctness and completeness.  The user must fill out a form that accepts all the information about the policy, and then must pay a fee to actually create the policy.  There is no way for the user to verify that the policy even states correctly what the site does or does not do.  The PrivacyBot editor does not provide a fault-tolerant way for the user to fully define the data collection practices of the site, and does not meet the technical criteria due to lacking flexibility in data definition and lack of verification mechanisms.

1.8.2 Viability in Industry

The PrivacyBot editing utility charges a number of fees for its services.  These fees may not amount to a considerable amount for a commercial web site, but should still be considered.  To create a policy, you must pay a $100.00 fee to join PrivacyBot.  Subsequent alterations to the policy will also be subject to various charges.  The more important shortcomings of the PrivacyBot utilities result from its overall service based model that diverges from the overall goals of P3P to allow transparent agreements between the user and web site, as well its failure to draft complete policies for increasingly complex commercial sites.

The form set up does not provide for drafting complicated policies that collect many different groups of data by a variety of collection methods.  In this, the tool does not scale to industry and does not effectively serve a large portion of the internet.  Also, the editor forces the redirection of complaints through their mediation services which may not be desirable for many commercial sites, and may not be desirable for many users.  P3P should provide a way for direct information exchange between site and user in a trusted predetermined manner, and recourse for violations without redirection through an intermediate service.  It is unclear as to how PrivacyBot provides its sites with robust P3P compliance that a variety of user side tools could use, to prevent such conflicts.

1.9 Privacy Information Management System P3P Policy Wizard

The PIMS P3P Policy Wizard is an HTML based policy generator that allows users to quickly generate simple policies.  It provides the user with a series of forms that allow the necessary attributes to be defined, and when complete outputs an HTML file that contains the XML and other code that should be integrated into the site, along with a brief explanation as to how to do this.  Compared to the other tools examined above, the PIMS tool is more of a coding companion in that it relies on increased understanding of the specification by the user.  This limits the tool in some respects, but affords it some additional capabilities that the other tools lack.


1.9.1  Technical Criticisms

The PIMS P3P Policy Wizard generates policies in a compliant way that any user agent could use.  In terms of defining the data collection practices, the tool provides for data types in a way that requires the user to either input, or cut and paste, the XML code.  The data definitions may not be as clear to some users as the GUI utility that the IBM editor provides.  Creation of data sets and elements must be done through user input of XML.  The data group and element pull down menu in the IBM editor would provide a clearer visual breakdown of the data collection, however the PIMS tool provides the same functionality to the more technically savvy user.

The PIMS tool lacks the error correcting mechanisms that the IBM tool has, although it does require the necessary elements to create a complete policy.  The tool also does not have the translation tool that allows the user to view a written translation of the XML code.  This could make it easier for the user to draft an incomplete or incorrect policy.  This tool effectively creates compliant policies but relies on the user to be more aware of the necessary coding and details of the specification.

1.9.2 Viability in Industry

The PIMS tool is free and, because it is an HTML based utility, it functions across any platform.  Although the tool does not provide some of the user friendly GUI utilities of the IBM editor and requires more technical competency to use, the tool does offer some functions that the other tools do not.  The PIMS tool benefits from its additional complexity by providing its users with increased flexibility, exhibiting a familiar design tradeoff.

Although the tool does not easily apply multiple policies to the same site, it does provide policy reference file information, as well as a variety of other useful outputs.  When a policy is fully defined, a policy generate button is clicked bringing the user to an HTML page that is divided into a number of boxes, each one containing a piece of necessary text for integrating the P3P policy.  There is a box for the XML policy itself, the policy reference file, as well as the CGI headers and compact policy tokens.  This output style is extremely useful for integrating the policy into the site.  In doing so, the tool puts to use the cookie and embedded include/exclude statements as well as compact policies.  These features are unique to this tool.

Although the PIMS tool is a more flexible tool, it is generally a utility for someone who understands the specification fairly well.  Its output features are very useful to a programmer who is integrating P3P, however the less user-friendly data definition mechanisms limit the user base who will find this tool simple and useful.

1.10 Design Recommendations

After surveying the current technologies and evaluating their different functions, this section provides a basic design recommendation for a P3P compliance tool that would meet the technical and business goals defined above.  This design uses and combines the features of the existing tools.  The existing tools are not individually comprehensive solutions for drafting policies, nor do they provide effective integration features, that would make them scalable tools for rapidly increasing the amount of P3P compliance on the web.

The design uses the IBM editor as a basic building block for defining data usage.  Some features of the Consumer Trust tool are added to this data definition component, creating a larger tool that provides improved mechanisms for applying multiple policies to the site and any cookies or embedded content that is used.  The design also incorporates the generating and exporting features of the PIMS tool, to output the text and instructions for all corresponding HTML, XML, and HTTP code.  The tool could consist of two basic panes, similar to the Consumer Trust tool, where the left pane would be a pull down menu containing the domain’s different policies and the right pane would toggle to support different editing functions.  This right pane would consist of two screens for each policy that the user could toggle between.  One screen, the data screen, would allow for the correct definition of data usage and would be built on the IBM editors utilities.  The other screen, the applicator screen, would allow the user to apply the policy to the different directories, cookies, and embedded content of the site, and would be built on mechanisms of the Consumer Trust tool.  

1.10.1 The Data Screen

The basic data definition features of the tool would be built on the design of the IBM P3P Policy Editor and incorporated into the data screen.  Essentially this tool would be dropped into the Data Screen, as a black box with slight modifications.  When a policy is clicked in the right pane and made active, and the Data Screen is selected in the right pane, data groups, elements, and sets would be manipulated with the same interface from the IBM editor.  With this, there would exist the same error checking mechanisms and XML to HTML translation mechanisms.  These features would be slightly adapted and fit into the right pane so that the user could still use the pull down menu to toggle to a different policy at any time.

The panes of the IBM editor, as it is currently, would have to be slightly adapted.  The left pane of the IBM editor contains the different data sets and elements, some of which may have been specifically defined by the user.  The IBM’s data definition mechanisms could be kept in this design, and user-created data sets would exist in the Data Screens of all policies under that domain. This would allow any new data sets created by the user to be easily applied to any number of desired policies.  The XML and policy element panes of the IBM editor screen would exist in the data screen and would toggle to display the code and attributes of the active policy.  The error pane could be adapted to handle error correction in all the policies at once.  One way to do this would be for it to list all errors in all policies, but in a priority order so that the active policy’s errors are listed first, previously active policy listed second, and so on.  The HTML pane could also be altered to summarize the XML of all the policies being edited for the site and provide an English version.  This could be done by using all policies in the domain, active or inactive, and translating them while eliminating redundancies.

1.10.2 The Applicator Screen

With an editing utility that allows the simultaneous drafting of multiple P3P policies for a web site, the next step is the incorporation of an Applicator Screen that allows policies to be applied to specific directories, cookies, and embedded content of the site.  This mechanism could be provided with some modifications of the Consumer Trust utilities. This Applicator Screen would provide the functions of the Consumer Trust tool but with the crucial features that it excluded, such as a modified error correction system.

The right pane of the tool could be toggled between the Data Screen and the Applicator Screen for any given policy, with tabs at the bottom of the screen for example.  When using the Applicator Screen, the user could select from a series of tabs to input or edit the different fields that could apply the policy to different site content.  This utility is identical to that which is provided by the Consumer Trust tool.  The user could easily supply the information for the various include/exclude statements of the policy reference file that would uniquely associate the policy with directories of the site, cookies, or embedded content.

An added feature that would improve upon the features taken directly from the Consumer Trust tool would be an error pane in the Applicator Screen as well as the Data Screen.  This screen would show any errors or warnings relevant to the policy reference file that is being created for the domain.  The error screen would show errors for ambiguities such as multiple policies being referenced for the same URI.  It could also supply warnings prompting the user to supply the necessary information for the include/exclude statements for cookies or embedded content, if a policy states that such content is being used.  Another example would be to supply warnings if a policy had not yet been applied to any URI.  This feature facilitates the design of policies that allow user agents to obtain all the information needed, particularly when multiple cookies or pieces of embedded content are being used, to make a specific and unique decision for each collection vehicle.

Another important part of the specification that the IBM editing tool, as well as the Consumer Trust tool, does not address is compact policies.  Compact policies are another way to uniquely associate a policy with a cookie.  Although compact policies are an optional performance optimization, they are used almost exclusively by the current user side agents and will most likely continue to be an option widely used by user agents.  Compact policies are simple strings of tokens that represent a long policy, and can easily be computed from a long policy.  These policies are included in a HTTP header in the cookie.  This tool could provide some useful way of creating and exporting this, and other CGI or HTTP code as is done by the PIMS tool.

When policies are drafted and fully applied using the Applicator Screen’s utilities, the tool would allow the user to generate the necessary files and code to put their P3P policy on the site.  This could be done by having a “Generate” option in the File menu that the user could select when the policies for the domain were completely applied and error free.  This would create an HTML file, in a user selected folder, that would contain the necessary text/code and associated explanations instructing the user on how to use each piece.  The file would be similar to that which is returned by the PIMS P3P Policy Wizard.  It would include all of the P3P policy XML files, the policy reference file, the HTML code/link tag, and if the user desired, the various HTTP headers and compact policies for the cookies and policies.  Each section of text would be in its own box with an explanation as to what to do with each piece of text.  This would be a simple way to aid the user in integrating the policies into the web site without excessively complex utilities.  This would capture the simplicity of the PIMS design, provide explanations on how to use the code, and avoid unnecessary complexity.

1.10.3 Design Applications

This design frames a tool that combines the features of the existing utilities to create a user friendly, but flexible and robust, P3P compliance tool.  Creating a stand-alone tool that accomplishes these goals will aid a variety of web sites in becoming compliant and should scale to meet the needs of sites of considerable complexity.  This will allow users to become P3P compliant with a minimal understanding of the specifics of the P3P Specification.

Another application of this design would be its incorporation in web authoring tools.  Although this may not address currently active web sites as readily as a stand-alone tool, integration of this P3P compliance tool into web authoring systems would propagate P3P throughout the internet as new sites are created.  It is easy to see how this design could be implemented in this context and possibly improved, by simply adding the stand-alone tool to the web authoring utilities.  Via some privacy prompt in the authoring tool, the policy drafting utility could be entered and policy files could be created.  Incorporation into web authoring tools would actually allow some features to be added.  With the web site structure known and diagramed, a point and click tool could be used to apply policies to directories and content.  Likewise, the XML files, policy reference files, and HTML link tags could be directly integrated into the web site eliminating the otherwise necessary user intervention. 

The future of the current P3P specification, and how well it meets, and will continue to meet, the privacy issues created by the Internet is uncertain.  Finding a way to easily integrate P3P into the web, as it exists currently, and incorporate it into new sites as they form will prove to be a crucial driver of P3P’s wide acceptance.  Although a comprehensive solution does not yet exist, this section has outlined a way in which the existing technologies could be combined to form a piece of software that is robust in its design.  It allows the full flexibility and power of the specification to be utilized while maintaining a high standard of correctness.  This, in combination with the successful design of powerful user agents, may not guarantee that this software will become widely used.  However, it may definitively answer the question of how well the current P3P specification could be practically employed to control information flow, if it were to be used.

User Agents (Katherine)
User agents are the software tools used on the client side to interpret a site’s P3P policies.  User agents should compare the site’s policy to the user’s preferences in order to allow the user some control over the information collected about him.  In this section, we describe evaluation criteria for user agents, apply those criteria to several user agent implementations, and provide recommendations for user agent design.

1.11 Evaluation Criteria

Public Policy Criteria

    What information does the tool allow the user to control?

    How does the tool facilitate informed decisions?

    Does the tool act on behalf of only the user?

    Are the tool’s claims legitimate?

Technical Criteria

    Is the tool suitable for all types of users?

    Does the tool interrupt the user’s browsing experience?

    Does the agent secure the user’s personal information?

    What are the tool's default behaviors?

Business Criteria 

    What business goal is met by the tool? 

    What are the costs for the user? 

    Does this tool impose any implications for third parties?

Figure 1. User Agent Evaluation Criteria

The P3P specification sets out several guiding principles for user agents.  While these are not requirements imposed by the specification, they are recommendations for how a user agent should behave.  We build off these principles, in addition to the lessons in Cranor and Reagle’s “Designing a Social Protocol” and our own ideas, to develop the following evaluation criteria for user agents.
  The evaluation criteria take into consideration aspects of the tools’ policy, technical, and business goals.  These criteria are discussed below and summarized in Figure 1.

We evaluated the user agents by reading about the tools and testing them in use.  We used the tools’ web sites and the help files distributed with the software to gather information.  Testing the user agents included browsing sites with and without P3P policies, sites that use cookies, and sites that collect information using forms.

1.11.1 Public Policy Criteria

The policy goals of a user agent are the results the tool is intended to accomplish.  Therefore, we consider the following questions in evaluating the tool’s public policy goals:

· What information does the tool allow the user to control? 

· How does the tool facilitate informed decisions?

· Does the tool act on behalf of only the user?

· Are the tool’s claims legitimate?

Control of Personal Information:  P3P provides a way for a site to express its information practices, but a specific user agent implementation may choose to deal only with certain methods of collecting information or certain types of data.  An agent may focus on types of personally identifiable information or may deal only with cookie placement or information entered in web forms.  Therefore, it is important to understand what information is being controlled in order to understand how the tool is empowering the user to make informed decisions about his privacy.  

Informed Decisions:  In addition to the information controlled, we must know how the tool helps the user make an informed choice about releasing information.  Users don’t want to have to read the site’s privacy policy.  Often the policy can be hard to find and even harder to understand.  Therefore, the user agent should help the user to make a decision about the policy.  Part of this may be informing the user about the consequences or dangers of releasing personal information to sites with lax information practices.  An agent may choose to present a site’s policy to the user and allow him to read it in order to make a decision, or the agent could assist the user by comparing the policy with his preferences and alert the user only when there are problems.  This also relates to how the user agent determines that the user has accepted the site’s policy.  The tool could require that the user explicitly indicate acceptance of the policy or assume that the user agrees by continuing to use the site.

Trust in the User Agent:  It is important that the user agent act only on behalf of the user.  In fact, this is included in the definition of a user agent in the P3P Specification.
  In order for a user to trust that the agent is protecting him, the agent must represent only the interest of the user and not other parties.  If the user is to believe that the user agent is protecting his information, the user must trust that the tool does not pose an additional risk to his privacy.

User Expectations:  In marketing their tools, distributors of user agents make claims about the privacy protection provided by these tools.  Based on the information the user receives, he will develop expectations about what the tool should do.  Many users will simply take these claims at face value, but the statements may be misleading.  Therefore, by examining discrepancies between these statements and what the tool actually does, we can see how a user agent may fall short of a user’s expectations.

1.11.2 Technical Criteria

While the public policy criteria focus on what the tool aims to accomplish, the technical criteria evaluate how the tool achieves these goals and the implications for the users.  These technical criteria address:

· Is the tool suitable for all types of users?

· Does the tool interrupt the user’s browsing experience?

· Does the agent secure the user’s personal information?

· What are the tool's default behaviors?

Some of these criteria may involve tradeoffs, so it may not be possible for a user agent to satisfy both sides of the issue.  While there may not be a “right answer” to some of these tradeoffs, the implications of design decisions are important in evaluating these tools.

1.11.2.1 Novice and Advanced Users

User agents should address the needs of both novice and advanced users.  Novices are those users who may not be very knowledgeable about privacy issues or P3P, while advanced users are aware of privacy concerns and may have very specific preferences about how their personal data should be handled.  Since many users are new to P3P, the user agent should be simple for novices to use, but should also be sophisticated enough for advanced users to express their preferences.  Several questions will help assess the issue of simplicity versus sophistication:

· How easy is the tool to learn and use? 

· What is the target user of this tool?  Is it easy for the novice?  Does it allow the advanced user to specify his preferences effectively?

· If the agent uses a rating system, is it clear what criteria are used?  Can the user customize the criteria?

Ease of use:  It is important for a user agent to be straightforward and user friendly, because a high learning curve may discourage users.  Without support and demand from the users, web sites may have little incentive to publish P3P policies.  

Target users:  User agents should be designed in such a way that they are suitable for a range of users.  Cranor and Reagle suggest that designing the software in layers is an appropriate way to address this issue.  In other words, the user agent should have a descriptive language for preferences to allow users knowledgeable about P3P to fully customize their preferences, while inexperienced users can employ preset privacy levels to meet their needs without having to understand the details of P3P.  Novices, for example, could import a set of preferences generated by a trusted party.  

Rating Systems:  A user agent may use a rating system that calculates a score to indicate how friendly a site is to a user’s privacy.  However, this approach may make a tool unsuitable for use internationally.  A rating system incorporates certain assumptions about a society’s values and laws, so the assumptions made by the programmers may not apply to users in other cultures.
  Therefore, to make a tool that is suitable for global use, agents that employ a rating system must, at the very least, reveal the criteria used to calculate the rating, and preferably, provide a way for a user to customize the rating formula.

1.11.2.2 Seamless Browsing Experience

In addition to being convenient for users with varying levels of experience, the user agent should cause minimal disruption to the user’s browsing experience.  In evaluating the user agents, we consider how intrusive the agent is.  If the agent frequently interrupts a user’s browsing (e.g. using pop-up windows), the user may be annoyed and will be more inclined to disable the P3P features.  On the other hand, a user agent that acts completely silently may not be desirable either, especially if the agent includes data transfer features.  A 1999 study showed that 86% of Internet users do not want personal data transmitted automatically without their knowledge,
 so a user agent that sends personal data should allow users to review and approve these transfers.  

1.11.2.3 Security

If a user is to trust a user agent, then the agent should protect any personal information controlled by the agent.  The P3P Guiding Principles state that a user should not be required to furnish personal information to the agent and that the agent should store and transmit personal information in a secure manner (or alert the user when this is not possible).
  Security is related to the policy criterion of trusting the user agent; if the user entrusts the tool with his personal information, he should be assured that the data is being stored securely.

1.11.2.4 Default Behaviors

The default behavior of a program is important since many users do not change the default settings or are not aware of what the default behaviors are.  Cranor and Reagle suggest several ways a program may be configured: turn off configurable features when the program is installed, require users to configure features upon installation, or configure the program with default settings.
  While there is no “right” way, each approach has its implications, which should be considered when evaluating P3P user agents.  An agent that requires a lengthy configuration process may frustrate the user.  An agent that is configured with default settings is more convenient, but care should be taken to ensure the tool does not share a user’s personal information by default.

1.11.3 Business Criteria

We also consider the implications for the software developer, user, and third parties when evaluating the user agents:

· What business goal is met by the tool?

· How costly is the tool in time, money, or other resources for the user? 

· Does this tool impose any implications for web sites or other third parties?

Software Developer:  The business goal of the company producing the tool may be revealing in determining whether the user agent acts only on behalf of the user (see section 4.1.1 on policy criteria).  

User:  Just as usability is important in encouraging widespread use, costs to the user are also important.  If the tool requires a significant investment of time or money, people will not use it and, as a result, will not reap a benefit from P3P.  

Third Parties:  A user agent may have implications for third parties, for example, by imposing requirements on a web site.

1.12 Microsoft Internet Explorer 6.0

Microsoft’s Internet Explorer 6.0 (IE6) browser, due for release in Summer 2001 will incorporate P3P for the purpose of cookie management.
  Cookies are small text files that a web site may send to a user’s computer.  When the user returns to the site, the user’s browser sends the cookie back to the site.  Cookies contain information associated with the user which may be used for purposes including site personalization or user tracking.  While there are currently cookie management tools that inform a user when cookies are being sent and allow him to accept or reject cookies on a site-by-site basis, P3P allows users a finer level of control over cookies.  Since a P3P policy may include information about the information collected by a cookie and the purpose of the collection, a user could specify that he will accept cookies for personalization purposes from a certain site, but not for displaying advertisements.

IE6 compares a user’s preferences to the compact P3P policies sent with cookies in the HTTP header.  The user may choose from five privacy settings and import preference files.  An additional icon appears in the browser window when a cookie has been rejected.  By clicking on the icon the user accesses more information about the unsatisfactory cookie and views the site’s privacy policy.  A beta version of IE6 was released in Spring 2001 with a subset of the planned features.

1.12.1 Public Policy Evaluation

Control of Personal Information:  The goal of Internet Explorer 6, in terms of P3P, is to allow users a greater level of control over cookie placement than the browser currently affords.  IE6 uses compact policies to determine how cookies should be handled, based on whether the cookie collects personally identifiable information and the recipients.

Informed Decisions:  Only cookies that conform to the user’s preferences are sent and received by the browser, and the user is informed when a site’s policy does not match his cookie preferences.  The cookie management in IE6 is transparent since cookies are simply accepted or denied based on these preferences without user intervention.  The user knows that any cookies that have been allowed match his preferences, and therefore, the site is “safe” to use.

Trust in the User Agent and User Expectations:  IE6 acts on behalf of the user in that it only allows cookies that meet the user’s preferences.  This user agent meets user expectations since it effectively limits personal information disclosed through cookies.

1.12.2 Technical Evaluation
Novice and Advanced Users:  Internet Explorer 6 will have five privacy levels and also allow the user to import preferences from third parties.  These features are added to the browser’s current ability to accept or deny cookies on a site-by-site basis.  This user agent is suitable for inexperienced users since they can easily choose a privacy setting or import preferences from a trusted third party.  While there is not an interface for experienced users to directly enter their preferences, they can use the preference import feature.  Preferences can be loaded from an XML file, although it is not clear whether it will use the APPEL format. 

IE6 references only the compact P3P policies to manage cookies.  The compact policy (CP) is optionally sent by a site in an HTTP response.  The privacy settings take into account:

· whether the cookie is being used in a first or third party context and

· whether the cookie has a compact policy, has an unsatisfactory policy (collects personally identifiable information for secondary uses) , or an “innocuous policy.”

Table 1 summarizes the five planned privacy settings.  Innocuous cookies (those that have CP’s and do not collect personally identifiable information for secondary uses) are accepted in all levels except High.  Other cookies not mentioned in Table 1 are rejected.

Table 1. Internet Explorer 6 Privacy Settings

	Privacy Setting
	First Party Cookies
	Third Party Cookies

	High
	Reject all.
	Reject all.

	Medium-High
	Leash if no CP.  

Accept if unsatisfactory with choice.
	Reject if no CP.  

Accept if unsatisfactory with opt-in.  

	Medium
	Leash if no CP.  

Accept unsatisfactory with choice.

Downgrade unsatisfactory without choice.
	Reject if no CP.  

Accept unsatisfactory with choice.

Reject unsatisfactory without choice.

	Medium-Low
	Leash if no CP.
	Downgrade if no CP.  

Downgrade unsatisfactory without choice.

	Low
	Accept all.
	Accept all.


Default Behaviors:  In the default privacy setting (Medium), unsatisfactory third party cookies or those without compact policies are denied.  Unsatisfactory first party cookies are downgraded (deleted at the end of the session), while those without a policy are leashed (the cookie can only be used in the first-party context).  IE6 handles third party cookies more strictly than first party cookies, since users have a different relationship with these parties.  Users voluntarily enter a relationship with a first party, whereas they may have little control or be unaware of the presence of a third party.
  Microsoft’s rationale for requiring CP’s for third party cookies and not first party cookies in the default setting is to prevent users who do not know about the P3P features from experiencing problems when using web sites that do not have compact P3P policies.  They explain that if the default mode required first party compact policies, this would “break user personalization on the Web” and “place significant undue hardship on small first-party sites that don’t have the resources and expertise to... implement a P3P CP by... summer 2001.”
  This choice of default setting is good because it provides protection from third parties (of which a user might not even be aware) without crippling the user’s interaction with first parties that don't yet have P3P policies.  

Seamless Browsing Experience:  IE6 allows a user to browse without interruption by displaying a small icon on the browser status bar to alert users when there is a problem with a site’s cookie policy (Figure 2 shows the icon for a cookie without a P3P policy).  Users can click on the icon to see more information about the alert, including how the cookie was handled (rejected, downgraded, etc.), the reason the cookie does not meet the user’s preferences, and a link to the site’s full P3P policy.  This allows users concerned about their privacy to get more information about a site’s policy without the hindrance of frequent interruptions.  Even if the alerts are not prominent or eye-catching, the use of an icon in the status bar to notify users of privacy problems can still be effective.  Most users are accustomed to looking for the lock icon in their browser windows, indicating a secure transaction, when giving their credit card numbers or other sensitive information online.  Similarly, users who care about privacy polices may be willing to learn to do the same for the privacy icon.
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Figure 2. Internet Explorer 6 Status Bar Privacy Icon

Security:  IE6 does not store any personal information for the purpose of cookie management, so no additional security measures are required.

1.12.3 Business Evaluation

Microsoft:  Microsoft has been actively involved in the P3P effort for several years.  In 1998, they stated:

Microsoft is committed to building consumer trust on the Internet and to empowering people with the ability to manage their personal information online. We realize that the industry's ability to earn the trust of consumers is critical to allowing the Internet to fully develop as an educational and commercial medium.

In addition to the IE6 user agent, Microsoft has also developed Privacy Wizard, a policy generator.  Therefore, Microsoft seems to be genuinely interested in promoting P3P for the sake of users’ privacy.

User:  IE6 is free for users to download and does not require any time to initially configure the P3P features.

Third Parties:  Since Internet Explorer is one of the most popular browsers and IE6 will work only with compact policies, support from Microsoft and education of users about P3P may influence web sites to implement CP’s.   

1.12.4 Conclusions 

A beta release of Internet Explorer 6 is currently available for download from Microsoft.  This version has only three privacy levels: High, Medium, and Low.  The Medium level in this version is slightly different from the one described above in that it allows all first party cookies and rejects all third party cookies.  The beta version also does not allow importing of privacy preferences.  However, it allows sites to use a special test token in their compact policy, which will be automatically accepted in the preview version.  This allows sites to quickly implement CP’s to avoid breaking third party cookie-based interactions with users, and gives them time to implement their actual CP’s.  This token will not be accepted in the release version.  The full version is scheduled for release in Summer 2001. 

IE6’s main strength is that users can browse uninterrupted while still receiving valuable information about the site’s privacy policy through the use of the status bar privacy icon.  In addition, the default privacy level adequately protect users’ privacy without severely limiting users who do not know about the privacy features.

Despite these strengths, the Internet Explorer user agent has several weaknesses.  While the five privacy levels and ability to import preferences from a third party are good features for inexperienced users, a more advanced user will want an interface through which he can specify preferences in detail.  For example, IE6 allows a user to indicate that they will not allow cookies that collect personally identifiable information.  However, he cannot say he will allow access to online contact information while restricting access to physical contact information (except perhaps by importing preferences).  In addition, IE6 does not allow users to express preferences about non-identifiable data.

IE6’s major limitation is that it uses only compact policies in its cookie management, not full policies.  Since a small percentage of sites currently have full P3P policies and most currently available policy generators do not create compact policies, then potentially very few sites will have CP’s.  As a result, IE6 may not be very effective in managing cookies, at least initially.  With enough insistence from Microsoft and users, web sites may be compelled to institute compact policies.  However, since IE6 can display a site’s full P3P policy, then it already has the ability to find policy reference files.  Therefore, it should not be significantly more difficult to find and refer to the full policy for a cookie if a site provides no compact policy.

Compact policies in the current version of the P3P Specification only pertain to cookies.  Therefore, since IE6 only uses compact policies, this user agent only handles privacy practices related to cookies.  On one hand, this could encourage sites to implement compact policies.  However, it is also possible that this narrow focus will consequently effect users’ perception of P3P.  IE6 has the potential to reach a wide audience of users, and therefore heighten user awareness of P3P.  But if IE6 focuses only on cookies, there is a risk that this will cause users also to be aware of and focus on only this portion of P3P, and the other aspects of the specification could lose emphasis.  This risk can be allayed by creating a user agent to comprehensively address protection of users’ privacy.  Recommendations for a comprehensive user agent are discussed in section 4.6.

1.13 YOUpowered Orby Privacy Plus

Orby Privacy Plus 3.0 (Figure 3) is a user agent released by YOUpowered in late April 2001.  Like IE6, Orby manages cookies, but it also manages a user’s personal information and includes a feature that fill in forms.  The Orby program is an add-on to Internet Explorer and appears as a bar in the bottom of the browser.  Orby will send requested information to a site if the site’s policy matches the user’s preferences.  Otherwise Orby alerts the user and asks how to proceed.  Orby will also display a Trust level for each web site and optionally delete persistent cookies (cookies that are not automatically deleted by the browser at the end of a session) once the user leaves a site.  Users can see a Site Information window for additional information about the privacy practices of sites they have visited.
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Figure 3. Orby Privacy Plus

1.13.1 Policy Evaluation

Control of Personal Information:  YOUpowered describes Orby as a user agent that “gives [users] complete control of [their] personal information” by allowing users to indicate their preferences about cookies and their personal information.
  In addition “Orby learns what [users] like (and dislike)” by building a profile of the user’s online behavior.  Orby can automatically transfer personal, demographic, financial, and behavioral information to sites that use YOUpowered’s SmartSense profiling technology.
  

Trust in the User Agent:  The software’s web site describes Orby as “the industry’s richest behavioral profile technology.”
  The behavioral information collected by Orby “is placed there by YOUpowered-enabled sites.  As you navigate the web, these sites can store information about sites you visit.”
  However, users typically do not want sites to have complete profiles of their online behavior, especially not across sites.  While Orby may help users prevent unwanted cookie-based tracking, it discreetly allows tracking by “YOUpowered-enabled sites.”  These profiles generated by Orby are more likely to benefit web sites than users. 

Informed Decisions:  Orby helps users make decisions about whether to give information to a site by displaying an “Orby Trust” rating for each site.  Users can also obtain additional information from the Site Information window.  Users are prompted when data transfer to SmartSense sites is not in accord with the user’s preferences.

User Expectations:  Orby claims that users may “access and change [their] information forever and whenever [they] want.”
  However, this statement may mislead users into believing that they will have access to all personal information released through Orby.  Although users can change information stored internally in their Orby profile, they cannot access or change information once it has been given to a site (unless that site's policy allows access).  While no user agent can actually provide access to information collected by a site, Orby's claim may mislead potential users.

1.13.2 Technical Evaluation

Novice and Advanced Users:  For each site, Orby calculates a Trust score.  A site gains points, for example, by having a privacy policy and loses points by using cookies, sharing information, etc.  The help documents clearly describe the criteria used to calculate the Trust level, but users cannot choose which criteria are more important to them, and therefore, this tool may not be suitable for international use.  Users can get more information about an individual site’s Trust score from the Site Information window (shown in Figure 4).  This shows sites the user has visited, the criteria that contributed to the site’s score (site information flags), the P3P policy, and the implicit links on the site.  Orby explains to the user what the flags mean and how they are relevant to the user’s privacy.  In this way, this user agent contributes to educating novice users about certain aspects of privacy.  If the site has a P3P policy, Orby generates a simple English policy based on the XML P3P policy as well as providing a link to the site’s human-readable version.  For sites that use embedded content from third parties, users can get more information about these implicit sites as well. 

Orby has four security levels, summarized in Table 2.  These levels are based on the type of data being collected, the purpose for collection, and with whom the information will be shared.  Users may also indicate a separate privacy level for explicit and implicit sites (first or third parties) or even specify a security level for an individual site.  While the interface may be very simple for novices to use, Orby does not provide a way to express preferences beyond using the four security levels and does not have an option to import preferences from a third party.  Therefore, users who want to specify their preferences in more detail would probably find this user agent inadequate.

Table 2. Orby Privacy Plus Security Levels

	Security Level
	Orby will alert users if a site tries to collect...
	For purpose...
	And recipients...

	
	P
	D
	F
	B
	Marketing
	Others

	Private
	(
	(
	(
	(
	(
	(

	Cautious
	(
	(
	(
	
	(
	(

	Trusting
	(
	
	(
	
	(
	(

	Open
	
	
	(
	
	
	(


[image: image3.jpg]irostvoom
ety

SERIAEBRERBARYRIEIENENEY

[ —

e nformcion Fiags

(=1

ImplcitEspliit Site Inormation
[ ———
Inpts

Tt s o v e by s s

© ol s s i i ol 2 e,

Your browser has a 1
persistent cookie for this site

A cootfais 3 small racking fle that a ebsfo puls
anto 3ot computer When 2l antis
f 1o, e sove eques i D
rom o o bromsar vt romear may o
ot somdt, dopoting o VAt yoUTS Oy

-





Figure 4. Orby's Site Information Window

Seamless Browsing Experience:  Sites that use YOUpowered’s SmartSense technology can request a user’s information from Orby.  Orby will alert users if a SmartSense site requests Personal (P), Demographic (D), Financial (F), or Behavioral (B) information depending on the user’s security level, whether the information will be used for marketing, and whether the information will be shared with others.  

As long as profile sharing is enabled and a site’s privacy policy agrees with a user’s preferences, then Orby will automatically send the requested information.  Otherwise the system will prompt the user and ask how to proceed.  Users can then choose whether to automatically send, deny, or prompt the user for each request in the future.

With the Track Eraser feature, Orby erases persistent cookies when the user leaves a site.  This is different from IE6’s method of cookie management.  IE6 only allows cookies that match the user’s preferences to be stored on the computer, whereas Orby 3.0 allows all cookies to be stored, but the user has the option of erasing cookies when he leaves the site.  The previous version of Orby alerted users when cookies were placed, but they found that this resulted in too many alerts and users disabled the feature.
  Therefore, the latest version uses a different approach to cookie management.  
Default Behaviors:  In the default setting, profile sharing is enabled but the security level is Private, so no personal data is shared with SmartSense sites.  The Track Eraser feature is turned off, indicating that cookies from all sites remain on the user’s computer.

Security:  Orby stores the user’s personal information in a password-protected, encrypted profile.

1.13.3 Business Evaluation

YOUpowered sells SmartSense profiling technology to web sites and offers Orby to users for free.  Since the web sites pay to use the profiling technology, it seems that Orby favors the sites by allowing them to profile and track users.

1.13.4 Conclusions

The Site Information window is a nice feature of this user agent.  It provides the user with information that educates him about privacy and presents privacy policies in an easy to understand and compare manner by generating a simple English policy from the XML.  

The Track Eraser feature does not allow users to control what type of cookies are placed on their computers, but it does prevent tracking.  By allowing cookie placement, features of web sites that require cookies will not break.  Therefore cookies can be used during a single visit, but they are deleted at the end of the user’s session, so multiple visits by the same user cannot as easily be linked.  Users may opt to allow persistent cookies on a site-by-site basis in order to save state between sessions (for example, to save a user login name).  However, Orby's “all or nothing” approach to cookies does not allow the user the flexibility to selectively allow cookies, as IE6 does.  In other words, in Orby, a user cannot allow cookies for saving his login name between sessions while disallowing cookies for tracking. 

While Orby provides some good tools for users, it may give them a false sense of security.  Orby tends to be favorable to tracking users, and the inclusion of behavioral profiling is a concern.  Since users would employ Orby for the purpose of controlling the information that sites can collect, it seems to be a conflict of interest for the user agent to itself be collecting profiles which can be shared among sites.  Web sites can currently track and profile a user when he leaves their site, but with Orby, sites can also share those profiles with any other site that uses SmartSense.  

Orby only uses P3P policies for determining whether data can be transferred to a SmartSense site and for calculating the Trust score.  However, neither of these features is particularly beneficial to the user.  Orby only alerts users about collection of information that violates the user’s preferences for SmartSense-enabled sites.  Even though Orby assists users in filling out forms, it does not alert them of undesirable policies on these forms.  The user can find this information on his own by opening the Site Information window and reading the policy, but the only indication of a site’s policy from the Orby bar is the Trust score.  This score alone may not be enough information for a user to make a decision about the site, since some criteria may be more important to him than others.  In order to obtain this information, he has to open the Site Information window and read the policy for every site he visits.

Like IE6, Orby does not provide a way to indicate preferences in more detail than the four security levels and does not protect all types of data.

1.14 Privacy Minder

Privacy Minder, developed by Lorrie Cranor at AT&T Research, is a Java-based client-side proxy that works with the user’s browser.
  It is an early prototype that has similarities to Orby without some of the alarming public policy implications.  Privacy Minder can automatically fill forms and inform users about whether a site has a P3P policy, has forms that collect data, or uses cookies.  The version that is available for download is a prototype developed in 1999 and is based on an outdated version of the specification.  Therefore, this user agent is not suitable for real use, but the evaluation of it shows some desirable design aspects.  

1.14.1 Public Policy Evaluation

While Privacy Minder is similar to Orby in its appearance and functionality, this precursor of Orby does not share its negative public policy implications.  Privacy Minder is more favorable to a user’s privacy since it does not include the behavioral profiling that is problematic in Orby, but shares several other features.  

Control of Personal Information:  Privacy Minder uses P3P to inform the user about information that sites collect in forms and to retrieve the site’s privacy policy.  It can also automatically fill forms and indicate whether a site uses cookies.

Informed Decisions:  Privacy Minder primarily addresses data collected through web forms.  When the user visits a site that uses a form for collecting data, Privacy Minder alerts the user by presenting a window that shows the data to be collected and summarizes the site’s data practices.  This allows the user to make an informed decision about whether or not to continue.  The user can  also indicate in his preferences that Privacy Minder can reject a site’s policy.  If this occurs, the web page will not be displayed.  Therefore, if the user receives no warnings, he knows the site meets his requirements for data collected through forms. 

Trust in User Agent: Privacy Minder includes data transfer capabilities, because this was part of the P3P Specification at the time this tool was developed.  However, unlike in Orby, the user has an opportunity to review and edit information before it is sent to the sites.  Since the user can review each request for data, and there is no profiling by the user agent, this is not detrimental to the user’s trust, as it was with Orby.

User Expectations:  Since Privacy Minder is a prototype, it is only a demonstration of how P3P could be used and is not suitable for deployment.  The information available on the web site clearly identifies the features lacking from Privacy Minder that are necessary for a user agent, and therefore users should know what they can reasonably expect from this tool.

1.14.2 Technical Evaluation 

Novice and Advanced Users:  Privacy Minder allows users to import preferences following the APPEL specification
 and includes four preference files.  This is one of the strengths of Privacy Minder with respect to other user agents, since Orby does not support importing preferences and IE6 is unclear on what the format of imported preferences will be.  While it does not provide an interface for creating the APPEL files, it is easy for novices and advanced users to choose one of the four included files or import others.

Seamless Browsing Experience:  In the Privacy Minder bar, icons are displayed for the current site.  These icons indicate if a site has a valid policy, if a site with no policy collects data through forms, if a site has sent or received a cookie, and if a site has a privacy seal.  For example, Figure 5 shows that the current site has no P3P policy, collects data through forms, and has sent a cookie.  While the program bars for Orby and Privacy Minder are similar, a user can immediately see more information about the site from Privacy Minder.  Figure 3 and Figure 5 both show information for the site www.yahoo.com.  Orby only shows a rating, while Privacy Minder gives more information about the specific problems with the site.  Just looking at the Trust score gives the user very little information.  The user would benefit more from seeing at a glance what contributed to that score.  Orby makes this possible in the Site Information window, but it is cumbersome and disruptive for the user to have to open the window for each site he visits to see the flags raised.  Although Privacy Minder does not have as many flags or icons to characterize a site as Orby does, displaying them on the toolbar so the user can see them at a glance more useful than an aggregate score.  Of course, if there are a large number of these flags, there is a danger of cluttering the user interface and it may not be obvious what the symbols mean.  
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Figure 5. Privacy Minder

Default Behaviors:  By default the privacy setting is anonymous, which warns users about sites that collect identifiable data or data that can be used in an identifiable way.
Security:  Since this program is a prototype, it lacks security features that would be needed for a user agent.  This version does not protect the user’s data stored in the profile and does not work with sites that use SSL to securely transmit data.  In addition, Privacy Minder does not work with embedded content or correctly handle multiple browser windows.

1.14.3 Business Evaluation

AT&T Research:  Lorrie Cranor has been involved the development of the P3P Specification, and this prototype is intended to simply be a demonstration of how P3P can be incorporated into a user agent.  

User:  To use Privacy Minder, the user must install Java on his computer, and change the Proxy settings on his web browser.  Privacy Minder is available for free, but not suitable for actual use.

1.14.4 Conclusions

Privacy Minder does many of the things a user agent should do: shows a site’s policy, informs the user about use of cookies, describes how information requested by a site will be used, and imports user preferences.  Privacy Minder’s use of icons to show the site’s status is informative without being disruptive, and the ability to import preferences in the standard APPEL format is good.  

Privacy Minder uses a pop-up window to show what a form collects.  Neither IE6 nor Orby address data collected in forms, so this is a good feature of Privacy Minder.  As our recommendations describe, it would be better to show this information on the form rather than in a pop-up window, but this would require the user agent to be integrated into the user’s browser instead of being a separate application. 

Privacy Minder could also be a better user agent by allowing the user control over placement of cookies, not just informing the user when cookies are used.

1.15 Other User Agents

While Internet Explorer 6 and Orby Privacy Plus are the primary agents currently available for users, other user tools that employ P3P have been developed.  Privacy Evaluator and Privacy Bank are user agents that use P3P in unique ways.  While neither is a complete solution for a user’s P3P needs, they illustrate other ways in which P3P can be used. 

1.15.1 Privacy Evaluator

Privacy Evaluator
 is unlike the user agents discussed thus far because it focuses only on sites that do not use P3P.  Instead of comparing a site’s P3P policy with the user’s preferences, this agent alerts users when a non-P3P site collects identifiable data through a form.  Without a privacy policy to determine whether the site collects identifiable data, it uses heuristics.  For example, it looks at the names of fields and buttons to see if they are asking for names or addresses, searches for certain text in the page, and checks if input is in the format of an email address.  Using rules like these, it attempts to decide whether the form is likely to be asking for identifiable data, and if so, warns the user that there is no policy governing the collection of this data and of the potential consequences.  In this way, Privacy Evaluator educates users and helps them make informed choices.  Privacy Evaluator was a prototype proxy server in 1998, but is no longer in operation.  

Other user agents provide a user with much more information and control, but Privacy Evaluator could still be a useful tool.  Users may find it convenient since there is no additional software to download.  It would be useful in conjunction with an agent like IE that only tells users if a site has a policy for a cookie, but not for a form.

1.15.2 Privacy Bank

PrivacyBank.com is an infomediary that stores a user’s information online and provides a form-filling feature, although the service has now been discontinued.
  One of Privacy Bank’s strengths is that it allows users to indicate their sharing preferences not only for categories of personal data (contact information, demographic, etc.), but even for each piece of information (name, phone number, etc.).  Privacy Bank uses P3P when it fills in forms by only filling the fields that conform to the users preferences about how that data should be handled.  This provides the user with the convenience of automated form filling while being assured that the information will be handled in an acceptable way.

Table 3. Summary of User Agent Evaluations

	Criteria
	Internet Explorer 6
	Orby Privacy Plus
	Privacy Minder

	Public Policy
	
	
	

	Control of Personal Information
	Cookie placement based on PII and recipients
	Cookies erased when leave site

Data transfer to SmartSense sites
	Data collected in forms

	Informed Decisions
	Cookies managed transparently, so user knows site is “safe”
	Site Information window

Prompt when data transfer doesn’t match preferences
	Prompts when form data doesn’t match preferences

	Trust in the User Agent
	Acts on behalf of user
	Shares behavioral profiles across sites
	Acts on behalf of user, allows user to review data to be sent

	User Expectations
	Protects info disclosed through cookies
	Claims may be misleading
	Prototype, missing features listed on web site

	Technical
	
	
	

	Novice and Advanced Users
	Import preferences
	Site Information window good for novices 

Trust rating not informative

Preferences only in terms of security levels

Doesn’t use P3P for cookies
	Import APPEL preferences

	Seamless Browsing
	Status bar icon
	Prompts for data transfer

Need to see Site Information window, Trust score not enough
	Icons on toolbar show site status

	Security
	Doesn’t store personal info
	Personal data encrypted
	No security features

	Default Behaviors
	CP required for third parties, not first
	No personal data transfer

Cookies not erased
	Warn for identifiable data

	Business
	
	
	

	Software Developer
	Support P3P effort
	Profits from SmartSense 
	Demonstrate P3P

	User
	Free

No time to learn or configure
	Free 

No time to learn or configure
	Free, but not complete

	Third Parties
	Encourage compact policies
	Facilitates profiling of users
	


1.16 User Agent Recommendations

A summary of the user agent evaluations is presented in Table 3.  While several user tools have been developed, these tools are not adequate for users to protect their information online.  IE6 only handles cookie management, Orby deals with data transfer to SmartSense sites, and Privacy Minder focuses on data collected in forms.  There is currently no one tool that will allow a user to control his personal information to the extent that is possible using P3P.  A comprehensive tool that builds from the strengths of the existing tools discussed above and allows both novice and experienced users to protect themselves is needed.  The following recommendations are intended to be guidelines for a comprehensive P3P user agent.

Integrate into the browser.  That’s where the user will be looking so make the information easily accessible from there.  The user agent could be a browser itself (like Internet Explorer or Netscape) or an add-on to an existing browser.  A small toolbar like Orby in the browser window is informative and does not use too much screen real estate.  Incorporating the user agent into a web browser may be the best way to reach the widest audience. 

Show what the user needs to know to make a decision about the site.  Aggregated ratings don’t tell the user enough to make a decision about whether to give out his information.  This is especially true if the user has no control over how the rating is calculated, and is also relevant for tools intended for international use.  The user agent should show what makes the site good or bad in terms of the user’s preferences, perhaps using icons to symbolize various privacy risks.  Provide a window where the user can get more information.  Here, the user agent can explain what the icons mean, educate the user about privacy issues, and show the site’s privacy policy.  The user agent can make a simple, understandable policy from the site’s P3P policy and provide a link to the site’s human-readable policy.

The user agent should display one or more icons in the toolbar to show information about the site’s privacy practices.  This approach gives the user valuable information at a glance and is non-intrusive.  The icons can alert users of sites that fail to match their preferences.  The advantage of this approach compared with using pop-up windows is that it is less disruptive and can be equally informative.  Most users are accustomed to looking for the lock icon in their browser to indicate secure transmission, so a similar approach may also be effective for P3P preferences.

The user agent could display a single flag that would indicate whether the site’s practices match the user’s preferences: green for a match, red if there is not a match, and yellow indicating caution is warranted if the site does not have a policy.  Because the flag is determined by the preferences the user has expressed, it provides information that is personally relevant to the user.  However, the user agent may wish to offer more information about specific infractions on the user’s privacy.  This could be accomplished in a fashion similar to Privacy Minder with individual icons for different violations (for example, cookies that are used for tracking, sites that share identifiable information with third parties, etc.).  

As mentioned earlier a potential problem with this approach is cluttering the interface with symbols which may not have an obvious meaning.  This can be combated by letting the user pick the characteristics that are most important to him.  In other words, the user can choose which set of icons to show based on the criteria that are important to him.  Perhaps users could group warnings into categories and pick the graphics to use for each category to ensure that the icons have meaning to the user.  For example, a user might be very concerned about cookies and forms that collect identifiable information and choose a stop sign for this category.  He may not be as concerned about clickstream data and information collected for personalization, but he still wants to be informed about these practices, so he chooses an exclamation point to represent these events.  The user agent should provide a configuration screen to create these icon groupings.  The agent could provide a list of the warnings or privacy risks that it can tell the user about.  The user can then create warning groups, drag elements from the list into the groups, and assign an icon that will appear in the toolbar when a site does something from the warning group.  In this way, the user agent can provide the user with valuable information without disrupting his browsing experience. 

Most personal information that a user gives to a site will probably be entered through a form.  Just as Privacy Bank uses P3P to determine which fields match a user’s preferences, this user agent can show the user how each piece of information will be handled.  For example, the agent could highlight the fields that have acceptable information protection and use Windows-style tool tips to tell the user the purpose and recipients of the data that doesn’t match his preferences.  If the user is willing to allow the user agent to store his personal information, the user agent could provide a form filler like Privacy Bank’s.  However, if the agent stores the user’s personal information, it has an obligation to store it securely.  

The interface described above will work silently when possible to minimize disruption to the user, except when it is absolutely necessary to seek the user’s input.  If the user is frequently interrupted, then he will either disable the feature or ignore all alerts.  Therefore, unless the user specifies otherwise, the agent should ask the user for input only as a last resort.  For example, the user agent may not be able to automatically handle extensions statements or data elements that specify the other-category, so the user will need to tell the agent how to proceed.

Give users the power.  Policy generators let sites express detailed information about their information practices.  Let users take advantage of this information by allowing them control over cookies, forms, and non-identifiable data.  None of the existing user agents address all of these methods of collecting personal data or inform users of collection of non-identifiable data.  

The user agent needs to allow users to indicate their preferences as fully as possible.  IE6 and Orby provide a few privacy levels, but there is no utility in the agent for expressing preferences at the level of detail provided in APPEL.  The user agent should provide privacy levels for users to start with.  Deciding how these levels should behave is not trivial and should be carefully considered by developers according to what data is reasonable and acceptable for the desired behavior.  Preset privacy levels are good, but they are not enough.  At the very least the tool should provide a way to import APPEL preferences.  Ideally the agent should also have a utility for creating APPEL preferences.  This could be implemented similarly to the warning groups for toolbar icons described above; the user agent could provide a graphical interface in which the user can drag elements expressed in a P3P policy into groups, which would be translated into APPEL rulesets.  The user agent would then be able to cater to the needs of advanced users, and also be suitable for novices by providing privacy levels.

Until the user has customized his preferences, the user agent should display the icon informing him that the site does not match his preferences.  In other words, by default the program will warn the user about all data collection, but will do so in a non-invasive way through the toolbar icons.

Users should remain in complete control of the user agent.  Therefore, the user agent should not automatically transfer data to web sites (except sending cookies, as permitted by the user’s preferences).  The tool also should not store information about users on behalf of web sites (as Orby does with behavioral profiles).

Remember the children.  Laws such as COPPA provide extra protection for children online, so user agents should as well.  Parents may want to set up a user agent to protect their children with very strict privacy preferences.  If the user is a child, the tool should watch for sites that ask for personal information.  If the request would violate COPPA, the user agent could tell the child not to give any information, tell the child to ask his parents’ permission, or create a log that records sites that have requested the child’s personal information.  While COPPA only regulates sites targeted at children, the user agent could protect children from disclosing personal information at other sites as well. 

These recommendations borrow elements from each of the user agents we evaluated.  If users’ privacy is not being adequately protected, and tools that are the building blocks of these recommendations have been created, why has this user agent not been developed yet?  There are several possible reasons.  The final P3P specification has only been available for a few months.  Perhaps it is just a matter of time before someone creates this tool.  Perhaps the user agent would be too expensive to develop; users may not be willing to pay for the service.  Or perhaps users are not yet aware enough about the privacy risks and are not yet demanding a solution.  Users need to be educated about the infringements to their privacy that are occurring online and what can be done about it.  Including P3P in software that will reach a wide audience, such as Internet Explorer, may go a long way in raising user’s awareness of privacy issues online.

Future of P3P

The Platform for Privacy Preferences addresses one of the major concerns in online privacy, the need for notification of a site’s information practices. It is also a very flexible platform in expressing a website’s privacy practices, expressing many of the Fair Information Practices in considerable detail. While P3P cannot ensure that sites are abiding by their policies, it does help to inform users about a site’s practices and help them make informed choices about personal information that websites collect.

However, it’s important that the P3P compliant tools be robust. They will have a large impact on the success of P3P.  Without robust policy editors and user agents, web sites may find it difficult to implement P3P policies and consumers will continue to have difficulty protecting their personal information.  Policy editors are an important part of this puzzle, because without sites publishing P3P policies, the user agents will be ineffective.  Editing tools will allow the wide range of commercial web sites to become compliant, and integrating these utilities into web authoring tools will facilitate the propagation of P3P throughout the web as new sites form.  User agents are an integral part of P3P, because they are the tools that empower users to control their personal information.  Through its P3P-enabled cookie management features, the upcoming release of Internet Explorer will bring limited control to a wide audience, thereby increasing user awareness and involvement.  While IE6 only addresses a fraction of user’s privacy concerns, it will be an important step for software developers in committing to P3P and consumer’s online privacy.

In particular, this document has described several P3P compliant tools, finding strengths and weaknesses in all of them.  However, from the strengths we have developed recommendations for the design and development of comprehensive policy editors and user agents.  The policy editor described in these recommendations is designed to help web sites take advantage of the power and flexibility of the P3P Specification to express their information practices.  In turn, the user agent will help users fully evaluate and act upon these P3P policies.  Therefore P3P will help to give users more control over their personal information.

Still,  legislation is needed to required to augment any existing self-regulatory frameworks.  A stable platform is needed on which P3P can operate. Thus at minimum a Notice-based legislation (requiring a robust Notice to be provided) is need to create the privacy policies which P3P requires. In addition, security must be provided by P3P tools since P3P does not provide appropriate security specifications.

We feel, still, that the Platform for Privacy Preferences Specification is an important step in empowering users to make informed decisions about online information practices.  We hope that with its flexible specification language, and policy editor and user agent recommendations that we have outlined, P3P can become the viable platform its already becoming, to finally place some control of online privacy back into the user’s hands. 

Appendix: Sample P3P Policy

The following P3P policy is an example from the P3P Specification:

<POLICY xmlns="http://www.w3.org/2000/12/P3Pv1"

        discuri="http://www.catalog.example.com/PrivacyPracticeBrowsing.html">

   <ENTITY>

      <DATA-GROUP>

         <DATA ref="#business.name">CatalogExample</DATA>

         <DATA ref="#business.contact-info.postal.street">4000 Lincoln Ave.</DATA>

         <DATA ref="#business.contact-info.postal.city">Birmingham</DATA>

         <DATA ref="#business.contact-info.postal.stateprov">MI</DATA>

         <DATA ref="#business.contact-info.postal.postalcode">48009</DATA>

         <DATA ref="#business.contact-info.postal.country">USA</DATA>

         <DATA ref="#business.contact-info.online.email">catalog@example.com</DATA>

         <DATA ref="#business.contact-info.telecom.telephone.intcode">1</DATA>

         <DATA ref="#business.contact-info.telecom.telephone.loccode">248</DATA>

         <DATA ref="#business.contact-info.telecom.telephone.number">3926753</DATA>

      </DATA-GROUP>

   </ENTITY>

   <ACCESS><nonident/></ACCESS>

   <DISPUTES-GROUP>

      <DISPUTES 

   resolution-type="independent"

   service="http://www.PrivacySeal.example.org"

   short-description="PrivacySeal.example.org"

   <IMG src="http://www.PrivacySeal.example.org/Logo.gif" 

        alt="PrivacySeal's logo"/>

   <REMEDIES><correct/></REMEDIES>

</DISPUTES>

   </DISPUTES-GROUP>

   <STATEMENT>

      <PURPOSE><admin/><develop/></PURPOSE>

      <RECIPIENT><ours/></RECIPIENT>

      <RETENTION><stated-purpose/></RETENTION> 

      <DATA-GROUP>

         <DATA ref="#dynamic.clickstream"/>

         <DATA ref="#dynamic.http"/>

      </DATA-GROUP>

   </STATEMENT>

</POLICY>













� Information is being computerized so it's becoming easier to share (e.g. medical genetic information, financial disclosures, etc.) Jerry Sheehan, Program Officer, Computer Science and Telecommunications Board, National Academy of Sciences, interview, June 26, 2000.


� Sheehan, interview. Latanya Sweeney, Professor, Carnegie Mellon University, interview, June 29, 2000.


� FTC, "Privacy Online: Fair Information Practices in the Electronic Marketplace," (OP) May 2000, p.2.


� FTC, "Online profiling: A report to Congress," (OP) June 2000, pp.2-3.   


� David Bernstein, “We've been hacked,” Inc, 2000, Vol. 22, Issue 13, p.119.


� Richard Smith, Internet Consultant, prepared statement for Congressional hearing on Online Profiling, June 13, 2000, pp.5-6. See “Data Spills in banner ads,” http://www.tiac.net/users/smiths/privacy/banads.htm (cited July 14, 2000).


� Consumers International, Privacy@net survey, Office for Developed and Transition Economies, pp.6-7.


� Lisa Myers, CEO, Electronic Retailing Association, presentation during U.S. Chamber of Commerce conference on online privacy, July 20, 2000.


� Adapted from FTC, OP, p.14.


� Daniel Tynan, "Privacy 2000 in web we trust," PC World, June 2000, p.107.


� David Coleman, “Who’s guarding medical privacy?” Business and health, March 1999, p.32.


� Paul Hoffman, “Unsolicited Bulk Email: Definitions and Problems,” Internet Mail Consortium report, October 5, 1997. (available at http://www.imc.org/ube-def.html, cited March 8, 2001).


� Personal knowledge. 


� FTC, “Privacy Online: Fair Information Practices in the Electronic Marketplace,” (FIPR) May 2000, dissenting statement of Commissioner Orson Swindle, p.18.


� Discussion with Professor Erik Brynjolfsson, “Introduction to Ecommerce” class, Massachusetts Institute of Technology, November 29, 2000.


� Brands, Stefan. Rethinking public key infrastructure and digital certificates, Cambridge, Massachusetts: The MIT Press, 2000, p.261.


� Jeffrey Schiller, Network Manager, Information Systems, Massachusetts Institute of Technology, interview, May 1, 2000.


� Alan Westin (ed ), "P&AB’s Annual State Issue & Latest Washington Report," Privacy & American Business, September/October 1999, p.6.


� See EU Data Protection Directive, http://europa.eu.int/eur-lex/en/lif/dat/1995/en_395L0046.html (cited April 20, 2001).


� FTC, OP, pp.20-21.


� Privacy@net survey, p.25


� An example of a privacy policy is shown in � REF _Ref514078047 \h � \* MERGEFORMAT �Appendix: Sample P3P Policy�.


� Marc Roternberg, “What Larry doesn’t get,” http://stlr.stanford.edu/STLR/Symposia/Cyberspace/00_rotenberg_1/article.htm (cited March 24, 2001).


� Although of course as others have pointed out, negotiating privacy preferences with government websites makes no sense given the public service they must perform. This discussion is geared at consumers interacting with businesses online where a business has an economic not public interest. See Rotenberg, footnote 51.


� Swindle, p.26.


� Marc Roternberg


� Ann Cavoukian, “Response to Jason Catlett's open letter on P3P,” http://lists.w3.org/Archives/Public/www-p3p-public-comments/1999Sep/0007.html (cited March 27, 2001).


� Discussion during “Ethics and Law on the Electronic Frontier” class, MIT, May 10, 2001.


� See Uniform Computer Information Transaction Act, Section 112, available at: http://www.law.upenn.edu/bll/ulc/ucita/ucita200.htm (cited May 14, 2001).


� � HYPERLINK "http://www.xns.org" ��www.xns.org�, “XNS and Internet Privacy,” available at: � HYPERLINK "http://www.xns.org/xns/whitepapers/privacy/" ��http://www.xns.org/xns/whitepapers/privacy/� (cited May 4, 2001)


� Besides IE6, other tools are already available, such as the IBM and Consumer Trust P3P Policy Editors, and the Orby Privacy Plus user agent. See � HYPERLINK "http://www.w3.org/P3P/implementations" ��http://www.w3.org/P3P/implementations� (cited March 12, 2001).


� For example, in February 2001, IE was used by over 87% of web surfers whereas AOL/Netscape’s browser was used by 12%. See Steven Bonisteel, “Explorer Browser Extends Market Share By Inches – Report,” Newsbytes, February 23, 2001.


� Jason Catlett, “Open letter 9/13 to P3P developers,” available at http://www.junkbusters.com/standards.html (cited May 3, 2001).


� IE6 will facilitate cookie control based on the user’s privacy settings. See IE6 discussion later in this paper. 


� FTC, “FTC Announces Settlement With Bankrupt Website, Toysmart.com, Regarding Alleged Privacy Policy Violations,” see � HYPERLINK "http://www.ftc.gov/opa/2000/07/toysmart2.htm" ��http://www.ftc.gov/opa/2000/07/toysmart2.htm� (cited April 28, 2001).


� For example, see FTC, FIPR, Swindle’s dissenting comments, p.12.


� The FTC encourages the use of Fair Information Practices (FIP), including Notice, Choice, Access, and Security. The FTC also requires Enforcement to ensure FIP gets followed. See FTC, FIPR, p.4.


� In Europe, all data collection activities are governed by the strong privacy-protecting EU Data Protection Directive. See http://europa.eu.int/eur-lex/en/lif/dat/1995/en_395L0046.html (cited March 5, 2001).


� FTC, FIPR, p.11


� Center for Democracy and Technology: P3P and Privacy: an update for the privacy community, March 28, 2000, available athttp://www.cdt.org/privacy/pet/p3pprivacy.shtml (cited April 14, 2001).


� FTC, OP, part 2, see � HYPERLINK "http://www.ftc.gov/os/2000/07/onlineprofiling.pdf" ��http://www.ftc.gov/os/2000/07/onlineprofiling.pdf�, p.10.


� For the record: protecting electronic health information, National Academy Press, Washington, DC, 1997, p.1.


� Taken from FTC, OP, p.20. See Westin, p.3.


� Taken from FTC, “Privacy Online: A report to Congress,” June 1998, pp.7-8.


� FTC, “Privacy Online: A report to Congress,” June 1998, p.8.


� Yahoo.com Privacy Policy. See http://privacy.yahoo.com/privacy/us/ (cited May 15, 2001).


� See for example, www.yahoo.com privacy policy at http://privacy.yahoo.com/privacy/us/ (cited May 4, 2001); eBay privacy policy at http://pages.ebay.com/help/community/png-priv.html (May 4, 2001), and www.msn.com privacy statement at http://www.msn.com/help/legal/privacy.htm (cited May 4, 2001).


� For example, see Latanya Sweeney’s lecture notes at Carnegie Mellon University, � HYPERLINK "http://sos.heinz.cmu.edu/dataprivacy/courses/dp1/lectures/lecture1paper.pdf" ��http://sos.heinz.cmu.edu/dataprivacy/courses/dp1/lectures/lecture1paper.pdf� (accessed May 6, 2001).


� HIPAA regulation. See � HYPERLINK "http://www.hhs.gov/ocr/part2.pdf" ��http://www.hhs.gov/ocr/part2.pdf�, p.82543, section 164.514(c).


� See DrKoop.com privacy policy, http://www.drkoop.com/aboutus/policies/privacy.html (cited May 12, 2001).


� See FTC, FIPR, Appendix D: Report of Advisory Committee on Online Access and Security, at � HYPERLINK "http://www.ftc.gov/acoas/papers/finalreport.htm" ��http://www.ftc.gov/acoas/papers/finalreport.htm� (cited May 4, 2001).


� See DrKoop.com privacy policy.


� See WebMD.com privacy policy, http://my.webmd.com/privacy_policy (cited May 2, 2001) and www.yahoo.com privacy policy.


� Indeed, no contract can in fact enforce its performance.


� On April 24, 2001, I downloaded the beta version of IE6 to test its P3P functionality. 


� Although if this were done implementing this would be possible, since P3P permits each website entity, such as a web page, each location within a website page, each cookie, etc. to have its own privacy policy.


� Rotenberg.


� All APPEL references are taken from the APPEL Specification. See � HYPERLINK "http://www.w3.org/TR/P3P-preferences" ��http://www.w3.org/TR/P3P-preferences� (cited March 10, 2001).


� Lorrie Faith Cranor and Joseph Reagle, Jr “Designing a Social Protocol: Lessons Learned from the Platform for Privacy Preferences,” Proceedings of the Telecommunications Policy Research Conference, Alexandria, VA, September 27-29 1997.  http://www.w3.org/People/Reagle/papers/tprc97/tprc-f2m3.html


� Massimo Marchiori (editor), “Platform for Privacy Preferences 1.0 (P3P1.0) Specification” 15 December 2000, W3C Candidate Recommendation.  http://www.w3.org/TR/P3P


� Cranor and Reagle, “Designing a Social Protocol.”


� Lorrie Faith Cranor, Joseph Reagle, and Mark S. Ackerman, “Beyond Concern: Understanding Net Users' Attitudes About Online Privacy,”  AT&T Labs Research Technology Report TR 99.4.3, 14 April 1999.  http://www.research.att.com/projects/privacystudy/


� Marchiori, Appendix 7.


� Cranor and Reagle, “Designing a Social Protocol.”


� Aaron Goldfeder,  “Privacy in Internet Explorer 6 Public Preview,”  Microsoft Corporation, April 2001.  http://msdn.microsoft.com/workshop/security/privacy/IE6PrivacyFeature.asp


� Goldfeder.


� Microsoft P3P Implementation In Internet Explorer 6.0 and Windows XP Fact Sheet.  http://www.microsoft.com/PressPass/press/2001/Mar01/PrivacyToolsIEfs.asp


� Press Release,  "Microsoft Responds To Federal Trade Commission Report Concerning Online Privacy Protection" June 4, 1998.  http://www.microsoft.com/PressPass/features/1998/6-4privacy.asp


� Club Orby.  http://www.cluborby.com


� Orby Tutorial, "Sharing Your Profile"


� YOUpowered Products.  http://youpowered.com/products.html


� Orby Tutorial, "Let's Get Personal"


� YOUpowered Products: Orby.  http://youpowered.com/products_orbyintro.html


� Orby Readme file accompanying Orby 3.0 Installation.


� Privacy Minder.  http://www.research.att.com/projects/p3p/pm


� Langheinrich.


� Privacy Minder.  http://www.research.att.com/projects/p3p/pm/readme.html


� Rolf Nelson,  Privacy Evaluator, W3C Note, 1998.  http://www.w3.org/Privacy/19981101-evaluator.html


� PrivacyBank.com discontinued its service on May 10, 2001.


� Marchiori, Section 3.1.2.
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