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ABSTRACT

Sociable humanoid robots are natural and intuitive for people to communicate with
and to teach. We present recent advances in building an autonomous humanoid robot,
Kismet, that can engage humans in expressive social interaction. We outline a set
of design issues and a framework that we have found to be of particular importance
for sociable robots. Having a human-in-the-loop places significant social constraints
on how the robot aesthetically appears, how its sensors are configured, its quality of
movement, and its behavior.

Inspired by infant social development, psychology, ethology, and evolutionary per-
spectives, this work integrates theories and concepts from these diverse viewpoints
to enable Kismet to enter into natural and intuitive social interaction with a human
caregiver, reminiscent of parent-infant exchanges. Kismet perceives a variety of natu-
ral social cues from visual and auditory channels, and delivers social signals to people
through gaze direction, facial expression, body posture, and vocalizations.

We present the implementation of Kismet’s social competencies and evaluate each
with respect to: 1) the ability of naive subjects to read and interpret the robot’s
social cues, 2) the robot’s ability to perceive and appropriately respond to naturally
offered social cues, 3) the robot’s ability to elicit interaction scenarios that afford rich
learning potential, and 4) how this produces a rich, flexible, dynamic interaction that
is physical, affective, and social. Numerous studies with naive human subjects are
described that provide the data upon which we base our evaluations.

Thesis supervisor: Prof. Rodney A. Brooks
Title: Fujitsu Professor of Computer Science and Engineering
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Chapter 1

Introduction

As robots take on an increasingly ubiquitous role in society, they must be easy for the
average citizen to use and interact with. They must also appeal to persons of different
age, gender, income, education, and so forth. This raises the important question of
how to properly interface untrained humans with these sophisticated technologies in a
manner that is intuitive, efficient, and enjoyable to use. What might such an interface
look like?

1.1 A Universal Interface?

In the field of human computer interaction (HCI), researchers are already examining
how people interact with one form of interactive technology - computers. Recent
research by Reeves and Nass (1996) has shown that humans generally treat com-
puters as they might treat other people, and it does not matter whether the people
are computer experts, lay-people, or computer critics. They treat computers with
politeness usually reserved for humans. They are careful to not hurt the computer’s
“feelings”’” by criticizing it. They feel good if the computer compliments them. In
team play they are even are willing to side with a computer against another human
if the human belongs to a different team. If asked before the respective experiment
if they could imagine treating a computer like a person, they strongly deny it. Even
after the experiment, they insist that they treated the computer as a machine. They
do not realize that they treated it as peer.

In these experiments, why do people unconsciously treat the computers in a social
manner? To explain this behavior, Reeves and Nass appeal to evolution. Their main
thesis is that the “human brain evolved in a world in which only humans exhibited
rich social behaviors, and a world in which all perceived objects were real physical
objects. Anything that seemed to be a real person or place was real.” (Reeves & Nass
1996), p.12. Evolution has hardwired the human brain with innate mechanisms that
enable people to interact in a social manner with others that also behave socially. In
short, we have evolved to be experts in social interaction. Our brains have changed
very little over thousands of years, yet our brains have to deal with twentieth-century
technology. As a result, if a technology behaves in a socially competent manner, we
evoke our evolved social machinery to interact with it. Reeves and Nass argue that it
actually takes more effort for people to consciously inhibit their social machinery in
order to not treat the machine in this way. From their numerous studies, they argue
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that a social interface may be a truly universal interface (Reeves & Nass 1996).

1.1.1 An Argument for Sociable Humanoids

From these findings, we take as a working assumption that technological attempts
to foster human-technology relationships will be accepted by a majority of people if
the technological gadget displays rich social behavior. Similarity of morphology and
sensing modalities makes humanoid robots one form of technology particularly well
suited to this.

If the findings of Reeves and Nass hold true for humanoid robots, then those that
participate in rich human-style social exchange with their users offer a number of
advantages. First, people would find working with them more enjoyable and they
would feel more competent. Second, communicating with them would not require
any additional training since humans are already experts in social interaction. Third,
if the robot could engage in various forms of social learning (imitation, emulation,
tutelage, etc.), then it would be easier for the user to teach new tasks. Ideally, the
user could teach the robot just as they would another person. Sociable machines offer
an intriguing alternative to the way humans interact with robots today.

1.2 Our Robot, Kismet

An important and challenging aspect of building a sociable machine is to support
natural human communication. Another critical aspect is socially situated learning.
Any robot that co-exists with people as part of their daily lives must be able to learn
and adapt to new experiences. As designers, we simply cannot predict all the possible
scenarios that such a robot will encounter. The challenge is not only to build a robot
that is an effective learner, but to build a robot that can learn in a way that is natural
and intuitive for people to teach.

We are particularly interested in this human form of socially situated learning, and
we have argued for the many advantages social cues and skills could offer robots that
learn from people (Breazeal & Scassellati 2000). The human learning environment is
a dramatically different learning environment from that of typical autonomous robots.
It is an environment that affords a uniquely rich learning potential. However, social
interaction is required to tap into that potential.

Humans are the most socially advanced of all species. As one might imagine,
a humanoid robot that could interact with people in a human-like way — one that
could interpret, respond, and deliver human-style social cues even at the level of a
human infant — is quite a sophisticated machine. As a starting point, we are exploring
the simplest kind of human-style social interaction and learning— that which occurs
between a human infant with its caregiver. Our primary interest in building this kind
of robot is to explore the challenge of building a socially intelligent machine that can
communicate with and learn from people.

Over the past three years, we have constructed an autonomous humanoid robot,
called Kismet, and have been implementing a wide variety of infant-level social com-
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petencies into it. It is a very ambitious and highly integrated system, running on
fifteen networked computers. The design and implementation of Kismet has drawn
significant inspiration from models, theories, and concepts from the fields of psy-
chology, social development, ethology, and evolutionary theory. We present much
of this inspiration throughout the thesis. From Kismet’s inception, the design has
been driven by the desire to explore the kind of socially situated learning that occurs
between a (robot) infant and its (human) caregiver. Much of this thesis is concerned
with supplying the infrastructure to support this style of learning. However, the
learning itself is the topic of future work.

This thesis presents the design issues, the framework, and the implementation
of an autonomous humanoid robot that can engage humans in natural and intuitive
interaction. Following the infant-caregiver metaphor, Kismet’s interaction with a
human is dynamic, physical, expressive, and social. We emphasize how designing for a
human-in-the-loop introduces a new level of social constraints that profoundly impact
the robot control problem — far beyond those issues of traditional autonomous robot
control. A number of studies with naive human subjects are presented throughout
the thesis. Using the data from these studies, we evaluate the work with respect to
the performance of the human-robot system as a whole, not just the performance of
the robot. In the next section, we explore this issue of socially situated learning in
greater detail.

1.3 Socially Situated Learning

Humans (and other animals) acquire new skills socially through direct tutelage, ob-
servational conditioning, goal emulation, imitation, and other methods (Galef 1988),
(Hauser 1996). These social learning skills provide a powerful mechanism for an ob-
server (the learner) to acquire behaviors and knowledge from a skilled individual (the
instructor). In particular, imitation is an extremely powerful mechanism for social
learning which has received a great deal of interest from researchers in the fields of
animal behavior and child development.

Similarly, social interaction can be a powerful way for transferring important skills,
tasks, and information to a robot. A socially competent robot could take advantage
of the same sorts of social learning and teaching scenarios that humans readily use.
From an engineering perspective, a robot that could imitate the actions of a human
would provide a simple and effective means for the human to specify a task and
for the robot to acquire new skills without any additional programming. From a
computer science perspective, imitation and other forms of social learning provide a
means for biasing interaction and constraining the search space for learning. From
a developmental psychology perspective, building systems that learn from humans
allows us to investigate a minimal set of competencies necessary for social learning.

By positing the presence of a human that is motivated to help the robot learn the
task at hand, a powerful set of constraints can be introduced to the learning prob-
lem. A good teacher is very perceptive to the limitations of the learner and scales
the instruction accordingly. As the learner’s performance improves, the instructor
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incrementally increases the complexity of the task. In this way, the learner is compe-
tent but slightly challenged - a condition amenable to successful learning. This type
of learning environment captures key aspects of the learning environment of human
infants, who constantly benefit from the help and encouragement of their caregivers.
An analogous approach could facilitate a robot’s ability to acquire more complex
tasks in more complex environments. Keeping this goal in mind, we outline three key
challenges of robot learning, and how social interaction can be used to address them
in interesting ways.

Knowing what matters

Faced with an incoming stream of sensory data, a robot (the learner) must figure out
which of its myriad of perceptions are relevant to learning the task. As the perceptual
abilities of a robot increases, the search space becomes enormous. If the robot had
a way of narrowing in on those few perceptions that mattered, the learning problem
can become significantly more manageable.

Knowing what matters when learning a task is fundamentally a problem of de-
termining saliency. Objects can gain saliency (that is, they become the target of
attention) through a variety of means. At times, objects are salient because of their
inherent properties; objects that move quickly, objects that have bright colors, and
objects that are shaped like faces are all likely to attract attention. (We call these
properties inherent rather than intrinsic because they are perceptual properties, and
thus are observer-dependent and not strictly a quality of an external object.)

Objects can also become salient through contextual effects. The current motiva-
tional state, emotional state, and knowledge of the learner can impact saliency. For
example, when the learner is hungry, images of food will have higher saliency than
they otherwise would.

Objects can also become salient if they are the focus of the instructor’s attention.
For example, if the human is staring intently at a specific object, that object may
become a salient part of the scene even if it is otherwise uninteresting. People nat-
urally attend to the key aspects of a task while performing that task. By directing
the robot’s own attention to the object of the instructor’s attention, the robot would
automatically attend to the critical aspects of the task.

Hence, a human instructor could play a helpful role by indicating to the robot
what features it should attend to as it learns how to perform the task. The instructor
can take action to bring the robot’s attention to those aspects. Also, in the case of
social instruction, the robot’s gaze direction could also serve as an important feedback
signal for the instructor.

Knowing what action to try

Once the robot has identified salient aspects of the scene, how does it determine what
actions it should take? As robots become more complex, their repertoire of possible
actions increases. This also contributes to a large search space. If the robot had a
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way of focusing on those actions that are likely to be successful, the learning problem
would be simplified.

In this case, a human instructor, sharing a similar morphology with the robot,
could provide considerable assistance by demonstrating the appropriate actions to
try. The body mapping problem is challenging, but could provide the robot with
a good first attempt. The similarity in morphology between human and humanoid
robot could also make it easier and more intuitive for the instructor to correct the
robot’s errors.

Evaluating actions, correcting errors, and recognizing success

Once a robot can observe an action and attempt to perform it, how can the robot
determine whether or not it has been successful? The robot must be able to identify
the desired outcome and to judge how its performance compares to that outcome.
In many of these situations this evaluation depends upon an understanding of the
goals and intentions of the instructor as well as the robot’s own internal motivations.
Further, if the robot has been unsuccessful, how does it determine which parts of its
performance were inadequate? The robot must be able to diagnose its own errors in
order to incrementally improve performance.

However, the human instructor has a good understanding of the task and knows
how to evaluate the robot’s success and progress. If the instructor could communicate
this information to the robot, in a way that the robot could use, the robot could
bootstrap from the instructor’s evaluation in order to shape its behavior. One way
a human instructor could facilitate the robot’s evaluation process is by providing
the robot with expressive feedback. The robot could use this feedback to recognize
success and to correct failures. In the case of social instruction, the difficulty of
obtaining success criteria can be simplified by exploiting the natural structure of
social interactions. As the learner acts, the facial expressions (smiles or frowns),
vocalizations, gestures (nodding or shaking of the head), and other actions of the
instructor all provide feedback that could allow the learner to determine whether or
not it has achieved the desired goal.

In addition, as the instructor takes a turn, the instructor often looks to the
learner’s face to determine whether the learner appears confused or understands what
is being demonstrated. The expressive displays of a robot could be used by the in-
structor to control the rate of information exchange — to either speed it up, to slow
it down, or to elaborate as appropriate. If the learner appears confused, the instruc-
tor slows down the training scenario until the learner is ready to proceed. Facial
expressions could be an important cue for the instructor as well as the robot. Moni-
toring the structure of the social interaction can assist the instructor in maintaining
an appropriate environment for learning. This improves the quality of instruction.

Finally, the structure of instructional situations is iterative; the instructor demon-
strates, the student performs, and then the instructor demonstrates again, often ex-
aggerating or focusing on aspects of the task that were not performed successfully.
The ability to take turns lends significant structure to the learning episode. The
instructor continually modifies the way he/she performs the task, perhaps exagger-
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ating those aspects that the student performed inadequately, in an effort to refine
the student’s subsequent performance. By repeatedly responding to the same social
cues that initially allowed the learner to understand and identify the salient aspects
of the scene, the learner can incrementally refine its approximation of the actions of
the instructor.

In the above discussion, we introduced several challenges in robot learning, and
how social interaction and social cues could be used to address these challenges in
new and interesting ways. For these reasons, we have implemented a number of
these abilities on Kismet. These include the ability to direct the robot’s attention to
establish shared reference, the ability for the robot to recognize expressive feedback
such as praise and prohibition, the ability to give expressive feedback to the human,
and the ability to take turns to structure the learning episodes. In chapter 2, we will
see strong parallels in how human caregivers assist their infant’s learning through
similar social interactions.

1.4 Embodied Systems that Interact with Humans

Before we launch into the presentation of our work with Kismet, we summarize some
related work. These diverse implementations overlap a variety of issues and challenges
that we have had to overcome in building Kismet.

There are a number of systems from different fields of research that are designed to
interact with people. Many of these systems target different application domains such
as computer interfaces, web agents, synthetic characters for entertainment, or robots
for physical labor. In general, these systems can be either embodied (the human
interacts with a robot or an animated avatar) or disembodied (the human interacts
through speech or text entered at a keyboard). The embodied systems have the ad-
vantage of sending para-linguistic communication signals to a person, such as gesture,
facial expression, intonation, gaze direction, or body posture. These embodied and
expressive cues can be used to complement or enhance the agent’s message. At times,
para-linguistic cues carry the message on their own, such as emotive facial expres-
sions or gestures. Cassell (1999b) presents a good overview of how embodiment can
be used by avatars to enhance conversational discourse (however, there are a number
of systems that interact with people without using natural language). Further, these
embodied systems must also address the issue of sensing the human, often focusing
on perceiving the human’s embodied social cues. Hence, the perceptual problem for
these systems is more challenging than that of disembodied systems. In this section
we summarize a few of the embodied efforts, as they are the most closely related to
Kismet.

1.4.1 Embodied Conversation Agents

There are a number of graphics-based systems that combine natural language with
an embodied avatar. The focus is on natural, conversational discourse accompanied
by gesture, facial expression, and so forth. The human uses these systems to perform
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a task, or even to learn how to perform a task.

Fully Embodied Agents

There are several fully embodied conversation agents under development at various
institutions. One of the most advanced systems is Rea from the Media Lab at MIT
(Cassell, Bickmore, Campbell, Vilhjalmsson & Yan 2000). Rea is a synthetic real-
estate agent, situated in a virtual world, that people can query about buying property.
The system communicates through speech, intonation, gaze direction, gesture, and
facial expression. It senses the location of people in the room and recognizes a few sim-
ple gestures. Another advanced system is Steve, under development at USC (Rickel
& Johnson 2000). Steve is a tutoring system, where the human is immersed in virtual
reality to interact with the avatar. It supports domain-independent capabilities to
support task-oriented dialogs in 3D virtual worlds. For instance, Steve trains people
how to operate a variety of equipment on a virtual ship, and guides them through
the ship to show them where the equipment is located. Another interesting system
is Cosmo, under development at North Carolina State University (Lester, Towns,
Callaway, Voerman & FitzGerald 2000). Cosmo is an animated pedagogical agent
for children that operates on the web. The character inhabits the Internet Advi-
sor, a learning environment for the domain of Internet packet routing. Because the
character interacts with children, particular attention is paid to the issues of life-like
behavior and engaging the students at an affective level.

Agents with Faces

There are a number of graphical systems where the avatar predominantly consists of
a face with minimal to no body. A good example is Gandalf, a precurser system of
Rea. The graphical component of the agent consisted of a face and a hand. It could
answer a variety of questions about the Solar system, but required the user to wear
a substantial amount of equipment in order to sense the user’s gestures and head
orientation (Thorisson 1998). In Takeuchi & Nagao (1993), the use of an expressive
graphical face to accompany dialog is explored. They found that the facial component
was good for initiating new users to the system, but its benefit was not as pronounced
over time.

1.4.2 Interactive Characters

There are a variety of interactive characters under development for the entertainment
domain. Some systems use natural language whereas others do not. Instead, the
emphasis for each system is compelling, life-like behavior and characters with per-
sonality. Expressive, readable behavior is of extreme importance for the human to
understand the interactive story line. Instead of passively viewing a scripted story,
the user creates the story interactively with the characters.
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Sympathetic Interfaces

A number of systems have been developed by at the MIT Media Lab. One of the
earliest systems was the ALIVE project (Maes, Darrell, Blumberg & Pentland 1996).
The best known character of this project is Silus, an animated dog that the user could
interact with using gesture within a virtual space (Blumberg 1996). Several other
systems have since been developed at the Media Lab by the Synthetic Characters
Group, such as Swamped!, (void*), and Syndy k-9.0. In Swamped! and (void*), the
human interacts with the characters using a sympathetic interface. For Swamped!, for
instance, this was a sensor laden plush chicken (Johnson, Wilson, Blumberg, Kline &
Bobick 1999). By interacting with the plush toy, the user could control the behavior
of an animated chicken in the virtual world, which would then interact with other
characters.

Believable Agents

There are several synthetic character systems that support the use of natural lan-
guage. The Oz project at CMU is a good example (Bates 1994). The system stressed
broad and shallow architectures, stressing the preference for characters with a broad
repertoire of behaviors over those that are narrow experts. Some of the characters
were graphics oriented (such as woggles), whereas others were text based (such as
Leotard the cat). Using a text based interface, Bates, Loyall & Reilly (1992) explored
the development of social and emotional agents. At Microsoft Research Labs, Peedy
was an animated parrot that users could interact with in the domain of music (Ball,
Ling, Kurlander, Miller, Pugh, Skelley, Stankosky, Thiel, Dantzich & Wax 1997). In
later work at Microsoft Research, Ball & Breese (2000) explore incorporating emotion
and personality into conversation agents using a Baysian network technique.

1.4.3 Human Friendly Humanoids

In the robotics community, there is a growing interest in building personal robots, or
in building robots that share the same workspace with humans. Some projects focus
on more advanced forms of tele-operation. Since our emphasis is on autonomous
robots, we will not dwell on these systems. Instead, we concentrate on those efforts
in building robots that interact with people.

Robotic Faces

There are several projects that focus on the development of expressive robot faces.
Researchers at the Tokyo Institute of Technology have developed the most human-like
robotic faces (typically resembling a Japanese woman) that incorporate hair, teeth,
silicone skin, and a large number of control points (Hara 1998). Each control point
maps to a factal action unit of a human face. The facial action units characterize
how each facial muscle (or combination of facial muscles) adjust the skin and facial
features to produce human expressions and facial movements (Ekman & Friesen 1982).
Using a camera mounted in the left eyeball, the robot can recognize and produce a
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predefined set of emotive facial expressions (corresponding to anger, fear, disgust,
happiness, sorrow, and surprise). A number of simpler expressive faces have been
developed at Waseda University, one of which can adjust its amount of eye-opening
and neck posture in response to light intensity (Takanobu, Takanishi, Hirano, Kato,
Sato & Umetsu 1998).

Full Bodied Humanoids

There are a growing number of humanoid robotic projects underway, with a partic-
ularly strong program in Japan. Some humanoid efforts focus on more traditional
challenges of robot control. Honda’s P3is a bipedal walker with an impressive human-
like gait (Hirai 1998). Another full bodied (but non-locomotory) humanoid is at ATR
(Schaal 1999). Here, the focus has been on arm control and in integrating arm control
with vision to mimic the gestures and tasks demonstrated by a human. There are
several upper torso humanoid robots. There are two relatively new efforts: one at
NASA, called robonaut (Ambrose, Aldridge & Askew 1999), and another at Vander-
bilt University (Kawamura, Wilkes, Pack, Bishay & Barile 1996). One of the most
well known humanoid robots is Cog, under development at the MIT Artificial Intel-
ligence Lab (Brooks, Breazeal, Marjanovic, Scassellati & Williamson 1999). Cog is a
general purpose humanoid platform used to explore theories and models of intelligent
behavior and learning, both physical and social.

1.4.4 Personal Robots

There are a number of robotic projects that focus on operating within human en-
vironments. Typically these robots are not humanoid in form, but are designed to
support natural communication channels such as gesture or speech.

Domestic Robots

There are a few robots that are being designed for domestic use. For systems such
as these, safety, and minimizing their impact on human living spaces are important
issues as well as performance and ease of use. Many applications of this kind focus
on providing assistance to the elderly or to the disabled. The MOVAID system as
described in Dario & Susani (1996), and a similar project at Vanderbilt University
presented in Kawamura et al. (1996) are examples. In a somewhat related effort
Dautenhahn (1999) has employed autonomous robots to assist in social therapy of
fairly high-functioning autistic children.

Synthetic Pets

In the entertainment market, there are a growing number of synthetic pets (both
robotic and digital). Sony’s robot dog Aibo is the most sophisticated (and expensive).
It can perceive a few simple visual and auditory features that allow it to interact with
a pink ball and objects that appear skin-toned. It is mechanically quite sophisticated,
able to locomote, to get up if it falls down, and performs an assortment of tricks. There
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are simpler, less expensive robotic toys such as Tiger Electronic’s Furby. Successful
digital pets include Tomogotchis which the child can carry with them, or animated
pets that live on the computer screen such as PF Magic’s Petz. The toys are designed
to encourage people to establish a long term relationship with their toys.

1.5 Summary

In this chapter, we have motivated the construction of sociable machines from the
viewpoint of building robots that are natural and intuitive to communicate with and
to teach. We summarized a variety of related efforts in building embodied technologies
that interact with people. We introduced Kismet, the subject of this thesis. Our work
with Kismet is concerned both with supporting human-style communication as well
as providing the infrastructure to support socially situated learning. We discussed
how social interaction and social cues can address some of the key challenges in
robot learning in new and interesting ways. These are the capabilities we have taken
particular interest in building into Kismet.

Below, we outline the remainder of the thesis. We take care in each chapter to
emphasize the constraints that interacting with a human imposes on the design of each
system. We tie these issues back to supporting socially situated learning. Evaluation
studies with naive subjects are presented at the end of many of the chapters to tie
Kismet’s behavior back to interacting with people. We have found that designing
for a human-in-the-loop has placed profound constraints on how we think about the
physical design of autonomous robots as well as their socially situated behavior. The
outline of the remaining chapters is as follows:

o Chapter 2: We highlight some key insights from developmental psychology.
These concepts have had a profound impact on the types of capabilities and
interactions we have tried to achieve with Kismet.

o Chapter 3: We present an overview of the key design issues for sociable ma-
chines, an overview of Kismet’s system architecture, and a set of the evaluation
criteria.

e Chapter 4: We present the system hardware including the physical robot, its
sensory configuration, and the computational platform.

e Chapter 5. We present an overview of Kismet’s low level visual and auditory
perceptions. A detailed presentation of the visual and auditory systems follows
in later chapters.

e Chapter 6: We offer a detailed presentation of Kismet’s visual attention system.

o Chapter 7. We present an in-depth description of Kismet’s ability to recognize
affective intent from the human caregiver’s voice.
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Chapter 8: We give a detailed presentation of Kismet’s motivation system, con-
sisting of both homeostatic regulatory mechanisms as well as models of emo-
tions. This system serves to motivate Kismet’s behavior to maintain Kismet’s
internal state of “well being”.

Chapter 9. Kismet has several time-varying motivations and a broad repertoire
of behavioral strategies to satiate them. This chapter presents Kismet’s behav-
ior system that arbitrates among these competing behaviors to establish the
current goal of the robot.

Chapter 10: Given the goal of the robot, the motor systems are responsible for
controlling Kismet’s output modalities (body, face, and voice) to carry out the
task. This chapter presents an overview of Kismet’s diverse motor systems and
the different levels of control that produce Kismet’s observable behavior.

Chapter 11: We present an in-depth look at the motor system that controls
Kismet’s face. It must accommodate various functions such as emotive facial
expression, communicative facial displays, and facial animation to accommodate
speech.

Chapter 12: We present Kismet’s expressive vocalization system and lip syn-
chronization abilities.

Chapter 13 We present a multi-level view of Kismet’s visual behavior, from
low level oculo-motor control to using gaze direction as a powerful social cue.

Chapter 14: We summarize our results, present future work for Kismet, and
offer a set of grand challenges for building sociable machines.
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Chapter 2

Insights from Developmental
Psychology

Human babies become human beings because they are treated as if they
already were human beings. (Newson 1979).

In this chapter, we discuss the role social interaction plays in learning during
infant-caregiver exchanges. First, we illustrate how the human newborn is primed
for social interaction immediately after birth. This fact alone suggests how critically
important it is for the infant to establish a social bond with his caregiver, both
for survival purposes as well as to ensure normal development. Next, we focus on
the caregiver and discuss how she employs various social acts to foster her infant’s
development. We discuss how infants acquire meaningful communication acts through
ongoing interaction with adults. We conclude this chapter by relating these lessons
to Kismet’s design.

We have taken strong inspiration from developmental psychology in the design
of Kismet’s synthetic nervous system. In this chapter we see strong parallels to the
previous chapter in how social interaction with a benevolent caregiver can foster robot
learning. By implementing similar capabilities as the initial perceptual and behavioral
repertoire of human infants, we hope to prime Kismet for natural social exchanges
with humans and for socially situated learning.

2.1 Development of Communication and Meaning

Most of what a human infant learns is acquired within an ongoing, dynamic, and
social process. This process begins immediately after birth with his caregiver, whom
the infant depends upon for survival. Hence the social experience to which all infants
are naturally exposed is one in which one member of the interaction pair is highly
sophisticated and culturally competent, whereas the other is culturally naive.

2.1.1 Infant Preference for Social Stimuli

From birth, human infants are primed for social interaction with their caregivers. In
general, infants exhibit a strong preference for humans over other forms of stimuli.
Certain types of spontaneously occurring events may momentarily dominate their
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attention, or cause them to react in a quasi-reflex manner. However, the classes
of events which dominate and hold their sustained attention leads one to conclude
that they are biologically tuned to react to person-mediated events. They show a
particular responsiveness to human caregivers, who very often react specifically to
their immediately preceding actions. Hence, a caregiver’s behavior is by no means
random with respect to her infant’s actions. This simple contingent reactivity makes
her an object of absolute, compelling interest to her baby.

2.1.2 Innate Social Responses

Soon after birth, babies respond to their caregivers in a well coordinated manner.
They seem to be born with a set of “pre-programmed” proto-social responses, which
are specific to human infants. Their adaptive advantage seems to be their power to
attract the attention of adults and to engage them in social interaction, the richness
of which appears to be unique to the human species.

For instance, Bateson (1979) argues that the infant’s inability to distinguish sep-
arate words in his caregiver’s vocalizations may allow him to treat her clauses as
unitary utterances analogous to his own coos and murmurs. This allows the infant
to participate in “dialogues” with her. From these early dialogues, he can learn the
cadence, rthythm, intonation, and emotional content of language long before speak-
ing and understanding his first words (Fernald 1984). As another example, Johnson
(1993) argues that the combination of having a limited depth of field! with early
fixation patterns forces the infant to look predominantly at his caregiver’s face. This
brings the infant into face-to-face contact with his caregiver, which encourages her to
try to engage him socially.

Kaye (1979) discusses a scenario where the burst-pause-burst pattern in suckling
behavior, coupled with the caregiver’s tendency to jiggle the infant during the pauses,
lays the foundation of the earliest forms of turn-taking. Over time, the baby’s ability
to take turns becomes more flexible and regular; it is a critical skill for social learning.
Turn-taking leads to dynamic exchanges between caregiver and infant.

Trevarthen (1979) discusses how the wide variety of facial expressions displayed
by infants are interpreted by the caregiver as indications of the infant’s motivational
state. The caregiver views these as responses to her efforts to engage him, and they
encourage her to treat him as an intentional being. These expressive responses provide
the caregiver with feedback, which she uses to carry the dialog along.

2.1.3 Regulating Social Interaction

Given that the caregiver and infant engage in social interactions, there are a number of
ways in which an infant limits the complexity of his interactions with the world. This
is a critical skill for social learning because it allows the infant to keep himself from
being overwhelmed or under stimulated for prolonged periods of time. For instance,

LA newborn’s resolution is restricted to objects about 20 cm away, about the distance to his
caregiver’s face when she holds him.

29



the infant’s own physically immature state serves to limit his perceptual and motor
abilities, which simplifies his interaction with the world. In addition, the infant
is born with a number of innate behavioral responses which constrain the sorts of
stimulation that can impinge upon him. Various reflexes such as quickly withdrawing
his hand from a painful stimulus, evoking the looming reflex in response to a quickly
approaching object, closing his eyelids in response to a bright light, etc. all serve
to protect the infant from stimuli that are potentially dangerous or too intense. In
addition, whenever the infant is in a situation where his environment contains too
much commotion and confusing stimuli, he either cries or tightly shuts his eyes. By
doing so, he shuts out the disturbing stimulation.

To assist the caregiver in regulating the intensity of interaction, the infant pro-
vides her with cues as to whether he is being under stimulated or overwhelmed. For
instance, when the infant feels comfortable in his surroundings, he generally appears
content and alert. Too much commotion results in an appearance of anxiety, or cry-
ing, if the caregiver does not act to “correct” the environment. On the other hand,
many experiments with infants exploit their tendency to show habituation or bore-
dom (looking away from the stimulus) when a stimulus scenario is repeated often
enough.

For the caregiver, her ability to present an appropriately complex view of the
world to her infant strongly depends on how good she is at reading her infant’s
expressive and behavioral cues. It is interesting how adults naturally engage infants in
appropriate interactions without realizing it, and caregivers seem to be instinctually
biased to do so. For instance, motherese is a well known example of how adults
simplify and exaggerate important aspects of language (Bateson 1979). By doing so,
adults may draw the infant’s attention to salient features of the adult’s vocalizations
(Fernald 1984). Exaggerated facial expressions to show extreme happiness or surprise
during face-to-face exchanges with infants is another example.

2.1.4 Attributing Precocious Social Abilities to Infants

The early proto-social responses exhibited by infants are a close enough approxima-
tion to the adult forms that the caregiver immediately interprets her infant’s reactions
by a process of adultomorphism. Simply stated, she assumes her infant is fully socially
responsive; with wishes, intentions, and feelings which can be communicated to others
and which must be respected within certain limits. Events which may at first be the
result of automatic action patterns, or may even be spontaneous or accidental, are
endowed with social significance by the caregiver. By assuming that her infant is at-
tempting some form of meaningful dialog, and by crediting him with having thoughts,
feelings, and intentions like all other members of society, she imputes meaning to the
exchange in a consistent and reliable manner. By doing so, she establishes a dialog
with her infant, from which the communication of shared meanings gradually begins
to take place.

By six weeks, human infants and their caregivers are communicating extensively
face-to-face. The baby’s expressions have become much more varied — they include
coos, murmurs, smiles, frowns, waving and kicking. The caregiver interprets these
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activities as indications of the infant’s emotional state, of his “beliefs” and “desires”,
and of his responses to her own acts of mothering. At such an early age, Kaye (1979)
and Newson (1979) point out that it is the caregiver who supplies the meaning to the
exchange, and it is the mechanism of flexible turn-taking that allows her to maintain
the illusion that a meaningful exchange is taking place. For instance, whenever her
infant does anything that can be interpreted as a turn in the “conversation”, she will
treat it as such. She fills in the gaps, and pauses to allow her infant to respond. She
allows herself to be paced by him, but also subtly leads him on. She could not do
this without the conviction that an actual dialog is taking place.

Although the caregiver-infant dialog still has no specific content, the pragmatics
of conversation are being established. This is an important element for how meaning
emerges for the infant. Schaffer (1977) writes that turn-taking of the non-specific,
flexible, human variety is eminently suited to a number of important developments
that occur over the next few months. It allows the infant to discover what sorts of
activity on his part will get responses from his caregiver. It allows routine sequences of
a predictable nature to be built up. And it provides a context of mutual expectations.
It is the predictable and consistent behavior of the caregiver when interacting with
her infant that makes this possible. She behaves in this consistent manner because
she assumes the infant shares the same meanings that she applies to the interaction.
Eventually, the infant picks up on these consistencies to the point where he also
shares the same meanings. That is, he learns the significance that his actions and
expressions have for other people.

In a similar way, caregivers bootstrap their infants to performing intentional acts
(i.e., acts about something) arguably long before the infant is capable of intentional
thought (Siegel 1999). Around the age of four months (after the caregiver has enjoyed
extensive face-to-face interactions with her infant), the infant displays a new species
typical activity pattern. Now the infant is able to break his caregiver’s gaze to look at
other things in the world. The caregiver interprets this break of gaze as an intentional
act where the infant is now directing his gaze at some other object. In fact Collis
(1979) points out that the infant’s gaze does not seem to be directed at anything in
particular. Furthermore, the infant does not seem to be trying to inform his caregiver
of a newly found interest in objects. However, it is the caregiver who then converts a
particular object into the object of attention. For instance, if an infant makes a reach
and grasping motion in the direction of a given object, the she will assume that the
infant is interested in that object and is trying to hold it. She inevitably intervenes
by giving the object to the infant, thereby “completing” the infant’s action. In this
way, she has converted an arbitrary activity pattern into an action about something.
The caregiver provides the supporting action in which the activity pattern acquires
intentional significance. With this assistance supplied by the caregiver, the infant is
performing intentional acts long before he is capable of intentional thought.

Hence, it is essential for the infant’s psychological development that adults treat
their infants as intentional beings. Both the infants’ responses and their own maternal
responses have been selected for because they foster this kind of interaction. It is by
treating infants as intentional beings that the caregivers can bootstrap them into a
cultural world. The infant’s conception of himself and his actions, his beliefs, desires,
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and goals take shape from the situated interactive processes that his proto-social
response patterns enable him to engage in with his caregiver.

Learning to Mean

Halliday (1975) explores the acquisition of meaningful communication acts from the
viewpoint of how children wuse language to serve themselves in the course of daily
life. From this perspective, a very young child may already have a linguistic system
long before he has any words or grammar. Prior to uttering his first words, a baby is
capable of expressing a considerable range of meanings which bear little resemblance
to adult language, but which can be readily interpreted from a functional perspective,
i.e. “what has the baby learned to do by means of language?”. At a very young age,
he is able to use his voice for doing something; it is a form of action that influences
the behavior of the external world (such as the caregiver), and these meaningful vocal
acts soon develop their own patterns and are used in their own significant contexts.
To paraphrase Halliday: He uses his voice to order people about, to get them to do
things for him; he uses it to demand certain objects or services; he uses it to make
contact with people, to feel close to them; and so on. All these things are meaningful
actions.

Halliday, refers to the child’s first language as the “child’s tongue” or proto-
language. 1t comes into being around the middle of the first year of life. Hence,
the child has already been meaning long before he ever utters his first words (which
typically doesn’t occur until about a year later). The infant arrives at meanings, i.e. a
proto-language, through constant interaction with his caregivers. They unconsciously
track his language, understanding what he meant, and respond with meanings of their
own. They talk to him in a way that he can interpret with his own functional re-
sources of meaning, while stretching his understanding without going beyond it. By
doing so, they share in the child’s language and its development at every stage.

2.2 Scaffolding for Social Learning

It is commonplace to say that caregiver-infant interaction is bi-directional, where each
partner adapts to the other over time. However, each has a distinctive role in the
dyad — they are not equal partners. The kinds of effects that infants have upon their
caregivers are very different from those which go the other way. This is not surprising
given that the caregiver is socially sophisticated, but the infant is not. Indeed, the
caregiver’s role is targeted towards developing the social sophistication of her infant.
She does this by providing her infant with various forms of scaffolding.

Traditional Scaffolding

As viewed by the field of developmental psychology, scaffolding is traditionally con-
ceptualized as a supportive structure provided by an adult (Wood, Bruner & Ross
1976). It is thought of in social terms where a more able adult manipulates the
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infant’s interactions with the environment to foster novel abilities. Commonly it in-
volves reducing distractions, marking the task’s critical attributes, giving the infant
affective forms of feedback, reducing the number of degrees of freedom in the target
task, enabling the infant to experience the desired outcome before he is cognitively
or physically able of seeking and attaining it for himself, and so forth. This view of
scaffolding emphasizes the intentional contribution of the adult in providing conscious
and deliberate support and guidance to enable the infant to learn new skills. It is
used as a pedagogical device where the adult pushes the infant a little beyond his
current abilities, and in the direction the adult wishes him to go. For instance, by
exploiting the infant’s instinct to perform a walking motion when supported upright,
parents encourage their infant to learn how to walk before he is physically able.

Emergent Scaffolding

Another notion of scaffolding stresses the importance of early infant action patterns
and their ability to attract the attention of adults and engage them in social inter-
action. This form of scaffolding is referred to as emergent scaffolding by (Hendriks-
Jansen 1996). It relies on the caregiver-infant dyad being seen as two tightly coupled
dynamic systems. In contrast to the previous case where the adult guides the infant’s
behavior to a desired outcome, here the response patterns arise from the continu-
ous mutual adjustments between the two participants. For instance, the interaction
between a suckling infant and the caregiver who jiggles him whenever he pauses in
feeding creates a recognizable interactive pattern that emerges from low-level actions.
This pattern of behavior encourages the habit of turn-taking upon which face-to-face
exchanges will later be built. Many of these early action patterns that newborns
exhibit have no place in adult behavior. They simply serve a bootstrapping role
to launch the infant into an environment of adults who think in intentional terms,
communicate through language, and manipulate objects. Within this socio-cultural
context, these same skills are transferred from adult to child.

Internal Scaffolding

Looking within the infant, there is a third form of scaffolding. We call it internal
scaffolding. This internal aspect refers to the incremental construction of the cognitive
structures themselves that underlie observable behavior. Here, the form of the more
mature cognitive structures are bootstrapped from earlier forms. Because these earlier
forms provide the infant with some level of competence in the world, they are a good
jumping off point for the later competencies to improve upon. In this way, the earlier
structures foster and facilitate the learning of more sophisticated capabilities.
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2.3 Specific Forms of Scaffolding for Social Learn-
ing

Above we presented three forms of scaffolding. The last (internal scaffolding) has to
do with learning mechanisms. For the remainder of this section, we are concerned with
the other two types of scaffolding, the specific forms they take during social exchange,
and how this promotes the infant’s continued learning and development. The way
the caregiver provides this scaffolding reflects her superior level of sophistication over
her infant, and the way she uses her expertise to coax and guide her infant down a
viable developmental path.

Tronick, Als & Adamson (1979) likens the interaction between caregiver and infant
to a duet played by a maestro and inept pupil. The maestro continually makes
adjustments to add variety and richness to the interplay, while allowing the pupil
to participate in, experience, and learn from a higher level of performance than the
pupil could accomplish on his own. Similarly, within each session with her infant,
the caregiver makes constant micro-adjustments to changes in her infant’s behavior.
To make these adjustments, she takes into account her infant’s current abilities, his
attention span, and his level of arousal. Based on these considerations, she adjusts
the timing of her responses, introduces variations about a common theme to the
interaction, and tries to balance his agenda with her own agenda for him (Kaye
1979).

Allowing Infants to Lead

During social interactions, the caregiver actually plays a subservient role to her infant.
For instance, when talking with him she fills his pauses with her own utterances
or gestures, and immediately pauses in anticipation when he is about to respond.
However, she is the one actually in charge. She will purposely leave spaces between
her own repetitious utterances and gestures for the infant to fill. In the meantime,
she is constantly watching and listening for new initiatives from him. She imitates
vocalizations, smiles, funny faces, tongue protrusions, and flurries of limb movement.
If she can produce or prolong a run of alternations between herself and her infant, she
will do so. All the while, she tries to prolong the duration of her infant’s attention
and activity cycles, and specifically tries to get him to respond to her. When he stops
performing his part of the dialog, she may continue hers for a while to re-establish
the dialog. Sometimes she will try to initiate a game. All the while, she tries to pull
the infant along an intuitive curriculum of socialization.

Adjusting Behavior to Suit the Infant Limitations

The caregiver’s performance exhibits tremendous implicit knowledge of her infant’s
physiological and psychological capabilities and limitations. Aware of her infant’s
limited attention span, her responses are aimed toward establishing and maintaining
his interest. Often she tries to re-orient his eyes and face towards her so that they
hold each other in mutual gaze. Once in mutual regard, she exaggerates, slows down,
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and simplifies her behavioral displays to fit within her infant’s information processing
abilities, which are slower and more limited than her own.

Directing the Infant’s Attention

The ability of infants to direct their attention to salient stimuli is present at the
earliest stages of development. It plays a critical role in social interactions with adults
as well as learning during these exchanges. The caregiver initiates social exchange
with her infant by first getting his attention so that they can establish mutual regard.
During the exchange she may direct his attention to other objects and events, such
as directing the interaction to be about a particular toy. If his attention wanes, she
will try to re-engage him by making either herself or the toy more salient. She may
shake the toy, she may assume a staccato manner of speech, etc. By directing the
infant’s attention to the most salient aspects of a task she would like him to learn, she
facilitates the learning problem presented to him. By directing the infant’s attention
to a desired stimulus, the caregiver can establish shared reference which is a key
component of social modeling theory (Pepperberg 1988). It is argued by Bateson
(1979) that the infant’s learning rate is accelerated when in social exchange because
the caregiver focuses his attention on what is important.

Adjusting Timing of Responses

In general, the caregiver exhibits superior flexibility with respect to her own timing
and anticipation of her infant’s fairly regular cycling of his needs and level of arousal.
She is aware that her windows for interaction are limited, and carefully times her
responses to fit within them. For instance, she quickly learns to read his signals for
sleep, food, emotional discharge, and arousal, and she detects the periodicity of these
events so that she can fit face-to-face communication in at the appropriate time.

Entraining to the Infant

On a smaller time scale, during each session with her infant, she continually looks
for pauses in the interaction and fills them with her responses. Because his attention
span is short and intermittent, she times her responses so that they occur immediately
after his gaze shifts back to her. She observes her infant’s behavioral and affective
cues and adapts her behavior in response. By doing so, his responses appear to be
contingent upon hers. The interaction becomes smoother, more synchronized over
time.

Regulating Infant Arousal to Promote Learning

The caregiver is also careful to maintain her infant’s arousal at an appropriate level.
Her maternal responses can be classified along a continuum from “turning on” to
“turning oftf” her infant. She serves as a buffer to keep him at a moderate level of
arousal, neither too high or too low. Of course, she partly does this for her own
convenience and pleasure. However, according to (Kaye 1979), she also does this
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for the same reason an animal trainer maintains the animal at a moderate level of
hunger. Performance and learning depend upon the infant’s state, and caregivers
devote a great deal of energy and vigilance to the maintenance of an optimal state.

Providing Affective Assessments

Human infants engage in a process of social referencing with their caregivers. In
social referencing, the infant uses the caregiver’s affective assessment of a novel sit-
uation to organize his own behavior. This assessment can occur via visual channels
whereby the infant looks to the caregiver’s face to see her own affective reaction to
an unfamiliar situation (Siegel 1999). The assessment can also be communicated
via auditory channels. Developmental psycholinguists have found that the prosodic
exaggerations typical of infant-directed speech are particularly well matched to the
innate affective responses of human infants. This allows caregivers to readily use their
voice to directly influence the infant’s emotive state, causing the infant to relax or
become more vigilant in certain situations, and to either avoid or approach objects
that may be unfamiliar (Fernald 1993). The caregiver’s affective responses serve as
socially communicated reinforcers for the infant. Given the number of important and
novel situations that the human infant encounters (which do not result in immediate
pain or some other innate reinforcer) social referencing plays an important role in the
infant’s social and behavioral development.

Using Repetition for Teaching

When interacting with her infant, the caregiver’s movements and vocalizations are
repetitive in nature, but she demonstrates ample creativity in introducing variations
in her own repetitions. This sort of variation on a theme for stimulating the infant
is optimal for holding the infant’s attention and establishes a good learning environ-
ment for the infant (Stern 1975). According to Stern, these repetitive presentations
dominate the kinds of stimulation the infant receives from his caregiver. She presents
her responses in the form of content runs where an act or utterance re-occurs in nearly
identical form multiple times, separated by short pauses. She may also present her
responses in the form of temporal runs in which different acts or utterances occur,
occupying nearly identical slots of time.

Shaping Infant’s Agenda

During instructional interaction, the caregiver allows her infant to take the lead,
but shapes his agenda to meet her own. She tries to meet him where he is, and
accommodates quickly to his behavior changes. However, her behavior has a direction
with respect to his. For instance, caregivers will tend to look and point in the direction
the infant is already looking. At an early age (before 6 months), it is not the case
that infants look where their caregivers tell them to look; yet caregivers behave as
if that is the case. They fit their own behavior into that of the infant’s, so that the
infant’s subsequent behavior will seem to be a contingent response. Gradually the
infant does seem to fit his behavior into his caregiver’s dialogue.
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Imitating the Infant

This agenda-shaping process can also be seen when a caregiver imitates her infant.
This is much more than a simple mirroring of her baby. Specifically, she pulls him
from where he is into the direction she wants him to go. To do so, she uses several
imitative strategies. For instance, she may employ maximizing imitation — if the baby
opens his mouth, she will open her mouth in an exaggerated manner. Alternatively,
she may employ minimizing imitation. For example, if the baby begins to make a cry
face, she responds with a quick cry face that immediately flows back into a bright
expression. Here, the caregiver flashes to where her infant is, and attempts to draw
him back to where she wants him to be. She may also employ modulating imitation.
For instance, when a baby whines “waaah”, the caregiver responds with the same
pitch intonation and duration, but mellows it to a sympathetic “awwwwww”. There
is an important characteristic here to imitation, it is not a perfect match. There is
variation, in the direction of an individual’s personal style, a learner’s incompetence,
or an instructor’s agenda.

Playing Games with Infants

Another important observation is that each caregiver and infant develop a set of
games of their own. These conventional games are the foundation of later commu-
nication and language-learning skills. What seems to be important is the process
of conventionalization, the mutual topic-comment, the modularization of dyadic rou-
tines of some kind, and learning to anticipate when and how a partner’s behavior will
change (Kaye 1979).

Summary

The social programming an infant is subjected to is continuous and cumulative. The
infant begins life with the capacity to elicit certain instructive kinds of behavior
from adults. The caregiver constantly engages her infant using attention-creating
and interest holding strategies. She acts to alleviate the baby’s frustrations and
discomforts, and tries to entertain and stimulate him. The infant will respond initially
with various pre-programmed proto-social gestures like smiling, intent and interested
looking, crying, or satisfied sucking or snuggling.

Soon, the infant will take more of the initiative, demanding and using attention-
seeking patterns in attempts to attract or solicit caregiver attention. These initiatives
rapidly become unmistakenly deliberate and intentional. Somehow he gradually takes
upon himself some of the aspects of the adult’s role in interaction: imitation, adjust-
ment of timing, etc. This in turn gives him even finer control over the adult’s behavior,
so that he gains further information and more and more models of motor skills, of
communication, and eventually of language. Indeed, he very soon learns to operate
as powerful social manipulator of those who care about and care for him. By the time
his representational and phonemic systems are ready to begin learning language, he
is already able to make his intentions understood most of the time, to orient himself
in order to read and interpret other’s responses, to elicit repetitions and variations.
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2.4 Lessons from Infants

Human caregivers program social shared meanings and intentions into ba-
bies.(Newson 1979).

There are several key insights we have gleaned from the discussion in this chapter.
The first is that human infants are born ready for social interaction with the care-
giver. The initial perceptual and behavioral responses bias the infant to interact with
adults, and encourage adults to interact with and care for him. Specifically, many
of these responses enable the caregiver to carry on a “dialog” with him. Second, the
caregiver uses scaffolding to establish a consistent and appropriately complicated so-
cial environment for the infant that he can predict, steer, and learn from. She allows
him to act as if he is in charge of leading the dialog, but she is actually the one in
charge. By doing so, she allows the infant to experiment and learn how his responses
influence her. Third, the development of the baby’s acts of meaning is inherently a
social process, and it is grounded in having the infant learn how he can use his voice
to serve himself. It is important to consider the infant’s motivations — why he is
motivated to use language and for what reasons. These motivations drive what he
learns and why.

2.5 Proto-social Responses for Kismet

For people to treat Kismet as a socially aware being, it needs to convey subjective
internal states: intents, beliefs, desires, and feelings. The robot can be designed to
exploit our natural human tendencies to respond socially to certain behaviors. To
accomplish this, we have implemented several infant-like social cues and responses
that human infants exhibit.

Acts that make subjective processes overt include focusing attention on objects,
orienting to external events, handling or exploring objects with interest, and so forth.
Summarizing the discussions of this chapter, we divide these responses into four cat-
egories. These are listed below. By implementing these four classes of responses
(affective, exploratory, protective, and regulatory) we aim to encourage the human to
treat Kismet as an social creature and to establish meaningful communication with
it.

o Affective responses allow the human to attribute feelings to the robot.

e FExploratory responses allow the human to attribute curiosity, interest, and de-
sires to the robot, and can be used to direct the interaction toward objects and
events in the world.

e Protective responses keep the robot away from damaging stimuli and elicit con-
cerned and caring responses from the human.

e Regulatory responses maintain a suitable environment that is neither too over-
whelming nor under-stimulating, and tunes the human’s behavior in a natural
and intuitive way to the competency of the robot.
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Of course, once Kismet can partake in social interactions with people, it is also
important that the dynamics of the interaction be natural and intuitive. For this,
we take the work of Tronick et al. (1979) as a guide. They identify five phases that
characterize social exchanges between three-month old infants and their caregivers:
initiation, mutual-orientation, greeting, play-dialog, and disengagement. Each phase
represents a collection of behaviors which mark the state of the communication. Not
every phase is present in every interaction. For example, a greeting does not ensue
if mutual orientation is not established. Furthermore, a sequence of phases may
appear multiple times within a given exchange, such as repeated greetings before the
play-dialog phase begins. This is discussed in depth in chapter 9.

Acquiring a genuine proto-language is beyond the scope of this dissertation, but
learning how to mean and how to communicate those meanings to another (through
voice face, body, etc.) is a fundamental capacity of a socially intelligent being. These
capacities have profoundly motivated the creation of Kismet. Hence what is concep-
tualized and implemented in this dissertation is heavily inspired and motivated by
the processes highlighted in this chapter. We endeavor to develop a framework that
could ultimately be extended to support the acquisition of a proto-language and these
characteristically human social learning process. This is the topic of the next chapter.
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Chapter 3

Designing Sociable Machines

3.1 Design Issues for Sociable Machines

Our challenge is to build a robot that is capable of engaging humans in natural social
exchanges that adhere to the infant-caregiver metaphor. Our motivation for this kind
of interaction highlights our interest in social development and in socially situated
learning for humanoid robots. Consequently, this thesis focuses on the problem of
building the physical and computational infrastructure needed to support these sorts
of interactions and learning scenarios. The social learning, however, is beyond the
scope of this thesis.

Inspired by infant social development, psychology, ethology, and evolutionary per-
spectives, this work integrates theories and concepts from these diverse viewpoints
to enable Kismet to enter into natural and intuitive social interaction with a hu-
man caregiver. For lack of a better metaphor, we refer to this infrastructure as the
robot’s synthetic nervous system (SNS). Kismet is designed to perceive a variety of
natural social cues from visual and auditory channels, and to deliver social signals
to the human caregiver through gaze direction, facial expression, body posture, and
vocalizations. Every aspect of its design is directed toward making the robot profi-
cient at interpreting and sending readable social cues to the human caregiver, as well
as employing a variety of social skills, to foster its behavioral and communication
performance (and ultimately its learning performance). This requires that the robot
have a rich enough perceptual repertoire to interpret these interactions, and a rich
enough behavioral repertoire to act upon them. As such, the design must address the
following issues:

Situated in a Social Environment

Kismet must be situated in a social and benevolent learning environment that provides
scaffolding interactions. For our purposes, this means that the environment contains
a benevolent human caregiver.

Real-Time Performance

Fundamentally, Kismet’s world is a social world containing a keenly interesting stimu-
lus: an interested human (sometimes more than one) who is actively trying to engage
the robot in a dynamic social manner, to play with it, and to teach it about its world.
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It is difficult to imagine a more dynamic and complex environment. We have found
that it demands a relatively broad and well integrated perceptual system that must
run at natural interactive rates. The same holds true for the robot’s behavioral reper-
toire and expressive abilities. Rich perceptual, behavioral, and expressive repertoires
and real-time performance are a must for the nature and quality of interaction we are
trying to achieve.

Establish Appropriate Social Expectations

Kismet should have an appealing appearance and a natural interface that encourages
humans to interact with Kismet as if it were a young, socially aware creature. If
successful, humans will naturally provide scaffolding interactions without consciously
thinking about it. Furthermore, they will expect the robot to behave at a competency-
level of an infant-like creature. In particular, at a level that is achievable given the
robot’s perceptual, mechanical, and computational limitations.

Self-Motivated Interaction

Kismet’s synthetic nervous system must motivate the robot to pro-actively engage
in social exchanges with the caregiver and to take an interest in things in the envi-
ronment. Each social exchange can be viewed as an episode where the robot tries
to manipulate the caregiver into addressing its “needs” and “wants”. This serves as
the basic impetus for social interaction, upon which richer forms of communication
could be built. This internal motivation frees the robot from being a slave to its en-
vironment, responding only in a reflexive manner to incoming stimuli. Given its own
motivations, the robot can internally influence the kinds of interactions it pursues.

Regulate Interactions

Kismet must be capable of regulating the complexity of its interactions with the world
and its caregiver. To do this, Kismet should provide the caregiver with social cues
(through facial expressions, body posture, or voice) as to whether the interaction is
appropriate for it or not — i.e., the robot should communicate whether the interaction
is overwhelming or under stimulating. For instance, it should signal to the caregiver
when the interaction is overtaxing its perceptual or motor abilities. Further, it should
provide readable cues as to what the appropriate level of interaction is. Kismet should
exhibit interest in its surroundings, interest in the humans that engage it, and behave
in a way to bring itself closer to desirable aspects and to shield itself from undesirable
aspects. By doing so, the robot behaves to promote an environment for which its
capabilities are well matched. Ideally, an environment where it is slightly challenged
but largely competent, in order to foster its social development.

Readable Social Cues

Kismet should send social signals to the human caregiver that provide the human
with feedback of its internal state. If designed properly, humans should intuitively
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and naturally use this feedback to tune their performance in the exchange. Through a
process of entraining to the robot, both the human and robot benefit. The resulting
interaction should be natural, intuitive, and enjoyable for the person. It should
allow the robot to perform effectively and be commensurate with its perceptual,
computational, and behavioral limits. Ultimately, these cues will allow humans to
improve the quality of their instruction.

Read the Human’s Social Cues

During social exchanges, the person sends social cues to Kismet to shape its behavior.
Hence, Kismet must be able to perceive and respond to these cues appropriately. By
doing so, the quality of the interaction improves. Furthermore, many of these social
cues will eventually be offered in the context of teaching the robot. To be able to
take advantage of this scaffolding, the robot must be able to correctly interpret and
react to these social cues.

Competent Behavior in a Complex World

Any convincing robotic creature must address similar behavioral issues as living,
breathing creatures. The robot must exhibit robust, flexible, and appropriate behav-
ior in a complex dynamic environment to maintain its “well being”. This often entails
having the robot apply its limited resources (finite number of sensors, actuators and
limbs, energy, etc.) to perform various tasks. Given a specific task, the robot should
exhibit a reasonable amount of persistence. It should work to accomplish a goal, but
not at the risk of ignoring other important tasks if the current task is taking too long.
Frequently the robot must address multiple goals at the same time. Sometimes these
goals are not at cross-purposes and can be satisfied concurrently. Sometimes these
goals conflict and the robot must figure out how to allocate its resources to address
both adequately. Which goals the robot pursues, and how it does so, depends both on
external influences coming from the environment as well as internal influences from
the creature’s motivations, perceptions, and so forth.

Believable Behavior

The above issue targets the challenges that an artificial creature must solve to op-
erate well in a complex dynamic environment. However, they do not address the
issue of portraying convincing, life-like behavior. For Kismet, it is critical that the
caregiver perceive the robot as an intentional creature that responds in meaningful
ways to his/her attempts at communication. As previously discussed in section 2,
the scaffolding the human provides through these interactions is based upon this as-
sumption. Hence, the synthetic nervous system must address a variety of issues to
promote the illusion of a socially aware robotic creature. Blumberg (1996) provides
such a list, slightly modified as shown here: convey intentionality, promote empathy,
expressiveness, and variability.

These are the high-level design issues of the overall human-robot system. The
system encompasses the robot, its environment, the human, and the nature of inter-
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actions between them. The human’s behavior is governed by many internal factors
that arise from evolution, physiological and psychological processes, development,
learning, and cultural norms (and more). Hence the human brings a complex set of
well-established social machinery to the interaction. Hence, our aim is not a matter
of re-engineering the human side of the equation. Instead we need to engineer for the
human side of the equation. We need to design Kismet’s synthetic nervous system
so that it supports what comes naturally to people. Humans are already experts at
social communication and of social forms of learning and instruction.

If we are clever, we can design Kismet so that people intuitively engage in appro-
priate interactions with the robot. This can be accomplished in a variety of ways,
such as physically designing the robot to establish the correct set of social expecta-
tions for humans, or having Kismet send social cues to humans that they intuitively
use to fine tune their performance.

The following sections present a high level overview of the synthetic nervous sys-
tem. It encompasses the robot’s perceptual, motor, attention, motivation, and behav-
ior systems. Eventually, it should include learning mechanisms so that robot becomes
better adapted to its environment over time.

3.2 Design Hints from Animals, Humans, and In-
fants

In this section, we briefly present ideas for how natural systems address similar issues
as those outlined above. Many of these ideas have shaped the design of Kismet’s
synthetic nervous system. Accordingly, we motivate the high level design of each
component system, how each interfaces with the other, and the responsibility each
carries out for the overall synthetic nervous system. The following chapters of this
thesis present each component system in more detail.

The design of the underlying architecture of the SNS is heavily inspired by mod-
els, mechanisms, and theories from the scientific study of intelligent behavior in living
creatures. For many years, these fields have sought explanatory models for how natu-
ral systems address the aforementioned issues. However, it is important to distinguish
the psychological theory/hypothesis from its underlying implementation in Kismet.

The particular models used to design Kismet’s synthetic nervous system are not
necessarily the most recent nor popular in their respective fields. They were chosen
based on how easily they could be applied to this application, how compatible they are
with other aspects of the system, and how well they could address the aforementioned
issues within synthetic creatures. Our focus has been to engineer a system that
exhibits the desired behavior, and we have found scientific findings from the study of
natural systems to be useful in this endeavor. Our aim has not been to explicitly test
or verify the validity of these models or theories. Limitations of Kismet’s performance
could be ascribed to limitations in the mechanics of the implementation (dynamic
response of the actuators, processing power, latencies in communication), as well as
to the limitations of the models used.
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Hence, we do not claim explanatory power for understanding human behavior
with our implementation.