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Figure 1: A picture and diagram of Duo. The diagram depicts the head-mounted camera, the 4 body-mounted orientation sensors, the ear phones, and the wirelessly linked computer cluster.

What: We are investigating wearable computing as a way for machines to learn about everyday human activities from a first-person perspective [2] [4]. Our wearable system, Duo, uses body-mounted orientation sensors and a head-mounted camera to sense the kinematic configuration of the wearer’s body while watching the world from the wearer’s point of view. Duo both passively monitors the wearer’s behavior and actively requests help from the wearer in order to better learn from the wearer’s activities.

Why: Human intelligence relies on a wealth of common-sense acquired from a lifetime of experience. In order to achieve the long term goals of artificial human intelligence, researchers must find ways to endow machines with this type of common-sense.

A wearable system with sufficiently sophisticated sensors could experience the world in approximately the same way as the person wearing the system. If this person is also willing to help the wearable creature by cooperating with requests, then the person can, in a sense, serve as the wearable creature’s body. Through requests, the wearable creature can coarsely control the actions and behaviors of the cooperative human. In this way, we can think of the human and wearable as being part of a subsumption architecture in which the wearable subsumes some of the physical and intellectual abilities of the human [1]. In addition, a cooperative wearer can play a role similar to a teacher for the wearable creature.

Figure 2: This figure shows three snapshots of data from a sequence of activity monitored by the system. The wearer reaches for a cup and drinks from it. The top row consists of images from the head-mounted camera. The bottom row shows a kinematic model using the corresponding orientation measurements.
**How:** As shown in figure 1, Duo currently consists of a head-mounted camera from which the creature watches the world and 4 orientation sensors with which the creature measures the kinematic configuration of the wearer’s head, torso, and dominant arm. Duo can also make requests of the wearer via headphones using text-to-speech software, and can make use of an LED array mounted around the camera to actively illuminate objects held by the wearer.

**Progress:** We are initially focusing on having Duo learn about the common manipulable objects with which the wearer interacts. By observing the kinematic activity of the wearer’s dominant arm, Duo will have the opportunity to learn about the ways in which these common objects are used. The actions applied to an object should be closely related to the object’s function, identity, and importance to people. For example, cups can look very different from one another, but the drinking actions applied to cups are very similar to one another. See figure 2.
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**Figure 3:** This figure shows two segmentations of common manipulable objects by Duo. The first column shows Duo’s view before the LED flash and the second column shows the view during the LED flash. The third column shows the difference between the flashed and non-flashed images. The fourth column shows the object and hand mask produced by thresholding the difference image from the third column. The final column shows the masks applied to the image to segment the hands holding the objects in the images.
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Duo’s first behaviors work together with a cooperative human to acquire high-quality segmentations of everyday manipulable objects. When Duo detects that the wearer has reached for an object, Duo uses speech through the headphones to ask the wearer to look at the object. While looking at it Duo flashes the LED array in order to segment the hand and object, which are in the foreground, from the rest of the world in the background. See figure 3. While looking at the object, Duo also monitors the wearer’s head movements. If the wearer’s head moves significantly, Duo requests that the wearer keep his head still. While the wearer interacts with the object, Duo records the kinematic actions of his dominant arm [3].

We are currently working on kinematic action recognition, visual object segmentation, and visual object recognition. We are also developing methods to relate observed kinematic actions with the object to which the actions were directed, as well as methods by which Duo can more effectively benefit from the user’s expertise and help. For example, by asking the user to “do that again” when an action of interest is observed. Ideally, Duo will eventually be able to request that the wearer perform actions that Duo has previously learned and the wearer has labeled.
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