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ABSTRACT 
A key challenge when designing deformable user interfaces 
is the integration of rigid electronic components with the 
soft deformable device. In this paper, we propose to place 
electronic components based on how the user is interacting 
with the device, i.e., in which way the device is being de-
formed when the user performs gestures. 

To identify optimum locations for placing electronic com-
ponents, we developed a design tool that takes as input a 3D 
model of the deformable device and a set of captured user 
gestures. It then visualizes the stress distribution resulting 
from the gestures applied to the deformable device and 
suggests where not to place components because the loca-
tion is highly deformed when users interact (e.g., a rigid 
battery that would constraint interaction); or alternatively 
where to place components to sense deformation more ac-
curately (e.g., a bend sensor to detect a specific gesture) and 
efficiently (e.g., an energy harvesting component).  

We evaluated our approach by collecting interaction data 
from 12 users across three deformable devices (a watch, a 
camera, and a mouse) and applied the resulting stress distri-
butions to the placement of selected electronic components.    
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INTRODUCTION 
Since the early 2000s, HCI researchers envision a future in 
which devices will no longer be rigid but deform-
able (Organic User Interfaces [6]). Moving away from rig-
id objects and being able to squeeze, stretch, and twist de-
vices offers many advantages, including an increased input 
space (Gummi [19]), output space (Surflex [3]), and better 
ergonomics [6].  

  
Figure 1. (a) Our design tool collects gesture data to 
help with the placement of electric components when 

designing deformable devices. Designers only have to (b) 
create a 3D model of the device & silicone cast it, 

(c) record interaction data, (d) feed the data back to our 
stress analysis tool, which then (e) suggests a placement 
based on areas of least or most stress (i.e., deformation). 

One key challenge when designing deformable user inter-
faces is the integration of electronic components with the 
deformable device. While research points towards the de-
velopment of flexible electronics, such as deformable dis-
plays (Stretchis [23]) and circuitry (SiliconeDevices [14]), 
many electronic components remain rigid and when placed 
in the wrong location interfere with the user interaction. 
Even for soft components, such as bend sensors and piezo-
electric foils used for energy harvesting, the right placement 
is important since the interaction can be sensed more accu-
rately and the energy output per gesture can be increased.  

In this paper, we present a design tool that supports design-
ers in the process of placing electronic components inside a 
deformable device. The key idea is to incorporate 
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knowledge about how the user is interacting with the device 
to place and orient electronic components according to a 
device and its corresponding gesture set. 

RELATED WORK 
Our research is related to organic user interfaces, work that 
integrates electronics with deformable devices, and grasp 
sensing. 

Organic & Deformable User Interfaces 
Over the last decade, organic user interface research has 
made significant progress: Many different materials and 
structures have been employed [17] and the space of design 
choices, such as material stiffness [9, 10], device size [12], 
and types of gestures [8, 21] and their influence on user 
performance and experience has been studied. However, 
while the field has seen large progress, there are still many 
challenges remaining as outlined by Alexander et al. [1]. 
One of these challenges is the need for toolkits to effective-
ly prototype organic interface hardware, including the inte-
gration of functional electronic components. Only recently, 
researchers have started to develop such tools. For instance, 
DefSense [2] helps users design customized deformable 
input devices by embedding piezo-resistive wires to repre-
sent the current deformation state.   

Integrating Electronics with Deformable User Interfaces 
One way to seamlessly integrate electronics into deforma-
ble devices is to use only bendable and stretchable compo-
nents. Screen-printing, for instance, allows for layered-
fabrication of bendable and stretchable displays (Print-
Screen [16], Stretchis [23]) and matching flexible circuitry 
can be created using either conductive inkjet printing [15], 
screen-printing (Skintillates [13]) or by filling liquid metal 
into channels (SiliconeDevices [14]). However, many elec-
tronic components remain rigid and when placed in the 
wrong location interfere with the user interaction.  

Grasp Sensing for Interactive Systems 
Grasp sensing has been studied extensively over the last 
decade. For a complete review we refer to Wimmer [24] 
who describes different aspects of grasp sensing and a vari-
ety of sensing technologies that can be employed. We built 
onto work by Ehrenmann et al. [5] who were among the 
first to use a pressure sensing data glove and a camera-
system to track hand posture, position and applied forces 
while users are manipulating objects. Since then, pressure 
sensing and motion capture approaches have been used to 
build more detailed models of how humans interact with 
objects (Saidon et al. [18]) including the creation of large 
gesture databases with a variety of manipulation tasks in-
volving objects ranging from kitchen utensils, to tools, 
mugs, jars, and toys (Verdier et al. [22]). For our work, we 
build on prior research in grasp sensing but use it as a 
means to place electronic components inside a deformable 
device according to user gestures. 

DESIGN TOOL FOR DEFORMABLE DEVICES  
Our design tool allows designers to record and process in-
teraction data while creating a deformable device. 

#1 3D Modeling of the Deformable Device 
Designers start by creating the form factor of the deforma-
ble device in a 3D modeling program. Figure 1b shows the 
3D model of a deformable mouse the designer created.  

#2 Collecting Interaction Data 
Once the 3D model is finished, designers can create a phys-
ical prototype from it (e.g., from silicone) and start record-
ing interaction data from gestures. To accurately determine 
how a user deforms the device, we collect both the position 
of each finger on the device as well as the amount of pres-
sure each finger applies to the device. To determine the 
position, we use an optical motion capture system 
(OptiTrack Flex13). As can be seen in Figure 1a, we place 
six cameras on a desk to track the user’s interaction with 
the deformable device on the table. To detect the applied 
force during interaction, we built a custom glove with pres-
sure sensors on the finger tips. 

 
Figure 2. Recording Interface. 

Designers can either record interactions themselves or col-
lect data from other users. For this, we provide a custom 
recording interface implemented in Unity3D (Figure 2). The 
designer can add new users, specify the deformable device 
being used, define a gesture, and record multiple takes of a 
gesture. The view also shows live data from the motion 
capture system and displays the deformable device as a 3D 
model for reference. The output from a recording session is 
a file that the designer can load into the 3D editor for sub-
sequent stress and placement analysis. 

#3 Computing the Stress Distribution Map 
In the 3D editor, the designer can now execute a custom 
plugin we wrote to import the interaction data (Figure 3).  

 
Figure 3. (a) Finger imprints and applied force, (b) re-

sulting stress distribution. 

Loading the interaction data applies the finger imprints and 
corresponding forces from the grasp to the 3D model auto-



matically (Figure 3a) and then executes a finite element 
analysis to determine the stress distribution (Figure 3b). 

#4 Placing Electronic Components 
Based on the generated stress distribution map our system 
recommends a location for placing the electronic compo-
nents by providing the 3D location of the most or least 
stress (Figure 1e), which allows the designer to make an 
informed decision about how to best integrate the part. 

TESTING OUR SYSTEM WITH A GROUP OF USERS  
We tested our workflow by recording data from 12 users 
recruited from our institution (1 female, age 22-44, mean: 
26.91). We asked them to perform gestures with three de-
formable devices: a mouse, a camera, and a smart watch. 
The study was conducted as within-subjects and partici-
pants were randomly assigned an order. We used the same 
setup as described in ‘Collecting Interaction Data’, i.e. the 
motion capture system on a table and users were wearing 
the pressure sensing glove (Figure 4).  

Our study contained the following tasks: (1) Camera: 
‘Squeeze the camera lens to zoom in the image. Zoom until 
the tree in the image is displayed full screen.’ (2) Smart-
Watch: ‘Squeeze the smart watch to adjust the volume of 
the music. Adjust the volume to 80%.’ (3) Mouse: ‘Squeeze 
the mouse to scroll the webpage. Scroll the webpage to the 
third headline.’  

We gave users 5 minutes to familiarize themselves with the 
devices and the pressure sensing glove, i.e. they were al-
lowed to perform test grasps on the deformable objects and 
to lift and tilt them to get a better feeling for the devices.  

For each device and gesture, we briefly demonstrated how 
to perform it. Afterwards, users performed 20 trials per ges-
ture. We started the recording using the ‘start’ button and 
stopped recording by pressing the ‘stop’ button of our re-
cording interface (Figure 2). The data collection for each 
user took 20 minutes or less. The recorded data included the 
motion data for each finger as well as the corresponding 
pressure values for each finger. 

 
Figure 4. Data collection.  

Figure 5 shows example stress distributions from the col-
lected user data for all devices and the suggested placement 
based on the aggregated data of all users: (a) For the de-
formable mouse, we asked the system to mark the area of 
least stress to best integrate a rigid button cell for energy 
supply without interfering with the user interaction. (b) For 

the smart watch, we asked the system to mark the area of 
largest stress to place a piezo-electric foil that harvests 
more energy when strongly deformed. (c) For the camera, 
we asked the system to mark the area of least stress facing 
outwards to optimally place a connector for data transfer of 
the camera images to a computer.   

 
Figure 5. Stress distribution and recommended place-
ment for (a) a button cell, (b) a piezo-electric foil, (c) a 

data-transfer connector.  

USE CASES  
We next describe two example use cases that place electric 
components based on the stress distribution results. While 
our approach applies to many different domains, such as 
placing sensors for more accurate user interaction tracking 
or laying out circuitry to avoid breakage, we focus on ener-
gy supply components as brief examples.   

Example #1: Energy-Harvesting (Largest Stress) 
In energy harvesting, the more a piezo-electric foil is de-
formed, the more energy can be harvested. To demonstrate 
that more energy can be harvested when the piezoelectric 
foil is placed according to specific gestures, we ran a simple 
experiment. We placed two piezoelectric foils inside the 
deformable mouse (one left-to-right, one front-to-back). We 
then performed two gestures as shown in Figure 6: (1) a 
front-to-back squeeze (as in Adaptive Mouse [20]), and 
(2) a side-to-side squeeze (as in Inflatable Mouse [11]). We 
collected the mean energy over 10 repetitions.  

 
Figure 6. (a) Side-to-side, (b) front-to-back. 

Our results show that when the piezoelectric foil is mounted 
orthogonal to the direction of the performed gesture, i.e., in 
the location of largest stress, it generates a larger amount of 
energy. For instance, the opposing side piezo + front-to-
back gesture generated 7 times more energy compared to 



the aligned front-to-back piezo + front-to-back gesture 
(1.0538 µJ vs. 0.1343 µJ). Conversely, the opposing front-
to-back piezo + side-to-side gesture generated over 3 times 
the amount of energy as the aligned side-to-side piezo + 
side-to-side gesture (0.6624 µJ vs. 0.1925 µJ). Thus, plac-
ing the piezo-electric foil according to the user interaction 
helped to increase energy supply.  

Example #2: Plug-and-Socket Connector (Least Stress) 
Connectors are sensitive to deformation since the plug and 
socket may delaminate and lose the electric connection. To 
demonstrate that placing connectors in the areas of least 
stress reduces delamination, we ran another experiment. 
First, we created a soft plug-and-socket connector (silicone, 
flexible copper tape contacts) to reduce the chance of 
breakage in general (Figure 7). Next, we measured how 
much the connector delaminates (changes in contact re-
sistance) by subjecting the connector to different bend radii.  

 
Figure 7. Deformable connector integrated into a de-

formable phone that folds along the long side. 

We found that for bend angles from -70º (bend away from 
connector) to 0 (no bending) to +20º (bend towards con-
nector) the contact resistant was approximately 60mΩ. For 
larger angles, however, the quality of the connection 
dropped quickly (+25º = 210 mΩ, +30º = 330 mΩ). Thus, 
placing the connector according to the gesture was im-
portant to maintain a good electric connection.   

IMPLEMENTATION 
Our recording interface is implemented in Unity3D using 
C#. To apply the interaction data to the 3D model of the 
device we implemented a SolidWorks plugin in Visual 
Basic. 

#1 Pressure Sensor Input 
To build the pressure glove, we bought a workshop glove 
and attached force resistive pressure sensors (Interlink Elec-
tronics FSR 400) to the finger tips. We connected the force 
sensors to an Arduino that we enclosed in a 3D printed box 
and attached to the upper arm of the user. The Arduino is 
connected to a computer that runs a python script to collect 
the pressure values. Each pressure sensor returns an analog 
value which we map to a pressure value according to the 
specification (see Figure 3 in [7]). We use the pressure val-
ues in two ways: (1) during data collection, the data is for-
warded to the application to provide users with visual feed-
back while performing the gesture (e.g., zooming the image 
in the deformable camera example). (2) When calculating 

the stress distribution, we use the pressure values to deter-
mine the amount of force each finger applied to the device. 

#2 OptiTrack Input 
To enable streaming with OptiTrack, we activated the 
Streaming Engine in the software Motive:Tracker. To re-
ceive the streamed data in Unity3D, we attached the 
OptitrackStreamingClient.cs script to one UI element. 
When we receive streamed data, we convert the marker 
coordinates from the OptiTrack coordinate system to the 
Unity3D coordinate system using a scaling factor. We then 
assign the values from each of the pressure sensors to the 
corresponding finger. To identify which marker represents 
which finger, we perform a calibration gesture (flat hand).  

#3 Generating the Specification File 
Our system automatically stores all finger locations and 
pressures values in a file, containing start location, end 
location, and pressure value for each finger.  

#4 Calculating the Stress Distribution Map 
Our SolidWorks plugin automatically reads the file and uses 
the start and end coordinates of each finger to generate a 
direction vector that approximates the finger movement. It 
then generates a representation of the finger imprint by (1) 
creating a plane perpendicular to the direction vector, 
(2) placing a circle on the plane, and (3) projecting the cir-
cle along the direction vector onto the model. This results in 
a finger imprint on the surface of the 3D model. We then 
apply the corresponding pressure value to each finger im-
print and run a finite element analysis. The result is a stress 
distribution map across the model for an individual user and 
an individual gesture.  

To average the data over multiple gestures or users, we au-
tomatically export all stress values into a .csv file using a 
Workflow Sensitive Sensor in SolidWorks. We then run a 
custom script that averages the data and associates each 
stress value with a 3D coordinate resulting in a 3D array, 
i.e. a representation of voxels with associated stress values.  

#5 Suggesting Locations for Energy Components 
Our plugin then finds the combination of voxels with either 
least or most stress. It also checks for the size and orienta-
tion of the electronic component to fit them into the voxel 
grid. For this, our system contains a library of components 
including their length, width and height. If multiple regions 
are subject to the same amount of stress, we ask the design-
er for input. 

#6 Material Properties for the Virtual Material 
To represent the material properties of the silicone used for 
our devices, we created a custom virtual material in Solid-
Works (i.e., we consulted the material specification sheet of 
the silicone we used, Ecoflex 00-30 [4], and then transferred 
core characteristics, such as the shore hardness and the ten-
sile strength to the properties of the virtual material). We 
assign the material automatically to the 3D model before 
computing the stress distribution.  



DISCUSSION 
While our workflow provides a first starting point to ex-
plore prototyping tools to integrate electronic components 
with deformable devices, we will use this section to high-
light a few alternatives and directions for future work. 

Motion Capture vs. Hand Simulation: While we collect 
gesture data from users interacting with the physical proto-
type of the device, interaction data can be generated 
through many different means. For instance, a rigged digital 
hand model can be used to generate different interaction 
patterns. We decided to use motion capture since it captures 
the diversity of interaction patterns among different users.  

Leveraging Interaction Data for other Design Choices: 
While we use interaction data to place electronic compo-
nents, interaction data from deformable devices can be used 
in many additional realms. For instance, one could harvest 
interaction data to generate soft compliant mechanisms that 
activate when specific gestures are being performed. 

Aggregated vs. Individual Fit: Since the grasp pattern of 
each user is different, aggregated data can only provide an 
approximate fit. However, with advances in personal fabri-
cation, we envision a future in which users will obtain per-
sonalized devices that are optimized specifically for them. 

CONCLUSION 
In this paper, we demonstrated how to leverage gesture data 
representing how a user is interacting with a deformable 
device to optimize the placement of electronic components 
during the design process. We demonstrated how our de-
sign tool collects interaction data from users, processes the 
data to generate a stress distribution map, and finally rec-
ommends a position for placing the electronic components 
based on locations of least or largest stress. For future work, 
we plan to extend our algorithm to also include the layout 
of wires inside the device. In addition, we will extend our 
work towards additional use cases in sensing and actuation. 
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