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haptics technology:

» creates a sense of touch
» greek word haptesthai = to contact / to touch



what sensations
can you feel when you touch something?

<30 sec brainstorming>
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haptic phone actually built

[Hemmert, Intimate Mobiles "10]



Intimate Mobiles: Grasping, Kissing and Whispering as a
Means of Telecommunication in Mobile Phones
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ABSTRACT

In this paper, we explore how direct physical cues of
interpersonal nearness can be achieved in mobile phones.
Exemplarily, we present three novel means of
communication for mobile phones: grasping, kissing and
whispering. Reviewing the related work , we pointto a
rescarch gap in direct physical near-body actuation in
mobile telecommunication. To assess this gap, we present
three prototypes that implement the proposed novel means
of communication. We present initial user comments on the
prototypes, which point to acceptance issues. We conclude

in a set of research questions for future explorations in this
field.

Author Keywords
Mobile phone, grasping, kissing, whispering, intimacy.

ACM Classification Keywords
HS5.m. Information interfaces and presentation:
Miscellaneous.

General Terms
Design, Human Factors

INTRODUCTION

Conceptualizing the past decades * changes in the ways in
which we interact with computers, Dourish proposes
Embodied Interaction [6] as the new paradigm: it combines
Tangible Computing and Social Computing. The social and
the tangible, both taken to their extremes, can lead to the
intimate. A substantial body of research about the
psychology of intimacy exists, including research that
investigates different levels of proximity and a theory of an
‘intimacy equilibrium’ [2], variations between individuals
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Figure 1: Grasping prototype, grasping telecommunication
through pressure sensing and tightness actuation.

a scale forthe ‘need for touch’  [12]. Its role in HCI ,
however, may not have been fully explored yet.

In their current form, mobile phones rely primarily on text,
speech, and video communication. This may suit
information exchange, but may lack the capacity to give
users a feeling of physical proximity.

The question that this project seeks to answer is how mobile
communication devices could provide users with  direct
physical cues of interpersonal nearness , in order to
stimulate a discussion on how we want to communicate in
the future.

BACKGROUND

Intimate interaction and physical telepresence are emerging
fields of research. On the theoretical side, research includes
Paulos et al.’s work on personal tele -embodiment [13] and
Tollmar and Persson’s analysis of remote presen  ce [16],
Vetere et al.’s proposals of me diated intimacy [17], and ~
most recently, Hassenzahl et al.’s work on technology for
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potentiometer sense the position
motors determine movement force

three-dimensional haptic feedback
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- made machine communication
tactile device, you can ‘feel’ a three-
dimensional object which exists
only in the memory of the com
puter.

A three - dimensional tactile
(touch) device was built using
potentiometers to sense the posi-
tion of the device. Two-phase in-
duction motors were used to con- 0
trol the force between the user’s T
hand and the device. Suitable /
FORTRAN - compatible software * ¢
was written for controlling the mo-
tors in this tactile device. Other
programs were written to simulate
objects and surfaces and also to
position the tactile device at a
specified point,

Results thus far suggest that tac-
tile man-machine communication is
useful for “depicting” surfaces and
objects which would be virtually
impossible to  display visually.
"l".“.'--i Man-machine tactile communica-

tion also has potential as a prac

tical scheme for computer “graph-

ics” for the blind. In addition, the
I."ll! non-blind have here a possible
scheme for a better and totally dif-

ferent “feel” for computer graphics.

By A. MICHAEL NOLL

Bell Telephone Laboratories, Inc.
Murray Hill, New Jersey

three-dimensional haptic feedback
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... State of the art commercial devices
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... State of the art commercial devices
($500 - $1500)




watch with tactile feedback for short messages



"It taps you on the wrist” [Apple watch 2015]




generating ‘true’ haptics is still difficult. ..




types of haptics
(1) force feedback

(2) tactile teedback

(vibration, sound, air, lasers)



#1
force feedback



virtual wall
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solution 1:
push with hand
against mounted base



[Falcon]

-
\
N
~
T B

.//
— . ‘
o —
| -
=
L ‘ .rA

_-,‘..._\.M /" <> “

\&

-

-
[PHANToM, senseable]

¢ B

... State of the art commercial devices

($500 - $1500)



= —1

=

IO Positon JA00000
S L S L1

3

pue uaneualn O
uoIIS o4

Position
Orientation and

~

| |

| |
graphic dispaly at site e
(|

(7

|

| |
graphic dispaly at site 2

Haptic Device
PHANT oM

Haptic Device
PHANT oM

Participant 1 Participant 2

2001 Tele-Handshake with Phantom device



Tele-Handshake: A Cooperative Shared Haptic Virtual Environment

M. Osama ALHALABI

Susumu HORIGUCHI

Graduate School of information science
Japan Advanced Institute of Science and Technology
Tatsunokuchi, Ishikawa 923-1211, Japan
Email: {ohalabi, hori}@jaist.ac.jp

Abstract

A cooperative shared haptic virtual environment,
where the wusers can kinesthetically interact and
simultaneously feel each other, is beneficial for many VR
simulations. We have implemented a tele-handshake
system that enables the participants to shake hands over
a network and feel each other’s pushing concurrently. A
client-server architecture has been used with a specific
implementation to meet the requirements of the haptic
device. The users were able to feel each other
simultaneously and shake their hands in an intuitive way.
An objective evaluation based on force feedback was
conducted. The results showed that the force feeling
induced at the remote site was very close to that felt at
the remote site. Also, a subjective evaluation based on a
rating questionnaire is described. The results prove that
the feeling was instant without any perceptible delay.

1. Introduction

The ability to feel objects in a shared virtual
environment simultancously can markedly enhance the
cffectivencss of many VR applications. Haptic
cooperative virtual environments, where the users can
simultancously manipulate and haptically feel the same
object, is potentially beneficial and in some cases could
be indispensable. It could be useful for training as in, for
example, virtual surgical simulators where the team
performs on the same real patient; all the other members
perceive cach team member interaction with the patient
dircctly, when dealing with the patient’s tissue, or
indircctly because of the collisions in the limited
workspace.  Virtual surgical simulators  offer the
possibility of training surgeons without risking casualties
(1] [2] [3]. However, the interaction feeling and its efTect
should be provided to make sure that the perceptual
expericnce in the virtual world corresponds to that in the
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environment is in entertainment, which would allow the
participants to kinesthetically interact with cach other.
This adds a new dimension of enjoyment and brings us
one step closer to more realistic interactivity. Morcover,
there will be a great benefit from such kinesthetic
interaction in some sports training systems, especially the
kind of multi-players sports that include direct contact
between the players such as boxing, sumo wrestling, and
football. The resulting virtual training systern has the
potential to be more realistic and efficient. In addition,
there are many advantages of multi-hand manipulation
that can be realized from daily life. More precise
manipulation can be achieved using both hands [4). Also,
the manipulation with both hands is more efficient than
onc hand as has been mentioned by some ergonomic
studies [5].

Buttolo et al. [6] proposed an architecture for shared
haptic virtual environments where they pointed out the
difference between collaborative and cooperative virtual
environments. The collaborative environment is a sharing
environment, in  which the users take turns in
manipulating the virtual object. Meanwhile, the
cooperative environment is an interacting one, in which
the users can simultancously modify the same virtual
object. According to these definitions most of the
cooperative haptic environments that have been proposed
in the last few years fall under the banner of collaborative
haptic environments, as all of them cannot support
simultancous  kinesthetic  interaction  between  the
participants. Takemura and Kishino [7] have built a
cooperative environment using a virtual workspace by
combining a head tracking display and a data glove.
However, the users are not allowed to simultancously
alter the status of the virtual world. In other words, they
cannot grasp the same object and manipulate it at the
same time. They used what they called mutual exclusion
to avoid simultancous manipulation of the same object. In
the shared virtual environment proposed by Buttolo ct al.
[8], one user at time, the active operator, is allowed to
modify and feel the force from the environment.



lots of new hardware
being developed right now



mounted touch screen base
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TouchMover: Actuated 3D Touchscreen with Haptic
Feedback

Mike Sinclair
sinclair@microsoft.com

Michel Pahud
mpahud@microsoft.com

Hrvoje Benko
benko@microsoft.com

Microsoft Research, One Microsoft Way, Redmond, WA 98052

ABSTRACT

This paper presents the design and development of a novel
visual+haptic device that co-locates 3D sterco visualization,
direct touch and touch force sensing with a robotically
actuated display. Our actuated immersive 3D display, called
TouchMover, is capable of providing 1D movement (up to
36cm) and force feedback (up to 230N) in a single
dimension, perpendicular to the screen plane. In addition to
describing the details of our design, we showcase how
TouchMover allows the user to: 1) interact with 3D objects
by pushing them on the screen with realistic force feedback,
2) touch and feel the contour of a 3D object, 3) explore and
annotate volumetric medical images (e.g., MRI brain scans)
and 4) cxperience different activation forces and stiffness
when interacting with common 2D on-screen elements (e.g.,
buttons). We also contribute the results of an experiment
which demonstrates the effectiveness of the haptic output of
our device. Our results show that people are capable of
disambiguating between 10 different 3D shapes with the
same 2D footprint by touching alone and without any visual
feedback (85% recognition rate, 12 participants).

Author Keywords
3D touchscreen, haptics, physics simulation, force feedback.

ACM Classification Keywords
H.5.2 [Information interfaces and presentation]: User
Interfaces - Graphical user interfaces; Input devices and
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Figure 1. TouchMover co-locates immersive 3D stereo
visualization, direct touch and touch force sensing with a
robotically actuated display.

either have the haptic feedback mechanism co-located with
the display, but are incapable of rendering large forces or
displacement necessary for simulating resistance and
collision with objects [3,12,15,23]. Alternatively, others can
render medium forces, but those are perceived through an
actuated proxy device (e.g., stylus, thimble) whose tip is
sensed and actuated in up to three dimensions [10,11,21].
Such proxy-based solutions make it difficult to interact in a
frechand manner typical of touchscreen interactions. The
PHANToM’s [21] maximum sustainable force is 6.4N,
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the base can also be handheld...



NormalTouch and TextureTouch
Hignh-Tigelity 3D Haptic Shape Rendering on Virtual Reality Contre

miniaturizing the base




Stewart platform

From Wikipedia, the free encyclopedia

A Gough-Stewart platform is a type of parallel robot that has six prismatic actuators, commonly hydraulic jacks or electric
actuators, attached in pairs to three positions on the platform's baseplate, crossing over to three mounting points on a top
plate. Devices placed on the top plate can be moved in the six degrees of freedom in which it is possible for a freely-
suspended body to move. These are the three linear movements x, y, z (lateral, longitudinal and vertical), and the three
rotations pitch, roll, & yaw. The terms "six-axis" or "6-DoF" (Degrees of Freedom) platform are also used, also "synergistic"
(see below).

Contents [hide]
1 Name of the device
1.1 Designed by Gough and Stewart
1.2 Synergistic
1.3 Hexapod
2 Applications
2.1 Flight simulation
2.2 RoboCrane

2.3 LIDS
2 4 CARFN

based on a stewart platform




NormalTouch and TextureTouch: High-fidelity 3D Haptic
Shape Rendering on Handheld Virtual Reality Controllers

Hrvoje Benko, Christian Holz, Mike Sinclair, Eyal Ofek
Microsoft Research, Redmond, WA, USA

{benko, cholz, sinclair, eyalofek } @microsoft.com

Figure 1: (a) Our 3D haptic shape controllers allow the Virtual Reality user to touch and feel what they would other-
wise only see. (b) Our controllers enable users to explore virtual 3D objects with their finger. (¢) NormalTouch renders
the surface height and orientation using a tiltable and height-adjustable platform. (d) TextureTouch renders the
detailed surface texture of virtual objects using a 4x4 pin array, which users experience on their finger pad.

ABSTRACT

We present an investigation of mechanically-actuated hand-
held controllers that render the shape of virtual objects
through physical shape displacement, enabling users to feel
3D surfaces, textures, and forces that match the visual ren-
dering. We demonstrate two such controllers, NormalTouch
and TextureTouch. Both controllers are tracked with 6 DOF
and produce spatially-registered haptic feedback to a user’s
finger. NormalTouch haptically renders object surfaces and
provides force feedback using a tiltable and extrudable plat-
form. TextureTouch renders the shape of virtual objects in-
cluding detailed surface structure through a 4x4 matrix of
actuated pins. By moving our controllers around in space
while keeping their finger on the actuated platform, users ob-
tain the impression of a much larger 3D shape by cognitively
integrating output sensations over time. Our evaluation com-
pares the cffectiveness of our controllers with the two de-
facto standards in Virtual Reality controllers: device vibra-
tion and visual feedback only. We find that haptic feedback
significantly increases the accuracy of VR interaction, most

1 1 1 4.0 _4 ™~ 9 _9°, 1 .

Author Keywords
Haptics; Controller Design; Tactile Display; Virtual Reality.

ACM Classification Keywords

H.5.1 [Information Interfaces and Presentation]: Multimedia
Information Systems-Artificial, Augmented, and Virtual Re-
alities; H.5.2 [User Interfaces]: Haptic I/O.

INTRODUCTION

The capabilities of current devices to render meaningful hap-
tics lag far behind their abilities to render highly realistic vis-
ual or audio content. In fact, the de-facto standard of haptic
output on commodity devices is vibrotactile feedback (e.g.,
built into mobile devices and game controllers). While ubig-
uitous and small, these vibrotactile actuators produce haptic
sensations by varying the duration and intensity of vibra-
tions. This makes them well suited for user-interface notifi-
cations, but fairly limited in conveying a sense of shape,
force, or surface structure.

In Virtual Reality (VR), higher fidelity haptic rendering be-
yond vibrotactile feedback has been extensively explored
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Visuo-Haptic lllusions for Improving the Perceived
Performance of Shape Displays

Parastoo Abtahi
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Figure 1. The user wearing a head-mounted display sees a small hemisphere. The tactile feedback is provided with a shape display. Instead of rendering
the small hemisphere (top), the shape display renders a larger hemisphere with higher resolution (bottom) that is mapped to the virtual shape by

altering the user’'s perception of scale and redirecting the finger.

ABSTRACT

In this work, we utilize visuo-haptic illusions to improve the
perceived performance of encountered-type haptic devices,
specifically shape displays, in virtual reality. Shape displays
are matrices of actuated pins that travel vertically to render
physical shapes; however, they have limitations such as low
resolution, small display size, and low pin speed. To address
these limitations, we employ illusions such as redirection,
scaling, and retargeting that take advantage of the visual domi-
nance cffect, the idea that vision often dominates when senses
conflict. Our evaluation of these techniques suggests that redi-
recting sloped lines with angles less than 40° onto a horizontal
line is an effective technique for increasing the perceived res-
olution of the display. Scaling up the virtual object onto the
shape display by a factor less than 1.8x can also increase
the perceived resolution. Finally, using vertical redirection a
perceived 3x speed increase can be achieved.

Author Keywords
Virtual Reality; Haptics; lllusion; Perception; Shape Displays.

ACM Classification Keywords
H.5.1 |Information Interfaces and Presentation): Multimedia
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INTRODUCTION

Recent advances in technology have brought Virtual Reality
(VR) closer to a visually immersive experience. Haptic feed-
back technology, however, has not yet reached this level of real-
1Sm, as users are unable to touch and manipulate virtual objects
the same way they interact with real ones. Encountered-type
haptic devices, such as shape displays, aim towards bridging
this gap by providing a physical object to the user, as opposed
to creating the sensation of force or tactile feedback. The
advantage of encountered-type haptics over other solutions
(externally grounded [34), wearable [9, 40], handheld [7], and
mid-air [44, 37]) is that they do not require the user to wear
a device or hold a controller. Morcover, they allow haptic
exploration of virtual objects not only through a single point
or finger tip, but with the entire hand.

Shape displays are matrices of actuated pins that travel verti-
cally and can be used as an encountered-type haptic solution
in VR, by rendering various 2.5D geometries [31]. However,
the current size and cost of linear actuators and shape display
hardware poses some limitations on their use as a haptic device
[12]. These limitations include:



... Or wearable...



>

wearable shape display
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for 2.5D Interaction on Smartwatches
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Figure 1. RetroShape aims to extend the visual scene to 2.5D physical space by a deformable display on its rear surface. Our
RetroShape prototype equips 4x4 taxels, which can simulate (a) a bouncing ball on an elastic surface, (b) ball rolling, or (¢) multiple

strikes on the ground.

ABSTRACT

The small screen size of a smartwatch limits user experience
when watching or interacting with media. We propose a
supplementary tactile feedback system to enhance the user
experience with a method unique to the smartwatch form
factor. Our system has a deformable surface on the back of
the watch face, allowing the visual scene on screen to extend
into 2.5D physical space. This allows the user to watch and
feel virtual objects, such as experiencing a ball bouncing
against the wrist. We devised two controlled experiments to
analyze the influence of tactile display resolution on the
illusion of virtual object presence. Our first study revealed
that on average, a taxel can render virtual objects between
70% and 138% of its own size without shattering the illusion.
From the second study, we found visual and haptic feedback
can be separated by 4.5mm to 16.2mm for the tested taxels.
Based on the results, we developed a prototype (called
RetroShape) with 4x4 10mm taxels using micro servo motors,
and demonstrated its unigue capability through a set of

Author Keywords
Mobile haptics; Shape-changing display; Taxel; Smartwatch

ACM Classification Keywords
H.5.2. [Information interfaces and presentation]: User
Interfaces — Haptic I'O

INTRODUCTION

Smartwatches provide quick access to short-time
entertainment applications, especially when users are on-the-
move, e.g. in a bus or train. However, user experience in such
applications is limited due to the small screen area and
limited input and output options. While smartwatch visual
and auditory technologies have improved substantially, the
potential of smartwatch-enabled haptics in video and game
applications remains to be exploited.

We leverage the user’s skin under the watch face for sensing
haptic output with collocated visual content. Our approach
enhances the viewing experience on a smartwatch using a
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more than just one spit vibrating!

[SkinDrag Displays 2015]



Tactile Notifications for Phones & Wearables
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Skin Drag Displays: Dragging a Physical Tactor
across the User’s Skin Produces a
Stronger Tactile Stimulus than Vibrotactile
Alexandra Ion', Edward Wang?, Patrick Baudisch'

'Hasso Plattner Institute,
Potsdam, Germany
{firstname.lastname} @hpi.de

ABSTRACT

We propose a new type of tactile displays that drag a physi-
cal tactor across the skin in 2D. We call this skin drag. We
demonstrate how this allows us to communicate geometric
shapes or characters to users. The main benefit of our ap-
proach is that it simultancously produces two types of stim-
uli, i.e., (1) it moves a tactile stimulus across skin locations
and (2) it stretches the user’s skin. Skin drag thereby com-
bines the essential stimuli produced by vibrotactile and skin
stretch. In our study, skin drag allowed participants to rec-
ognize tactile shapes significantly better than a vibrotactile
array of comparable size. We present two arm-worn proto-
type devices that implement our concept.

Author Keywords
Haptics; wearable; hands-free; eyes-free.

ACM Classification Keywords
H.5.2. [Information interfaces and presentation]: User In-
terfaces - Haptic 1/O

INTRODUCTION

Tactile devices that are in continuous physical contact with
the wearer’s skin allow sending simple messages to the user.
Devices based on a single vibrotactile actuator [2,7,10], for
example, allow pulsing “Morse-like” messages [11].

In nrr‘nr £ QII!‘\\U cnnrﬁnn ™MINTD nvnn\cc;vn QI\A mpmnml'\ln

?Electrical Engineering/Ubiquitous Computing,
University of Washington, Seattle, WA, USA
¢jaywang@uw.edu

cues, i.e., north, south, east, west. The resulting skin stretch
triggers the skin’s directional sensitivity [9].

Figure 1: SKin drag displays drag a tactor over the wearer’s
skin in order to communicate a spatial message, (a) e.g. write
a ‘C’ on the user’s arm. (b) Our self-contained prototype.

Unfortunately, both approaches are limited since they excite
only a subset of tactile receptors. Vibrotactile reaches only
fast adapting receptors (Pacinian corpuscles, PC) on a usu-
ally larger area, while skin stretch reaches slowly adapting
receptors (SA1 and SA2 afferents), however on a small area.

In this paper, we propose combining the benefits of both ap-



the base can also be flying...
(ungrounded force feedback)
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HapticDrone - An Encountered-Type Kinesthetic Haptic
Interface with Controllable Force Feedback: Initial Example
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ABSTRACT

We present HapticDrone, a concept to generate controllable
and comparable force feedback for direct haptic interaction
with a drone. As a proof-of-concept study this paper focuses
on creating haptic feedback only in 1D direction. To this end,
an encountered-type, safe and un-tethered haptic display is
implemented. An overview of the system and details on how
to control the force output of drones is provided. Our current
prototype generates forces up to 1.53 N upwards and 2.97
N downwards. This concept serves as a first step towards
introducing drones as mainstream haptic devices.

ACM Classification Keywords
H.5.2 [User Interfaces): Haptic /O

Author Keywords
Haptics: Virtual Reality; Kinesthetic; Encountered; Drone

INTRODUCTION

Haptic interfaces allow people to perceive virtual objects
through kinesthetic and tactile cues. Generally, haptic devices
are classified into either grounded or ungrounded category
based on the grounding of the feedback forces. Haptic in-
terfaces that use the ground or carth as a counterpart of the
action-reaction principle [6] are considered “grounded™. The
workspace of these devices is limited to their grounding lo-
cation. On the other hand, ungrounded haptic interfaces are
commonly attached to the user’s body, exploiting a body part
as a reaction support [1]. In this case, they remain in per-
petual contact with the user and only “relative-force™ among
body parts can be generated. Encountered type devices are a
subset of haptic devices that come in both the grounded and
ungrounded format [8]. They follow the user’s movement and
only engage contact when a virtual object is touched. Recently
a new wave of grounded devices providing midair haptic feed-
back are being introduced. They use ultrasonic waves [2]

{2) The user experiencing stiff-(b) The user experiences weight
ness of a virual object, the force sensation by grasping the handle,
is rendered in the upward direc- the force is applied in the down-
tion, ward direction.
Figure 1. The example applications arc implemented using the control-
Lable 1D force feedback from the HapticDrone.

or air [7] to create mid-air haptic displays. These devices
generate small amounts of foree for tactile stimulation.

Drones have recently been introduced into encountered type
haptics to overcome the challenges of classical haptic devices.
They are capable of generating considerable force in all direc-
tions of movement. Thus can constitute a haptic device with
multiple degrees of freedom. Research in the arca was started
by BitDrones [4], where the user experiences basic touch feed-
back and interacts with flying “catoms”. Kenierim et al. [5)
also demonstrated tactile feedback utilizing the impact force
of small drones. In [9], Yamaguchi et al. used a drone as an
encountered-type haptic device, A flexible sheet of paper was
attached to the drone’s side, which becomes stiffer due to air
flow from the rotors. A user touches the sheet using a stick
to feel the force. The main limitations are that the rendered
force cannot be accurately controlled and the maximum foree
is very low (0.118 N) since the rotor’s airflow is a fraction of
the drone’s capabilities.
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Figure 1. (a) Thor's Hammer held in a user's hand and (b) a close-up of the hammer. (¢) The design of Thor's Hammer enables
six motors and propellers to create 3-DOF force feedback of up to 4 N without grounding.

ABSTRACT

We present a new handheld haptic device, Thor's Hammer,
which uses propeller propulsion to generate ungrounded, 3-
DOF force feedback. Thor's Hammer has six motors and
propellers that generates strong thrusts of air without the
nced for physical grounding or heavy air compressors. With
its location and orientation tracked by an optimal tracking
system, the system can exert forces in arbitrary directions
regardless of the device's orientation. Our technical
evaluation shows that Thor’s Hammer can apply up to 4 N
of force in arbitrary directions with less than 0.11 N and 3.9°
of average magnitude and orientation errors. We also present
virtual reality applications that can benefit from the force
fcedback provided by Thor’'s Hammer. Using these
applications, we conducted a preliminary user study and
participants felt the experience more realistic and immersive
with the force feedback.

Author Keywords

Haptic feedback; ungrounded force feedback; virtual reality;
propeller-based feedback.

ACM Classification Keywords
H.5.2. [User Interfaces]: Haptic 1O,
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INTRODUCTION

Virtual reality (VR) allows users to engage with compelling
experiences in ways that are otherwise not possible.
Advances in  graphical processing, displays, IMU
integration, and other technologies have cnabled highly
compelling visual and audio experiences in commodity
hardware, even on mobile devices. Despite these recent
improvements in visual and auditory output, haptic feedback
has yet to see the same degree of adoption. While some VR
technologies use vibrotactile actuators to induce tactile
haptic feedback, these technologies fail to clicit the
experience of continuous force, such as fecling an object’s
weight or an otherwise tugging of the hand. This feeling of
the continuous force is sensed through a Kinesthetic
sensation, and the classes of haptic devices that can simulate
continuous forces are generally referred to as force feedback
or kinesthetic haptic devices.

While there has been extensive research on developing force
feedback devices, enabling force feedback in immersive VR
environments is still challenging. This is because most force
feedback devices require grounding, iLe., they need to be
attached to a heavy object or otherwise fixed in place in order
to be able to produce the forces needed and withstand
reciprocal kickback [18,37,42,43]. Approaches to grounded
force feedback include the use of mechanical joints
[5,9,12,42,43], wires that are pulled [3,18], air jet actuators
[30,31,34] or clectromagnets [35,37]. While such methods
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GridDrones: A Self-Levitating Physical Voxel Lattice for
Interactive 3D Surface Deformations

Sean Braley, Calvin Rubens, Timothy Merritt' and Roel Vertegaal

Human Media Lab
Queen’s University
Kingston, Ontario, Canada

ABSTRACT

We present GridDrones, a self-levitating  programmable
matter platform that can be used for representing 2.5D voxel
grid relicf maps capable of rendering unsupported structures
and 3D transformations. GridDrones consists of cube-shaped
nanocopters that can be placed in a volumetric 1xnxn mid-
air grid, which is demonstrated here with 15 voxels. The
number of voxels and scale is only limited by the size of the
room and budget. Grid deformations can be applied
interactively to this voxel lattice by manually sclecting a set
of wvoxcls, then assigning a continuous topological
relationship between voxel sets that determines how voxels
move in relation to cach other and manually drawing out
selected voxels from the lattice structure. Using this simple
technique, it is possible to create unsupported structures that
can be translated and oriented freely in 3D. Shape
transformations can also be recorded to allow for simple
physical shape morphing animations. This work extends
previous work on sclection and editing techniques for 3D
user interfaces.

Author Keywords
Organic User Interfaces; Claytronics; Radical Atoms;
Programmable Matter; Swarm User Interfaces.

INTRODUCTION

The creation of bi-directional tangible interfaces has been an
enduring rescarch goal [18). Sutherland [41] envisioned
carly on that the ultimate form of Virtual Reality (VR) would
entail the rendering of physical matter in licu of virtual
pixels. There are two main rcasons for this: 1) Physical
matter provides haptic feedback that is difficult to simulate
in VR; and 2) to achicve symmetry between the ability for
physical objects to control software, and software to control
physical representations [19). Tofloli and Margolus [42)
coined the term “programmable matter”, refining the concept
to pertain to massively parallel arrays of physical cellular

Permisson to make digital or hard copies of all or part of this work for
personal or classroom use 1s granted without fee provided that copies are
not made or distnibuted for profit or commercial advantage ar.d that copices
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Figure 1. GridDrones system with an array of self-levitating
physical voxels represented by small quadcopters.

automata capable of rendering 3D geometric shapes that,
someday, would be of sufficient resolution to be
indistinguishable from actual physical objects. The cflort
towards interactive programmable matler is continuing
today, within user interface paradigms such as Claytronics
[12), Organic User Interfaces |32,43), and Radical Atoms
[19] and studied in related fields such as reconfigurable [25],
modular [24,34] and swarm robotics [14,36]. These
interfaces are capable of representing physical 3D objects via
synchronous movement of large quantitics of miniature
robots dubbed Catoms (Claytronic Atoms) [23]. However,
onc of the problems with existing programmable matter
prototypes is that it is challenging to position Catoms in 3D,
especially in the vertical (z) dimension [13,35). This is
because Catomns need to overcome gravity in order to move
in the vertical dimension, and because structures need to
always remain structurally stable under gravity dunng
deformation. Indeed, when we examine prior work in
nraorammahle matter nrmtadtvnee caiich ace Kilnhate 181 e
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Mutual Human Actuation
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Figure 1: (a) This user, alone in his virtual world, is trying to pull a huge creature out of the water. He feels how the crea-
ture is struggling and pulling on his fishing rod. (b) At the same time, this other user, also alone in her virtual world, is
struggling to control her Kite during a heavy storm, which is whipping her kite through the air. (¢) While users’ experi-

ences of force might suggest the presence of a force feedback machine, Mutual Turk achieves force feedback instead
using shared props that transmit forces berween users. The system orchestrates users so as to actuate their prop at just the
right moment and with just the right force to produce the correct experience for the other user.

ABSTRACT

Human actuation is the idea of using people to provide large-
scale force feedback to users. The Haptic Turk system, for
example, used four human actuators to lift and push a virtual
reality user; TurkDeck used ten human actuators to place and
animate props for a single user. While the experience of
human actuators was decent, it was still inferior to the expe-
rience these people could have had, had they participated as
a user. In this paper, we address this issue by making every-
one a user. We introduce mutual human actuation, a version
of human actuation that works without dedicated human
actuators. The key idea is to run pairs of users at the same
time and have them provide human actuation to each other.
Our system, Mutual Turk, achieves this by (1) offering
shared props through which users can exchange forces while
obscuring the fact that there is a human on the other side, and
(2) synchronizing the two users’ timelines such that their
way of manipulating the shared props is consistent across
both virtual worlds. We demonstrate mutual human actuation

Author Keywords
Virtual reality; haptics; immersion; Haptic Turk.

ACM Classification Keywords
HS5.2 [Information interfaces and presentation]: User Inter-
faces. - Graphical user interfaces.

INTRODUCTION

Many researchers argue that the next step in virtual reality is
to allow users to not only see and hear, but also feel virtual
worlds [8]. Researchers initially explored the use of mechan-
ical machinery for that purpose, such as exoskeletons [1] or
passive [13,19], robotically actuated [11] props.

Unfortunately, the size and weight of such mechanical
equipment tends to be proportional to what they actuate,
often constraining such equipment to arcades and lab envi-
ronments.

Researchers therefore proposed creating similar effects by
replacing the mechanical actuators with human actuators.
Haptic Turk. for example. uses four such human actuators to
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ABSTRACT

Motion platforms are used to increase the realism of virtual
interaction. Unfortunately, their size and weight is propor-
tional to the size of what they actuate. We present haptic
turk, a different approach to motion platforms that is light
and mobile. The key idea is to replace motors and mechan-
ical components with humans. All haptic turk setups con-
sist of a player who is supported by one or more human-
actuators. The player enjoys an interactive experience,
such as a flight simulation. The motion in the player’s ex-
perience is generated by the actuators who manually lift, tilt,
and push the player's limbs or torso. To get the timing and
force right, timed motion instructions in a format familiar
from rhythm games arc displayed on actuators’ mobile
devices, which they attach to the player’s body. We
demonstrate a range of installations based on mobile
phones, projectors, and head-mounted displays. In our user
study, participants rated not only the experience as player
as enjoyable (6.1/7), but also the experience as an actuator
(4.4/7). The approach of leveraging humans allows us to
deploy our approach anytime anywhere, as we demonstrate
by deploying at an art festival in the Nevada desert.

Author Keywords
Haptics; force-feedback; motion platform; immersion.
ACM Classification Keywords

HS5.2 [Information interfaces and presentation]: User Inter-
faces. - Graphical user interfaces.

INTRODUCTION
For a long time, the key to immersion in interactive experi-
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railing. Such events have been simulated using motion
platforms [27]. Motion platforms are able to move one or
more users around and have been used to add realism to
flight simulators [22] and theme park rides.

Unfortunately, the size and weight of motion platforms
tends to be proportional to what they actuate. As a result,
motion platforms not only tend to be prohibitively expen-
sive, but also large and heavy and thus stationary, limiting
their use to arcades and lab environments.

four actuators

actuators' iPods
display motion
instructions

Figure 1: Haptic turk allows producing motion experiences
anywhere anytime. Here, the suspended player is enjoying an
immersive hang gliding game. The four actuators create just

the right physical motion to fill in the player’s experience.

In this paper, we present haptic turk, a software platform
that allows experiencing motion anywhere there is people.
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The Haptic Hand: Providing User Interface Feedback with the Non-Dominant
Hand in Virtual Environments

Luv Kohli

Mary Whitton

Department of Computer Science
The University of North Carolina at Chapel Hill

Figure I - A user interacts with a virtual interface panel by touching his non-dominant hand.

Abstract
We present a user interface for virtual environments
that utilizes the non-dominant hand to provide haptic
feedback to the dominant hand while it interacts with
widgets on a virtual control panel. We believe this
technique improves on existing prop-based methods of
providing haptic feedback. To gauge the interface’s
effectiveness, we performed a usability study. We do
not present a formal comparison with prior techniques
here. The goal of this study was to determine the
feasibility of using the non-dominant hand for haptic

Lo a0 o s e d 200 b a8 Ll i cemml e,

user’s sense of presence—the user’s feeling that she is
actually in the VE—as well as the user’s spatial
memory of the VE [10].

Haptic feedback is especially important for fine
manipulation of real objects. Without the sense of
touch, it is difficult to interact precisely with objects in
VEs because there is nothing to steady the user’s hands
[13].

Guiard studied the distribution of work between the
dominant and the non-dominant hands and classified
tasks as wnimanual (e.g., one-handed throwing),
bimanual symmetric (identical actions performed by
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Imaginary Phone: Learning Imaginary Interfaces by
Transferring Spatial Memory from a Familiar Device

Sean Gustafson, Christian Holz and Patrick Baudisch
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ABSTRACT

We propose a method for learning how to use an imaginary
interface (i.c., a spatial non-visual interface) that we call
“transfer leaming”. By using a physical device (e.g. an
iPhone) a user inadvertently learns the interface and can
then transfer that knowledge to an imaginary interface. We
illustrate this concept with our /maginary Phone prototype.
With it users interact by mimicking the use of a physical
iPhone by tapping and sliding on their empty non-dominant
hand without visual feedback. Pointing on the hand is
tracked using a depth camera and touch events are sent
wirelessly to an actual iPhone, where they invoke the corre-
sponding actions. Our prototype allows the user to perform
everyday task such as picking up a phone call or launching
the timer app and setting an alarm. Imaginary Phone there-
by serves as a shortcut that frees users from the necessity of
retrieving the actual physical device.

We present two user studies that validate the three assump-
tions underlying the transfer learning method. (1) Users
build up spatial memory automatically while using a physi-
cal device: participants knew the correct location of 68% of
their own iPhone home screen apps by heart. (2) Spatial
memory transfers from a physical to an imaginary inter-
face: participants recalled 61% of their home screen apps
when recalling app location on the palm of their hand.
(3) Palm interaction is precise enough to operate a typical

Figure 1: This user operates his mobile phone in his
pocket by mimicking the interaction on the palm of
his non-dominant hand. The palm becomes an /m-
aginary Phone that can be used in place of the ac-
tual phone. The interaction is tracked and sent to
the actual physical device where it triggers the cor-
responding function. The user thus leverages spa-
tial memory built up while using the screen device.
We call this transfer learning.

INTRODUCTION
Imaginary interfaces were proposed as a means for ena-
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iTurk: Turning Passive Haptics into Active Haptics by
Making Users Reconfigure Props in Virtual Reality
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Figure 1: (a) As the user launches a plasma ball into the reactor, she feels the physical impact of hitting the prop. (b) The haptic
feedback comes from a physical prop on a pendulum. The user’s hit, however, also sets the pendulum in motion. {(c) When the user
later fends off a group of flying droids, the system renders each one of them using one period of the swinging pendulum. Every one

of the user’s hits is not only a haptic experience, but also provides the impulse for the next attack. As a result, the experience feels
alive, even though the user is the only animate entity in it.

ABSTRACT

We present a system that complements virtual reality expe-
riences with passive props, yet still allows modifying the vir-
tual world at runtime. The main contribution of our system
is that it does not require any actuators; instead, our system
employs the user to reconfigure and actuate otherwise pas-
sive props. We demonstrate a foldable prop that users recon-
figure to represent a suitcase, a fuse cabinet, a railing, and a
seat. A second prop, suspended from a long pendulum, not
only stands in for inanimate objects, but also for objects that
move and demonstrate proactive behavior, such as a group
of flying droids that physically attack the user. Our approach
conveys a sense of a living, animate world, when in reality
the user is the only animate entity present in the system, com-
plemented with only one or two physical props. In our study,
participants rated their experience as more enjoyable and re-
alistic than a corresponding no-haptics condition.

Author Keywords
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ACM Classification Keywords
H.5.2 [User Interfaces|: Haptic I'O.

INTRODUCTION

Ever since the conception of the virtual reality headset in
1968 (4], many researchers have argued that the next step in
virtual reality has to be 1o allow users to not only see and
hear, but also feel virtual worlds [ 3].

One main approach towards this revolves around the use of
physical props, also known as passive haptics [21,28]. While
simple prop-based systems require users to be mostly station-
ary [23], more elaborate systems allow users 10 move around
freely in a space filled with physical props. Some systems
achieved this effect based on projection [15]; others used
head-mounted displays [14].

Unfortunately, the increased level of immersion provided by
passive haptics is subject to limitations. First, a room filled
with physical props tends to maitch only one specific virtual
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TurkDeck: Physical Virtual Reality Based on People

Lung-Pan Cheng, Thijs Roumen, Hannes Rantzsch, Sven Koéhler,
Patrick Schmidt, Robert Kovacs, Johannes Jasper, Jonas Kemper, and Patrick Baudisch
Hasso Plattner Institute, Potsdam, Germany
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Figure 1: TurkDeck is a prop-based virtual reality system that let’s users not only (a) see and hear a virtual world, but also (b) feel it.
Conceptually, the user is in a fully populated physical world. (¢) In reality, however, TurkDeck's physical room is almost empty.
“Human actuators” present and operate props only when and where the user can actually reach them. (d) By reusing generic props,
TurkDeck minimizes the required props to what human actuators can carry, still allows producing virtual worlds of arbitrary size.

ABSTRACT

TurkDeck is an immersive virtual reality system that repro-
duces not only what users see and hear, but also what users
feel. TurkDeck produces the haptic sensation using props,
1.c., when users touch or manipulate an object in the virtual
world, they simultancously also touch or manipulate a
corresponding object in the physical world. Unlike previ-
ous work on prop-based virtual reality, however, TurkDeck
allows creating arbitranily large virtual worlds in finite
space and using a finite set of physical props. The key idea
behind TurkDeck is that it creates these physical represen-
tations on the fly by making a group of human workers
present and operate the props only when and where the user
can actually reach them. TurkDeck manages these so-called
“human actuators” by displaying visual instructions that tell
the human actuators when and where to place props and
how to actuate them. We demonstrate TurkDeck at the
example of an immersive 300m® experience in 25m” physi-
cal space. We show how to simulate a wide range of physi-
cal objects and effects, including walls, doors, ledges, steps,
beams, switches, stompers, portals, zip lines, and wind. In a
uscer study, participants rated the realism/immersion of
TurkDeck higher than a traditional prop-less bascline con-
dition (4.9 vs. 3.6 on 7 item Likert).

Author Keywords

Prop-based virtual reality; passive virtual reality.
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INTRODUCTION

Ever since its conception in the 1960°s, head-mounted
virtual reality systems have been primarily concerned with
the user’s visual senses [28] and optionally spatial audio [1].
As the next step towards realism and immersion, however,
many rescarchers argue that the next sense such a system
should support is the haptic sense, in order to convey the
physicality of the virtual world [3,4].

In the past, rescarchers have pursued two different ap-
proaches. On the one hand, rescarchers use mechanical
machinery, such as motion platforms [27] and exoskelctons
[3] to apply forces to the user. While these approaches have
been very successful at giving users the expernience of
walking, they are not well suited for recreating the experi-
ence of touching objects, such as grabbing a door handle or
slamming against a wall.

Rescarchers therefore proposed using physical props. Sim-
ple prop-based systems used a single hand-held prop (Orte-
ga ct al [19]). The more claborate systems supported “real
walking” [30] in & space where all walls were physical
(with projection [ 14] or head-mounted displays [10]) allow-
ing users to experience the full physicality of the room.
Unfortunately, simulating onc room worth of a virtual
world using the prop-based approach requires one room
worth of physical space, as even redirected walking allows
reusing only isolated props [13]. This makes prop-based
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ABSTRACT

We introduce FingerFlux, an output technique to generate
near-surface haptic feedback on interactive tabletops. Our
system combines electromagnetic actuation with permanent
magnets attached to the user’s hand. FingerFlux lets users
feel the interface before touching, and can create both attract-
ing and repelling forces. This enables applications such as
reducing drifting, adding physical constraints to virtual con-
trols, and guiding the user without visual output. We show
that users can feel vibration patterns up to 35 mm above our
table, and that FingerFlux can significantly reduce drifting
when operating on-screen buttons without looking.

ACM Classification: HS5.2 [Information interfaces and
presentation|: User Interfaces.—Haptic I/O.

General terms: Design, Human Factors, Experimentation

Keywords: Haptic feedback, Magnets, Actuation,
Interactive Tabletops

INTRODUCTION

Touchscreens allow users to directly manipulate objects on
the screen with their fingers. This interaction heavily de-
pends on the user’s visual perception of the hand [8] and vi-
sual feedback from the screen [27]. Yet, there are situations
in which vision is not available, such as entering text on a

Figure 1: FingerFlux provides attraction, repulsion, vi-
bration, and directional haptic feedback on and near
the surface using electromagnets in the table and a
permanent magnet attached to the user’s finger.

if the user is drifting too much, e.g., beyond the boundaries
of a control she wants to press, there is no haptic feedback to
realign her fingers anymore.

In this paper, we present a system that allows users to feel

haptic feedback when hovering above the table, i.e., before
thev touch the surface Our svestem is based on electromae-
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ABSTRACT

We present VacuumTouch, a novel haptic interface
architecture for touch screens that provides attractive force
feedback to the user’s finger. VacuumTouch consists of an
air pump and solenoid air valves that connect to the surface
of the touch screen and suck the air above the surface where
the user’s finger makes contact. VacuumTouch does not
require the user to hold or attach additional devices to
provide the attractive force, which allows for easy
interaction with the surface. This paper introduces the
implementation of the VacuumTouch architecture and some
applications for enhancement of the graphical user interface,
namely a suction button, a suction slider, and a suction dial.
The quantitative evaluation was conducted with the suction
dial and showed that the attractive force provided by
VacuumTouch improved the performance of the dial menu
interface and its potential effects. At the end of this paper,
we discuss the current prototype’s advantages and
limitations, as well as possible improvements and potential
capabilities.

Author Keywords
Air suction; attractive force; interactive surface; haptic
interface; VacuumTouch.

ACM Classification Keywords
H.5.2. [Information Interfaces and Presentation]: User
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a uscr is able to perceive the texture or material of an image
[3, 12]. Many techniques and systems that offer a variety of
realistic haptic sensations have been explored.

The haptic sensation induced by the interface can be
divided into two categorics, namely tactile or force. Tactile
sensation is usually induced by mechanical skin
deformation that fires the cutaneous receptors. Vibratory
sensation that is included in one of the tactile sensations is
often used for haptic interactions on a touch screen. Force
sensation is most often induced by the tension on the
muscle, tendons and joints. Using force sensation as
feedback for a touch screen can guide the user’s hand to the
desired position and assure manipulation.

Furthermore, force sensation falls into three categories in
terms of direction of actuation from the surface to the finger,
namely lateral, repulsive, or attractive. Systems that offer
lateral direction force feedback have previously been
established [28, 34]. Saga and Deguchi, for example,
developed a lateral-force-based haptic interface for touch
screens, employing motors and wire strings that pull the
user’s finger from the corners of the screen [28]. A
repulsive sensation is induced by a force whose direction is
from the surface toward the finger. It is often used for
simulating mechanical button clicking on the surface [9, 27].
An attractive force is induced by a force whose direction is
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PuPoP: Pop-up Prop on Palm for Virtual Reality (paper)

Shan-Yuan Teng, National Taiwan University
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Bing-Yu Chen, National Taiwan University

The sensation of being able to feel the shape of an object when grasping it in Virtual Reality
(VR) enhances 3 sense of presence and the ease of odject manipulation. Though most prior
works focus on force feedback on fingers, the haptic emulation of grasping a 3D shape
requires the sensation of touch using the entire hand. Hence, we present Pop-up Prop on
Palm (PuPoP), a light-weight pneumatic shape-proxy interface worn on the palm that pops
several airbags up with predefined primitive shapes for grasping. When a user's hand
encounters a virtual object, an airbag of appropriate shape, ready for grasping. is inflated by
way of the use of air pumps; the airbag then deflates when the object is no longer in play.
Since PuPoP is a physical prop, it can provide the full sensation of touch to enhance the
sense of realism for VR object manipulation. For this paper, we first explored the design and
implementation of PuPoP with multiple shape structures. We then conducted two user
studies to further understand its applicability. The first study shows that, when in conflict,
visual sensation tends to dominate over touch sensation, allowing a prop with a fixed size to
represent multiple virtual objects with similar sizes. The second study compares PuPoP with
controllers and free-hand manipulation in twe VR applications. The results suggest that
utilization of dynamically-changing PuPoP, when grasped by users in line with the shapes of
virtual objects, enhances enjoyment and realism. We believe that PuPoP is a simple yet
effective way to convey haptic shapes in VR.

PuPoP: Pop-up Prop on Palm for Virtual Reality
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solution 2:
pull the hand from a frame
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2002: SPIDAR-8 (SPace Interface for Artificial Reality)
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SPIDAR G&G: A Two-Handed Haptic Interface
for Bimanual VR Interaction
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Abstract. In this paper, we propose a new haptic interface for tasks re-
quiring two-handed manipulation. The system, named “SPIDAR-G&G”,
consists of a pair of string-based 6DOF haptic device called “SPIDAR-
G”. By grasping a special grip provided by each device, user can interact
with virtual objects using both hands and accomplish life-like biman-
ual tasks in an intuitive manner. furthermore, the interface imparts user
with the ability to feel different kind of force feedback. The system was
evaluated by measuring “completion time” of a 3D pointing task, and
shown to enhance interactivity for bimanual works.

1 Introduction

Most of the tasks that we perform in our daily life, involve the use of both hands
for a wide variety of purposes ranging from a simple pickup tasks to a more com-
plex and fine manipulation such as surgery tasks. However, both hands work all
the time in concert with each other and in a seamless and spontaneous manner
to acomplish desired tasks. Keeping such skillful interaction within virtual envi-

ronemnet will be of great interest to many applications that require the use of
both hande e1iech ag mechanical accemhbline medical auircervy free form moderine



this was force feedback,
let’s look at tactile stimulation



types of haptics
(1) force feedback

(2) tactile teedback

(vibration, sound, air, lasers)



tactile feedback:

vibration motors
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tactons (vs. icons, earcons):

» vibrotactile messages
+ communicate non-verbal messages
» using different rhythms and amplitudes of vibration



Tactons: Structured Tactile Messages for Non-Visual
Information Display

Stephen Brewster and Lorna M. Brown

Glasgow Interactive Systems Group
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Glasgow, G12 8QQ, UK

{stephen, lorna}@dcs.gla.ac.uk

Abstract

Tactile displays are now becoming available in a form
that can be casily used in a user interface. This paper de-
scribes a new form of tactile output. 7actons, or tactile
icons, are structured, abstract messages that can be used
to communicate messages non-visually. A range of differ-
ent parameters can be used for Tacton construction in-
cluding: frequency, amplitude and duration of a tactile
pulse, plus other parameters such as rhythm and location.
Tactons have the potential to improve interaction in a
range of different areas, particularly where the visual dis-
play is overloaded, limited in size or not available, such as
interfaces for blind people or in mobile and wearable de-
vices. This paper describes Tactons, the parameters used
to construct them and some possible ways to design them.
Examples of where Tactons might prove useful in user
interfaces are given.

Keywords: Tactons, tactile displays, multimodal interac-
tion, non-visual cues.

1 Introduction

The area of haptic (touch-based) human computer inter-
action (HCI) has grown rapidly over the last few years. A
range of new applications has become possible now that
touch can be used as an interaction technique (Wall et al.,
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plications (Kaczmarek et al., 1991). They have been used
in areas such as tele-operation or displays for blind peo-
ple to provide sensory substitution — where one sense is
used to receive information normally received by another
(Kaczmarek et al.). Most of the development of these
devices has taken place in robotics or engineering labs
and has focused on the challenges inherent in building
low cost, high-resolution devices with realistic size,
power and safety performance. Little rescarch has gone
into how they might actually be used at the user interface.
Devices are now available that allow the use of tactile
displays so the time is right to think about how they
might be used to improve interaction.

In this paper the concept of Tactons, or tactile icons, is
introduced as a new communication method to comple-
ment graphical and auditory feedback at the user inter-
face. Tactons are structured, abstract messages that can be
used to communicate messages non-visually. Conveying
structured messages through touch will be very useful in
arcas such as wearable computing where screens are lim-
ited. The paper gives some background to the perception
and use of tactile stimuli and then describes the design of
Tactons. It finishes with examples of potential uses for
Tactons.

2  Background and previous work
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2009: extra-senses: photoresistor + piezo ‘feel the light’
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SenseableRays: Opto-Haptic Substitution
for Touch-Enhanced Interactive Spaces
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Abstract

This paper proposes a new haptic interaction system
based on optical-haptic substitution. This system
combines time-modulated structured light emitted to
the workspace and a mobile or finger-mounted module
consisting of a photo-detector with a tactile actuator.
Unlike other tactile feedback systems, it does not
require any complicated mechanism for position
sensing and tactile actuation. Instead, it directly
converts time-modulated structured light into haptic
sensations. By sensing this light with a photo detector,
users can feel this time-modulated light as haptic
sensations. The system can easily add haptic feedback
to a wide variety of applications, including surface
computing systems and 3D interactive spaces.

Keywords
Haptic interactions, interactive devices, digital micro-
mirror device, time-modulated structured light

ACM Classification Keywords

H5.2. Information interfaces and presentation (e.g.,
HCI): User Interfaces.

Introduction

Haptic sensations play a very important role in physical
interactions among persons in that the sense of touch

2519



tactile feedback:

maghnetic / electric fluids



using liquids that deform
when magnetic field is present



ferrofluids: magnetic fluid



ferrofluids: magnetic fluid
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ferrofluids: magnetic fluid



off state: particles disperse

N I S R

- 8

=R &8 &=
P — P — P —
P g—————— P ————— P r———
[ —d ) - —d - b
| | | —

P — - — “s.-__ A Ppm—

O —— O MC T —— > MR-

2010: Mudpad: haptics with ferrofluids



MudPad: Localized Tactile Feedback on Touch Surfaces

Yvonne Jansen, Thorsten Karrer, Jan Borchers
RWTH Aachen University, Germany
{yvonne, karrer, borchers } @cs.rwth-aachen.de

ABSTRACT

We present MudPad, a system that is capable of localized
active haptic feedback on multitouch surfaces. An array of
clectromagnets locally actuates a tablet-sized overlay con-
taining magnetorheological (MR) fluid. The reaction time of
the fluid is fast enough for realtime feedback ranging from
static levels of surface softness to a broad set of dynamically
changeable textures. As each area can be addressed individ-
ually, the entire visual interface can be enriched with a multi-
touch haptic layer that conveys semantic information as the
appropriate counterpart to multi-touch input.

ACM Classification: HS5.2 [Information interfaces and pre-
sentation]: User Interfaces. - Haptic I/O.

General terms: Human Factors
Keywords: haptic /O, tactile feedback, multitouch

INTRODUCTION

Touch screens have become common input devices. While
they are intuitive to use, they do not provide tactile feed-
back for user input. Simple vibration and audio signals can
be used to alleviate this problem, but these signals are undi-
rected and do not support complex messages beyond simple
acknowledgments. Additionally, fingers touching the surface
occlude the visual interface. With MudPad (3], we enrich
the entire GUI with a continuous haptic layer. Each display
area can be individually controlled to ‘display’ a distinct tac-
tile feedback pattern, i.e., each graphical Ul element or part
thereof can be associated with a different tactile sensation.
By doing so, we cannot only acknowledge user input but also
convey additional semantic information, e.g., about system
states and background processes, possibly saving valuable

-
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Figure 1: MudPad is a system that provides localized
haptic feedback independently at multiple points.

a)
 —
)

e
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Figure 2: Exploded view of system design: a) latex
touch & projection surface, b) MR fluid pouch, c) resis-
tive touch input pad, d) array of electromagnets (pro-
jector omitted in this schematic).

Magnetorheological Fluid
MR fluid is a “smart fluid” whose viscosity can be altered



using liquids that deform
when electric field is present



Electro-Wetting:

Electrowetting theory | edit]

The electrowetting effect has been
defined as "the change in solid-

electrolyte contact angle due to an
applied potential difference between
the solid and the electrolyte”. The
phenomenon of electrowetting can be
understood in terms of the forces that result from the applied electric field.['9120] The

Liquid, Isolator, Substrate =

fringing field at the corners of the electrolyte droplet tends to pull the droplet down onto the
electrode, lowering the macroscopic contact angle and increasing the droplet contact area.
Alternatively, electrowetting can be viewed from a thermodynamic perspective. Since the
surface tension of an interface is defined as the Helmholtz free energy required to create a
certain area of that surface, it contains both chemical and electrical components, and
charge becomes a significant term in that equation. The chemical component is just the
natural surface tension of the solid/electrolyte interface with no electric field. The electrical
component is the energy stored in the capacitor formed between the conductor and the



A liquid metal (Galn25)/droplet

2016: Liquid Metal Alloy for haptic feedback




Considering the distinctive properties of liquid metal,
we describe the interaction potential of LIME interfaces as

Visual effect Dynamic haptic feedback
e P ’ '
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Flickering Attention Shift Passive Locomotion Active Locomotion

2016: Liquid Metal Alloy for haptic feedback




LIME: Liquid MEtal Interfaces for Non-Rigid Interaction

Qiuyu Lu, Chengpeng Mao, Liyuan Wang, Haipeng Mi
Information Art & Design, Tsinghua University
Beijing 100084, China
{lu-qy14, mepl3, wang-lyl4} @mails.tsinghua.edu.cn, haipeng.mi@acm.org

ABSTRACT

Room-temperature liquid metal GaIn25 (Eutectic Gallium-
Indium alloy, 75% gallium and 25% indium) has distinctive
propertics of reversible deformation and  controllable
locomotion under an external clectric field stimulus. Liguid
metal’s newly discovered propertics imply  great
possibilitics in developing new technique for interface
design. In this paper, we present LIME, Liquid MEtal
interfaces for non-rigid interaction. We first discuss the
interaction potential of LIME interfaces. Then we introduce
the development of LIME cells and the design of some
LIME widgets.

Author Keywords
Liquid Metal: Shape-Changing; Haptic Feedback; Non-
Rigid Interface

ACM Classification Keywords
H.5.2. Information interfaces and presentation: Prototyping

INTRODUCTION

In the ficld of HCI, researchers have started to investigate
smart materials and apply them to design novel interfaces.
Smart materials, which are capable of changing their
chemical or physical propertics while under a certain
stimulus [11], have been used to design novel interfaces.
Shape memory alloy [1,2,10] and humidity sensitive
biological material [13] have been applied to shape-
changing interfaces  and texture-changing interfaces.
Ferromagnetic fluid [6) and thermoresponsive hydrogel [8]
have been utilized for stiffness-changing interfaces. Such
rescarches have explored new technique for interface
design, enabling new HCI semantics that have been used in
manifesting of digital information, offering dynamic
affordances, providing haptic feedback, and affording
different functionalities [4,5,8,12].

Nilyama et al. have used liguid metal as a medium of mass
transfer in interface design. With an extra pump, this work
realized a passive transfer of liquid metal [9]. Recently,

some unique properties of liquid metal have been revealed.
1 Inder external electrnie icld aciimuli aomd metal (Gialn?8

shows a capability of reversible shape-changing and
controllable locomotion [7,14]. This distinctive mechanism
inspired us to develop novel interaction techniques.

With our work, we are contributing by introducing the
distinctive properties of liquid metal for interface design,
discussing interaction potential of LIME interfaces, and
presenting the design and development of LIME cells and a
number of LIME widgets.

PROPERTIES OF LIQUID METAL

Galn25 is room temperature liquid metal with a melting
point of ~15.5°C and a density of ~6.35g/cm’ [3]. These
physical parameters are adjustable by regulating the
proportion of alloys.

A Galn25 droplet can transform from a sphere to a large
thin film and vice versa, under the stimulation of external
clectric field when in alkaline or acidic electrolyte solution
(c.g. NaOH solution). The variation of surface arca can
reach up to 5 times (Figure 1). Besides, the droplet tends to
flow towards the cathode while deforming (Figure 2). The
deformation is caused by the change in surface tension.
Electrochemical oxide combines on the surface of a liquid
metal droplet under an external clectric field stimulus,
leading to a decline of surface tension from ~500mj/m® to
near zero. The surface tension reconverts when electric
field is removed so that oxide is chemically dissolved by
NaOH solution. Furthermore, the oxidation of liquid metal

can cven be afTected by the distribution of the electric ficld
DC power supply Container
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: -,

Elecuolyte
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Liquid metal
droplel

Figure 1. Working mechanism of the liquid metal’s
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Tangible Drops: A Visio-Tactile Display
Using Actuated Liquid-Metal Droplets
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Figure 1. (a) A (timelapsed) visual display showing animated letter “S" using locomotion, and (b) a (timelapsed) tactile display with direction feedback
using vibration and locomotion of a liquid metal drop. (¢) A timelapsed vislo-tactile equalizer widget and (d) a dynamic Braille display.

ABSTRACT

We present Tangible Drops, a visio-tactile display that for the
first ime provides physical visualization and tactile feedback
using a planar liquid interface. It presents digital information
interactively by tracing dynamic patterns on horizontal flat sur-
faces using liquid metal drops on a programmable electrode
array. It provides tactile feedback with directional informa-
tion in the 2D vector plane using linear locomotion and/or
vibration of the liquid metal drops. We demonstrate move, 0s-
cillate, merge, split and dispense-from-reservoir functions of
the liquid metal drops by consuming low power (450 mW per
clectrode) and low voltage (815 V). We report on results of

our empinical study with 12 participants on tactile feedback us-

ing 8 mm diameter drops, which indicate that Tangible Drops
can convey tactile sensations such as changing speed, varying

direction and controlled oscillation with no visual feedback.

We present the design space and demonstrate the applications
of Tangible Drops, and conclude by suggesting potential future
applications for the technique.

Author Keywords

Tangible Drops: Liquid Metal: Tactile Feedback: Kinctic
Interface; Rheological Interface: Non-Rigid Interface;
Programmable Matter

ACM Classification Keywords
H.5.2. User Interfaces: Haptic 1/O; Prototyping; User-centered
design

INTRODUCTION

Current interactions with mobile devices are largely confined
to pressing, swiping and gestuning on flat glass surfaces 10 ma-
nipulate digital content. In comparison to physical interfaces
and controls, these high-resolution capacitive touch-screens
allow for greater user interface diversity and flexibility, but
as a result offer little in the way of tactle feedback, leaving
the rich sensory capabilities of our hands and bodies particu-
larly under-utilised. As Bret Victor fittingly describes it, this
interaction technique is often little more than “pictures un-
der glass” [54), providing none of the tangibility benefits of
physical, tactile interfaces.

Much rescarch of late has aimed to tackle this trade-off be-
tween physicality and mutability. The ultimate goal is to de-
velop interfaces that can provide real-time physical feedback,
creating truly three-dimensional interfaces, and producing new,
more langible computing experiences. Tangibility and tactile
feedback have been shown to offer many benefits over touch-
screen user interfaces, such as the reduced need for visual
attention [19], and an increased level of task efficiency [53].
Tangible controls—for example on a flight deck or an audio
mixing desk—nearly always excel when compared 10 their
touchscreen counterparts [39, 53, 55].

This lack of mutability in tangible interfaces, and the lack of
tangibility in digital interfaces, has led to the development of
shape-changing interfaces, with an ultimate aim to connect the
physical world more directly to the digital content we use and
manipulate. as outlined 1n Ishi's vision of tangible bits | 16].
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Rovables: Miniature On-Body Robots as Mobile Wearables
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ABSTRACT

We introduce Rovables, a miniature robot that can move freely
on unmodified clothing. The robots are held in place by mag-
netic wheels, and can climb vertically. The robots are un-
tethered and have an onboard battery, microcontroller, and
wireless communications. They also contain a low-power lo-
calization system that uses wheel encoders and IMU, allowing
Rovables to perform limited autonomous navigation on the
body. In the technical evaluations, we found that Rovables
can operate continuously for 45 minutes and can carry up to
1.5N. We propose an interaction space for mobile on-body
devices spanning sensing, actuation, and interfaces, and de-
velop application scenarios in that space. Our applications
include on-body sensing, modular displays, tactile feedback
and interactive clothing and jewelry.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous.
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SkinBot: A Wearable Skin Climbing Robot
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ABSTRACT the body. To successfully achieve these goals, SkinBot and

We introduce SkinBot; a lightweight robot that moves over
the skin surface with a two-legged suction-based locomo-
tion mechanism and that captures a wide range of body pa-
rameters with an exchangeable multipurpose sensing module.,
We believe that robots that live on our skin such as Skin-
Bot will enable a more systematic study of the human body
and will offer great opportunities to advance many arcas such
as telemedicine, human-computer interfaces, body care, and
fashion.

Author Keywords
Skin, robotics, wearable devices, telemedicine

ACM Classification Keywords
H.5.m. Information Int. and Presentation; Miscellancous

INTRODUCTION

Semi-autonomous robots have become a critical tool for the
systematic exploration of challenging scenarios such as the
rubble of natural disasters, the bottom of the oceans, or dis-
tant planets such as Mars. With a similar philosophy in mind
but a significant difference in scale, this work proposes using
wearable robots to systematically explore the human bedy.
While there is a large array of instruments and wearables to
capture different aspects of the body (c.g., physiology, be-
havior), many of the devices still require the direct manipula-
tion of an expert practitioner, are usually designed to remain
at a specific body location (¢.g., chest, wnst), and/or do not
have direct access to the skin. To help address these limi-
tations, this work leverages the benefits of such instruments
with robotics. In particular, we propose and develop SkinBot;
a small wearable semi-autonomous robot that lives on the skin
surface and provides objective and systematic digitization of

similar robots need to satisfy several design considerations
such as (1) being lightweight and small, (2) have the ability
to move and adhere to the skin, (3) have multimodal sensing
and actuation capabilitics, and (4) have the ability to commu-
nicate with a central control unit or other robots to achieve
complex tasks. To the best of our knowledge, this is the first
work to show a functional wearable robot that meets the pre-
vious design considerations.

PREVIOUS WORK

Developing a small robot that can adbere and move over the
skin surface is challenging due to many factors such as the
clasticity of the skin and many of its irregularities (¢.g., wrin-
kles, hair). Morcover, the robot needs to be able to adhere
irrespective of its orientation and multiple directions of grav-
itational forces. Existing approaches have devised successful
mechanisms for climbing vertical surfaces, such as magnetic
wheels and gecko-like adhesives and suction [2, 4, 6, &, 10],
and other studies have explored cloth-climbing robots using
fabric pinching [3, 9] and magnetic rollers or needles for ad-
hesion [1, 5]. However, such approaches cannot be casily
used on the human skin due to their large size and/or incom-
patible adhesion methods. In contrast, this work proposes a
robot that circumvents many of the previous challenges.

SKINBOT DESIGN

With an iterative design process, we designed and developed
SkinBot which consists of two main parts: a 2-legged suction-
based locomotion system, and an exchangeable multipurpose
sensing module.

Locomotion. To move over the skin surface, we use a
suction-based approach which outperformed other consid-
ered methods (e.g., sticky pre-gelled wheels, pinching on the
clothes) by covering a larger proportion of the body and bet-



all of the previous methods,
required the user to be in touch with the device

let’'s look at some contact-less methods
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We have created a device which :ﬁables us
to interact with a floating touch screen
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UltraHaptics: Multi-Point Mid-Air Haptic Feedback for Touch
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Figure 1: The UltraHaptics system. Left: the hardware. Centre: a simulation of two focal points, with colour representing phase
and brightness representing amplitude. Right: receiving two independent points of feedback while performing a pinch gesture.

ABSTRACT

We introduce UltraHaptics, a system designed to provide
multi-point haptic feedback above an interactive surface. Ul-
traHaptics employs focused ultrasound to project discrete
points of haptic feedback through the display and directly on
to users’ unadorned hands. We investigate the desirable prop-
erties of an acoustically transparent display and demonstrate
that the system is capable of creating multiple localised points
of feedback in mid-air. Through psychophysical experiments
we show that feedback points with different tactile proper-

b mnarr ha sAanttGard at comallar sananatsAar s Wa alea ahAaser

INTRODUCTION

Multi-touch surfaces have become common in public set-
tings, with large displays appearing in hotel lobbies, shopping
malls and other high foot traffic areas. These systems are able
to dynamically change their interface allowing multiple users
to interact at the same time and with very little instruction.
This ability to ‘walk-up and use’ removes barriers to interac-
tion and encourages spontancous use. However, in return for
this flexibility we have sacrificed the tactile feedback afforded
by physical controls.



if you want to add a display surface on top of the transducer
what property does it need to have?



if you want to add a display surface on top of the transducer
what property does it need to have?

- needs to be acoustically transparent
- e.g. perforated sheets, loosely woven fabric



SoundBender is a hybrid sound modulator

----------------------

Transducers

2018 bend sound waves to for haptic feedback above objects



SoundBender: Dynamic Acoustic Control Behind Obstacles [paper)

Mohd Adili Norasikin, University of Sussex
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Sriram Subramanian, University of Sussex

Ultrasound manipulation is growing in popularity in the HCl community with applications in haptics, on-body
interaction, and levitation-based displays. Most of these applications share two key limitations: a) the complexity of the
sound fields that can be produced is limited by the physical size of the transducers, and b) no obstacles can be present
between the transducers and the control point. We present SoundBender, a hybrid system that overcomes these
limitations by combining the versatility of phnased arrays of Transducers (PATSs) with the precision of acoustic
metamaterials. In this paper, we explain our approach to design and implement such hybrid modulators (i.e. to create
complex sound fields) and methods to manipulate the field dynamically (i.e. stretch, steer). We demonstrate our
concept using self-bending beams enabling both levitation and tactile feedback around an obstacle and present
example applications enabled by ScundBender.

SoundBender: Dynamic Acoustic Control Behind Obstacles
SoundBender is a hybrid sound modulator

MORE VIDEOS
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Acoustic manipulation, Metamaterials, Self-bending beams
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THE BOARD MANAGEMENT

MEET

The Team

At Ultrahaptics we create tactile sensations in mid-air. No controllers or
wearables are needed: our patented “virtual touch” technology uses
ultrasound to project shapes and textures directly onto the user’s
hands. Controls can be operated without touching a surface, gestures

SR
\

can be enhanced with tactile feedback, and users can interact in a

;

¢

natural way with virtual objects.

(

Ultrahaptics was founded in 2013 based on technology developed at
the University of Bristol, UK. In 2014 we secured seed funding, in 2015
we raised an A round of funding of £10.1m ($15m) and received a
European Commission Grant of €1.49m ($1.8m), and in 2017 we closed
a B Round of £18.9m ($23m). #

Ultrahaptics is currently engaged with blue-chip clients from multiple

markets including automotive, digital signage and location-based

now a company!
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STRATOS Explore Development Kit  sBuy Now -

Extraordinary sensations,
magical and immersive
experiences

STRATOS™ Explore is a high-end development kit featuring latest-

generation mid-air haptics.

You can access the full range of Ultrahaptics’ expertise in haptic
development by joining our Acceleration, Evaluation or Agency
Programs. These include hardware, software and in-depth support
tailored to your business needs. They are designed to accelerate

prototyping and reduce time to market.

now a company!
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2015 LeviPath: acoustic levitation
(not yet for haptics because top & bottom cannot be disturbed)
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LeviPath: Modular Acoustic Levitation for 3D Path
Visualisations

Themis Omirou', Asier Mano"z, Sue Ann Seah', Sriram Subramanian’
'Department of Computer Science, University of Bristol, UK.
*Department of Mathematics and Computer Engineering, Public University of Navarre, Spain.
{themis.omirou, s.a.seah, sriram.subramanian } @bristol.ac.uk, asier.marzo@unavarra.es

Figure 1: a) LeviPath uses two opposed arrays of transducers to levitate multiple objects across independent 3D paths; b)
Interaction space can be increased by joining several LeviPaths together; ¢) Various devices can be used to interact with it.

ABSTRACT

LeviPath is a modular system to levitate objects across 3D
paths. It consists of two opposed arrays of transducers that
create a standing wave capable of suspending objects in
mid-air. To control the standing wave, the system employs

a novel algorithm based on combining basic patterns of

movement. Qur approach allows the control of multiple
beads simultaneously along different 3D paths. Due to the
patterns and the use of only two opposed arrays, the system
1s modular and can scale its interaction space by joining
several LeviPaths. In this paper, we describe the hardware
architecture, the basic patterns of movement and how to
combine them to produce 3D path visualisations.

Author Keywords
Acoustic levitation; modular system; 3D paths; physical
visualisations

INTRODUCTION

Mathematicians have used physical representations of data
since the 16 century. They calculated and assembled
wood slices to represent and better understand 3D
functions. Physical visualisations promote cognition and
support visual thinking allowing humans to use an inherent
skill set [8]. In a recent study Jansen et al showed that users
preferred physical 3D bar charts as they were able to touch
and point important parts of the chart with their fingers as
well as rotate them naturally [5].

Even with the use of 3d printers and laser cutters, physical
representations lack dynamicity to reflect changes in data.
Shape-changing interfaces, such as InFORM [3], aim at
solving this issue. InFORM consists of a 30x30 matrix of
actuated columns that can individually change in height to
create tangible dynamic height-fields. However, having
solid columns can occlude some visualisations.



drawbacks:

- hands need to be away 15-20cm (focus
distance of transmitter array)

- low resolution, ca. 1cm

- sensation is very subtle



air vertices

(contact-less)



alr cannons shoot air vertices at the user...



~172 uses a regular speaker to create the pressure
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AirWave:
Non-Contact Haptic Feedback Using Air Vortex Rings

Sidhant Gupta'l, Dan Morris', Shwetak N. Patel'?, Desney Tan'

'Microsoft Research
Redmond, WA, USA

{dan, desney}@microsoft.com

ABSTRACT

Input modalities such as speech and gesturc allow users to
interact with computers without holding or touching a phys-
ical device, thus enabling at-a-distance interaction. It re-
mains an open problem, however, to incorporate haptic
feedback into such interaction. In this work, we explore the
use of air vortex rings for this purpose. Unlike standard jets
of air, which are turbulent and dissipate quickly, vortex
rings can be focused to travel several meters and impart
perceptible feedback. In this paper, we review vortex for-
mation theory and explore specific design parameters that
allow us to generate vortices capable of imparting haptic
feedback. Applying this theory, we developed a prototype
system called AirWave. We show through objective meas-
urements that AirWave can achieve spatial resolution of
less than 10 cm at a distance of 2.5 meters. We further
demonstrate through a user study that this can be used to
direct tactile stimuli to different regions of the human body.

Author Keywords
Non-contact haptic feedback; air vortex rings

ACM Classification Keywords
H.5.m Information interfaces and presentation: Miscellancous

INTRODUCTION
Haptic feedback — more generally, the sense of touch — is a

critical component of our interactions with the physical
world. Numerous studies have demonstrated that haptic

2University of Washington, UbiComp Lab
Seattle, WA, USA

{sidhant, shwetak } @uw.edu

Air vortex ring

Vortex ring
generator
Figure 1: AirWave prototype filled with fog to visualize a

vortex ring being used for providing precise non-contact
haptic feedback to a user.

vice and provide direct mechanical stimulation. However,
this assumption is no longer universal, as non-contact and
at-a-distance sensing (e.g., computer vision and speech
recognition) is becoming more prevalent in our computing
environments. The Microsoft Xbox Kinect, for example,
allows immersive gaming and media control through com-
puter vision and speech recognition, which require no phys-
ical contact between the user and the computer. This pre-
sents a new challenge to haptic feedback systems, and our
core research question:

How do we restore haptic realism to virtual environments

-~



adding adjustable direction & orientation



AIREAL.: Interactive Tactile Experiences in Free Air
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Figure 1: On the left, the AIREAL device emits a ring of air called a vortex, which can impart physical forces a user can feel in free air.
On the right, multiple AIREAL devices can be used to provide free air tactile sensations while interacting with virtual objects.

Abstract

AIREAL is a novel haptic technology that delivers effective and
expressive tactile sensations in free air, without requiring the user
to wear a physical device. Combined with interactive computers
graphics, AIREAL enables users to feel virtual 3D objects, expe-
rience free air textures and receive haptic feedback on gestures
performed in free space. AIREAL relies on air vortex generation
directed by an actuated flexible nozzle to provide effective tactile
feedback with a 75 degrees field of view, and within an 8.5¢m
resolution at | meter. AIREAL 1s a scalable, inexpensive and
practical free air haptic technology that can be used in a broad
range of applications, including gaming, mobile applications, and
gesture interaction among many others. This paper reports the
details of the AIREAL design and control, experimental evalua-
tions of the device’s performance, as well as an exploration of the
application space of free air haptic displays. Although we used
vortices, we believe that the results reported are generalizable and
will inform the design of haptic displays based on alternative
principles of free air tactile actuation.

CR Categories: H5.2 [Information interfaces and presentation|:

1 Introduction

This paper presents AIREAL, a technology that delivers interac-
tive tactile experiences in free air without the need for a user to
wear or touch any physical device. We were motivated by the
rapid expansion of interactive computer graphics from the desktop
and movie screen into the real world. Recent developments of
inexpensive gesture tracking and recognition technologies, such
as the Microsoft Kinect or Nintendo Wii, have enabled millions of
people to play computer games using their bodies (Figure 1). Fur-
thermore, with the rapid improvement of computer vision tracking
and registration algorithms, development of novel projection de-
vices enable graphical images to be overlaid on the real environ-
ment, enabling entirely new spatial augmented reality (AR) appli-
cations [Wilson 2012]. As highly interactive computer graphics
continue to evolve on mobile platforms, these natural interfaces
will become accessible anywhere and at any time. The line be-
tween real and virtual is, indeed, rapidly blurring.

One missing piece in this emerging computer-augmented world is
the absence of physical feeling of virtual objects. Despite signifi-
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drawbacks (similar to ultra-sound):

- |low targeting resolution
- low resolution of sensations (ca. 5-8cm at 1 m distance)



electric arcs

(contact-less)



Sparkle: electric arcs as haptic feedback



self-resonating
~circuit

smmal

when the electric field is strong enough, the

and create a conductive region
when an external comes
close, the ions move towards the finger due to the electric
field and create the arc
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Sparkle: Hover Feedback with Touchable Electric Arcs

Daniel Spelmezan

Deepak Ranjan Sahoo'

Sriram Subramanian

Interact Lab
University of Sussex, Brighton, UK
d.spelmezan @sussex.ac.uk, deepakranjan @gmail.com, sriram @sussex.ac.uk

ABSTRACT

Many finger sensing input devices now support proximity in-
put, enabling users to perform in-air gestures. While near-
surface interactions increase the input vocabulary, they lack
tactile feedback, making it hard for users to perform gestures
or to know when the interaction takes place. Sparkle stimu-
lates the fingertip with touchable electric arcs above a hover
sensing device to give users in-air tactile or thermal feedback,
sharper and more feclable than acoustic mid-air haptic de-
vices. We present the design of a high voltage resonant trans-
former with a low-loss soft ferrite core and self-tuning driver
circuit, with which we create electric arcs 6 mm in length, and
combine this technology with infrared proximity sensing in
two proof-of-concept devices with form factor and function-
ality similar to a button and a touchpad. We provide design
guidelines for Sparkle devices and examples of stimuli in ap-
plication scenarios, and report the results of a user study on
the perceived sensations. Sparkle is the first step towards pro-
viding a new type of hover feedback, and it does not require
users to wear tactile stimulators.

Author Keywords

In-air feedback; Electric discharge; High voltage resonant
transformer; Hover input; Infrared proximity sensor.

ACM Classification Keywords
H.5.2. [Information Interfaces and Presentation (e.g. HCI)):

Figure 1. Touchable electric arcs spark tactile and thermal sensations.

most apparent for hover gestures when users have to position
and maintain the height of their finger without performing a
touch or leaving the hover range.

Here we present SPARKLE, a technology that enables tactile
and thermal feedback for hover input with controlled elec-
tric arcs that are safe to touch (see Figure 1). To stimulate
the fingertip we augment a finger sensing input device with
a high voltage resonant transformer and trigger mild electric
discharges when the finger is near the surface. We control
the moment when the discharge occurs and the duration of
the discharge, and we modulate the discharge from resonant
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TeslaTouch electrostatic friction



feel different textures
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TeslaTouch: Electrovibration for Touch Surfaces
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Figure 1: TeslaTouch uses electrovibration to control electrostatic friction between a touch surface and the user’s finger.

ABSTRACT

We present a new technology for enhancing touch inter-
faces with tactile feedback. The proposed technology is
based on the electrovibration principle, does not use any
moving parts and provides a wide range of tactile feedback
sensations to fingers moving across a touch surface. When
combined with an interactive display and touch input, it
enables the design of a wide variety of interfaces that allow
the user to feel virtual elements through touch. We present
the principles of operation and an implementation of the
technology. We also report the results of three controlled
psychophysical experiments and a subjective user evalua-
tion that describe and characterize users’ perception of this

technology. We conclude with an exploration of the design
snace of tactile touch screens usine two comnarable setuns.

INTRODUCTION

Interest in designing and investigating haptic interfaces for
touch-based interactive systems has been rapidly growing.
This interest is partially fucled by the popularity of touch-
based interfaces, both in research and end-user communi-
tics. Despite their popularity, a major problem with touch
interfaces is the lack of dynamic tactile feedback. Indeed, as
observed by Buxton as ecarly as 1985 [6], a lack of haptic
feedback 1) decreases the realism of visual environments,
2) breaks the metaphor of direct interaction, and 3) reduces
interface efficiency, because the user can not rely on famil-
iar haptic cues for accomplishing even the most basic inter-
action tasks.

Most previous work on designing tactile interfaces for in-

tnvantive tanncrh ennefanne falle snnta vz ratoanmee LRivet the
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Tacttoo: A Thin and Feel-Through Tattoo for On-Skin Tactile Outputpaper]

Anusha Withana, Saarland University, Saarland Informatics Campus
Daniel Groeger, Saarland University, Saarland Informatics Campus
Jurgen Steimle, Saarland University, Saarland Informatics Campus

This paper introduces Tacttoo, a feel-through interface for electro-tactile output on the user's skin.
Integrated in a temporary tattoo with a thin and conformal form factor, it can be applied on complex body
geometries, including the fingertip, and is scalable to various body locations. At less than 35um in
thickness, it is the thinnest tactile interface for wearable computing to date. Our results show that Tacttoo
retains the natural tactile acuity similar to bare skin while delivering high-density tactile output. We
present the fabrication of customized Tacttoo tattoos using DIY tools and contribute a mechanism for
consistent electro-tactile operation on the skin. Moreover, we explore new interactive scenarios that are
enabled by Tacttoo. Applications in tactile augmented reality and on-skin interaction benefit from a
seamless augmentation of real-world tactile cues with computer-generated stimuli. Applications in virtual
reality and private notifications benefit from high-density output in an ergonomic form factor. Results
from two psychophysical studies and a technical evaluation demonstrate Tacttoo's functionality, feel-
through properties and durability.
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many open challenges...



how to make force feedback mobile...



We propose using spatial gestures
not only for input but also for output

2013: finger is moved by device
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Gesture Output: Eyes-Free Output
Using a Force Feedback Touch Surface
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Figure 1: With our proposed gesture output, the device outputs messages to users using the same gesture language used for
input. (a) Here, the user draws an " to check the house number of the upcoming meeting. (b) The device replies by trans-
lating the user’s finger along the path of an = . (c) The pocketQuija is one of the two force feedback touchscreen devices we
built that support gesture output. It translates the user’s finger by means of a transparent plastic foil overlaid onto the

screen actuated using motors located on the back of the device.

ABSTRACT

We propose using spatial gestures not only for input but
also for output. Analogous to gesture input, the proposed
gesture output moves the user’s finger in a gesture, which
the user then recognizes. We use our concept in a mobile
scenario where a motion path forming a “5” informs users
about new emails, or a heart-shaped path serves as a mes-
sage from a friend. We built two prototypes: (1) The long-
RangeQuija is a stationary prototype that offers a motion
range of up to 4em; (2) The pocketOuija is self-contained
mobile device based on an iPhone with up to lem motion

Keywords: Gestures; Eyes Free; Force feedback; Touch.

INTRODUCTION

Gesture input allows users to interact eyes-free (non-visual,
non-auditory) with their mobile touch devices, using an
expressive and mnemonic set of commands [1]. Saponas ct
al. found that this is even possible while walking, based on
users’ sense of touch alone [22].

In order to have a dialog with the device, users need not
only cyes-free input, but also output. Unfortunately, audi-
tory output is not always possible, and vibrotactile output

21 whicrh e the nredaminant eusc fros nan_anditary tunoe



and miniaturization in general....



how to make this scale?
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Simulate Stair Steps in Virtual Reality
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Level-Ups: Motorized Stilts that Simulate Stair Steps
in Virtual Reality

Dominik Schmidt, Robert Kovacs, Vikram Mehta, Udayan Umapathi,
Sven Kohler, Lung-Pan Cheng, Patrick Baudisch
Hasso Plattner Institute
Potsdam, Germany
{first.last} @hpi.de

ABSTRACT

We present “Level-Ups”, computer-controlled stilts that
allow virtual reality users to experience walking up and
down steps. Each Level-Up unit is a self-contained device
worn like a boot. Its main functional element is a vertical
actuation mechanism mounted to the bottom of the boot
that extends vertically. Unlike traditional solutions that are
integrated with locomotion devices, Level-Ups allow users
to walk around freely (“real-walking™). We present Level-
Ups in a demo environment based on a head-mounted
display, optical motion capture, and integrated with two
different game engines. In a user study, participants rated
the realism of stepping onto objects 6.0 out of 7.0 when
wearing Level-Ups compared to 3.5 without.

Author Keywords: Virtual Reality; Real-Walking; Head-
Mounted Display.

ACM Classification Keywords: H.5.2 [Information inter-
faces and presentation]: User Interfaces: Input Devices and
Strategies, Interaction Styles.

INTRODUCTION

Ever since its conception in the 1960’s, head-mounted vir-
tual reality systems have been primarily concerned with the
user’s visual senses [10] and optionally spatial audio [1].
As the next step towards realism and immersion, however,

— e B e e e e e A B R P e ———

locomotion devices are space cfficient, some rescarchers
argue that allowing users to walk around freely (“real-
walking™) covers more of the user’s senses [12].

In this paper, we present a device that allows users to expe-
rience elevation in real-walking environments.

THE LEVEL-UP MOTORIZED STILTS
Level-Ups are computer-controlled stilts that allow users to
physically experience elevation.

Figure 1: The Level-Up motorized stilts allow users walking in
a spatial VR environment to experience physical elevation.
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handheld base + shifting the weight
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Shifty: A Weight-Shifting Dynamic Passive Haptic Proxy
to Enhance Object Perception in Virtual Reality

André Zenner and Antonio Kriger

 J

Fig. 1. A user interacting with Shifty in cur expenmental setup. Shifty is a rod-shaped dynamic passive haptic proxy that can change its
Internal weight distrbuton o avtomatically adapt its passive naptic feedback. Shifty can be used 1o enhance the parception of virtual
objects and provides a compe'ing and dynamic passive haptic feedbacdk,

Abstract—\We define the concept of Dynamic Passive Haptc Feeaback (DPHF) for virtual reality by ntroducng the weght-shiftng
physical DPHF proxy cbject Shifty. This concept combines actuators known from active haptics and physical proxies known from
passive haptcs to construct proxies that automatically adapt their passive haptic feedback. We describe the concept behind our
ungrounded weght-shifting DPHF proxy Shifty and the implementation of our prototype. We then investigate how Shity can, by
automatcally changing its internal weignt distribution, enhance the user's perception of virtual objects interacted with in two experiments,
In a first experiment, we show that Shifty can enhance the percepton of viriual objects changng n shape, espec ally in length and
thickness. Here, Shifty was shown 10 Increase the user's fun and perce'ved realsm significanty, compared to an equivalent passve
haptic proxy. In a second expermaent, Shifty is used 10 pick up virtual objects of dfferent virtual weights. The results show that Shifty
enhances the perception of weight and thus the perceived realism by adaping its kinesthesc feedback to the picked-up virual object.
In the same experiment, we accitionally show that specilic combinations of haptic, visual and audtory feedback curing the pck-up

interaction he'p to compensate ‘or visua-haptic mismaich perceived dunng the shifting process.
Index Terms—Dynamic passive haptic feedback, input devices, virtua' reaity, hapscs, perception

1 INTRODUCTION

Haptic feedback is known to be one of the next big challenges for
immersive vinual reakity (VR). This paper introduces a new class of
haptic feedback that mixes aspects of Active Hapric Feedback and
Passive Hapric Feedback called Dynamic Passive Haptic Feedback
(DPHF). With DPHF we combine the streagths of passive haptic proxy
objects and active haptic systems. As an example we introduce the
novel rod-shaped DPHF proxy Shifty. It is an ungrounded generic
physical proxy that uses actuators to slowly shift an internal weight,
changing its passive haptic properties in order 1o eshance the perception
of objects during VR interaction.

When interacting in our daily life, we constantly perceive haptic
cues that help us undenstand an object’s physical propertics such as its
shape, weight, weight distribution, temperature and texture, This is cs-
scatial for a safe, precise and cffective interaction with an object. While
sophisticated haptic feedback systems were developed in the past, the

* Anded Zenner, German Research Center for Artificial Intelligence (DFKI)
Saarland Informatics Campur, E-mail: andre, senner@ dikide,
* Antenio Kriger, German Research Center for Artificial Mtelligence (DFKI)
Saarland Informatics Campus. E-mail: kracger® diti. de.
Manuscripe recetved xx xxx, 201x; accepted xx xxx. 200 Date of Publication
st xxx, J0Jx; date of current version xx xxx, 201 x. For information en
obtaining reprints of this article, please send e-mail 1. reprints@icee.ory.

systems that come with major VR consumer devices, primarily target-
ing gaming and education, still use relatively simple controller devices,
especially in terms of the kinesthetic feedback provided. Prominent
examples are the controllers of the HTC Vive ' or the Ocudus Rift *.
These controllers are passive haptic proxy objects that physically repre-
sent virtual objects. The realism of their feedback, however, is limited.
Equipped with small vibeation motors, a set of feedback effects varying
in vibration strength and frequency can be achicved. While this can
produce very compelling effects for some interactions in the viral
environment (VE), such as tensing a bowstring or pulling 2 lever, a
major drawback is the fact that the kinesthetic properties always remaln
unchanged. For most interactions like picking up a virtual object with
the controller, or holding an object that changes its form or material,
users expect different haptic sensations before and after the event. A
common problem related to this is the balloon-like fecling of virual
objects: as cach picked-up object feels the same with respect to its
inertia, picking up larger objects becomes unrealistic as they feel much
100 lightweight.

With Skifty we introduce a novel physical proxy to solve these
issues by cahancing the perception of virtual objects users interact with.
Shifty can, without exerting noticeable active forces, slowly change its
Kinesthetic feodback automatically during runtime by shifting a weight
along its main axis to change its rotational inertia. The user then gets




support for visual impaired users?
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DualPanto: A Haptic Device that Enables Blind Users to Continuously Interact with Virtual
Worlds [paper)

Oliver Schneider, Hasso Plattner Institute & University of Waterloo
Jotaro Shigeyama, Hasso Plattner Institute

Robert Kovacs, Hasso Plattner Institute

Thijs Jan Roumen, Hasso Plattner Institute

Sebastian Marwecki, Hasso Plattner Institute

Nico Boeckhoff, Hassc Plattner Institute

Daniel Amadeus Gloeckner, Hasso Plattner Institute

Jonas Bounama, Hasso Plattner Institute

Patrick Baudisch, Hasso Plattner Institute

We present a new haptic device that enables blind users to continuously interact with spatial virtual
environments that contain moving objects, as is the case in sports or shooter games. Users interact with
DualPanto by operating the me handle with one hanc and by holding on to the it handle with the other
hand. Each handle is connected to a pantograph haptic input/output device. The key feature is that the
two handles are spatially registered with respect to each other. When guiding their avatar through a
virtual world using the me handle, spatial registration enables users to track moving objects by having the
gevice guide the output hand. This allows blind players of a 1-on-1 soccer game to race for the ball or

ﬁ evade an opponent; it allows blind players of a shooter game to aim at an opponent and dodge shosts. In
our user study, bling participants reported very high enjoyment when using the device to play (6.5/7).

DualPanto: A Haptic Devicethat Enables Blind Users to Continuously Interact with Vir.s, o »
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haptics, force-feedback, accessibility, blind, visually impaired, gaming



lots of interesting research going on in this space...

many open research challenges!






