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Abstract 4

Abstract
 This thesis explores the nature of a human experience in 
space through a primary inquiry into vision.  This inquiry begins 
by questioning the existing methods and instruments employed 
to capture and represent a human experience of space.  While 
existing qualitative and quantitative methods and instruments 
– from “subjective” interviews to “objective” photographic 
documentation – may lead to insight in the study of a human 
experience in space, we argue that they are inherently limited 
with respect to physiological realities.  
 As one moves about the world, one believes to see the 
world as continuous and fully resolved.  However, this is not 
how human vision is currently understood to function on a 
physiological level.
 If we want to understand how humans visually construct 
a space, then we must examine patterns of visual attention on 
a physiological level.  In order to inquire into patterns of visual 
attention in three dimensional space, we need to develop new 
instruments and new methods of representation.  The instruments 
we require, directly address the physiological realities of vision, 
and the methods of representation seek to situate the human 
subject within a space of their own construction.  In order to 
achieve this goal we have developed PUPIL, a custom set of 
hardware and software instruments, that capture the subject’s 
eye movements.  Using PUPIL, we have conducted a series of 
trials from proof of concept – demonstrating the capabilities of 
our instruments – to critical inquiry of the relationship between 
a human subject and a space.  We have developed software to 
visualize this unique spatial experience, and have posed open 
TXHVWLRQV�EDVHG�RQ�WKH�LQLWLDO�¿QGLQJV�RI�RXU�WULDOV���
 This thesis aims to contribute to spatial design 
disciplines, by providing a new way to capture and represent a 
human experience of space.     
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Introduction

Figure 1: Vision as image formation paradigm.  Sculp-
ture by Dimitri Hadzi, “Elmo-MIT,” 1963.  Location 
Hayden Library Courtyard, MIT, Cambridge.  Photograph 
E\�DXWKRUV��H[WUDFWHG�IURP�D�¿OP�

 This thesis explores the nature of a human 
experience in space through a primary inquiry 
into vision.  This inquiry begins by questioning the 
existing methods and instruments employed to 
capture and represent a human experience of space.  
While existing qualitative and quantitative methods 
and instruments – from “subjective” interviews to 
“objective” photographic documentation – may lead 
to insight in the study of a human experience in space, 
we argue that they are inherently limited with respect 
to physiological realities.  
 As one moves about the world, one believe to 
see the world as continuous and fully resolved.  The 
proliferation of images, photographic instruments, 
and screens in everyday routines only contribute to 
the misguided paradigm that equates a visual and 
embodied experience with a mechanical and objective 
reproduction of the world.  In this paradigm, vision 
is understood as image formation.  However, this 
is not how human vision is currently understood 
to function on a physiological level.  One does not 
reconstruct images in their brains with a one to one 
FRUUHVSRQGHQFH�WR�WKH�ZRUOG���:KLOH�WKH�KXPDQ�¿HOG�
of vision is expansive, the area that can be resolved at 
high resolution and in color is tiny – about the area 
of one’s thumbnail held at arms length.  This small 
area of high resolution physiologically corresponds 
directly to the area in the human retinal surface 
called the fovea.  Due to the fact that one only sees 
but a fraction of the world in high resolution, and the 
rest in diminishing acuity, one must move their eyes 
rapidly in order to process the world.         
 In this thesis we argue in support of an 
alternative paradigm, where vision is understood as 
information processing.2  In this way of thinking we 
consider the physiological realities of human vision 

1. Margaret Livingston, “What Art Can Tell Us About the 
Brain,” Design and Computation Group Lecture, MIT, April 13, 
2012.  We borrow these concepts from Livingston.  However the 
use of the word “paradigm” in this context is precarious as it infers 
an anti-positivist epistemological model.  Instead of adopting this 
Kuhnian word, we seek an alternative epistemology that is based 
on the relationship between the interleaved development of in-
struments, experiments, and theory as written about by !omas 
S. Kuhn, "e Structure of Scienti!c Revolutions, 3rd ed. (Univer-
sity Of Chicago Press, 1996); Peter Galison,, Image and Logic: A 
Material Culture of Microphysics (Chicago: University Of Chicago 
Press, 1997), Chapter 9, “!e Trading Zone: Coordinating Action 
and Belief ”.



9 Introduction

as an active, highly selective, intent driven, and fully 
unconscious process, where the patterns of visual 
attention are a unique and intimate artifact of a 
human experience in space.  In order to process the 
world, the human eye must remain relatively still or 
LQ�RUGHU�WR�DWWHQG�WR�±�¿[DWH�±�RQ�DQ�DUHD�RI�LQWHUHVW�3  
7KHVH� SDWWHUQV� RI� UDSLG�PRYHPHQW� DQG�¿[DWLRQ� DUH�
necessary processes of human vision.  Studying these 
patterns allows us to learn about the relationship 
between a human subject and a space.  We call this 
subjective relationship a visual construction of space.  
 If we want to understand how humans visually 
construct a space, then we must examine patterns of 
visual attention.  In order to inquire into patterns of 
visual attention in three dimensional space, we need 
to develop new instruments and new methods of 
representation.  The instruments we require, directly 
address the physiological realities of vision, and the 
methods of representation seek to situate the human 
subject within a space of their own construction.  In 
order to achieve this goal we have developed PUPIL, 
a custom set of hardware and software instruments, 
that capture the subject’s eye movements.  While 
commercial eye tracking systems exist, they are 
prohibitively expensive and closed for development 
in both their hardware and software.  We created 
PUPIL from raw silicon to high level Python control 
libraries, primarily because we wanted to inquire into 
the low level processes of human vision that are highly 
unconscious.  But our development is also motivated 
by the desire to make an area of inquiry accessible 
and to make an instrument that would enable future 
research for a broad range of disciplinary interests.        
 Using PUPIL, we have conducted a series 
of trials from proof of concept – demonstrating the 
capabilities of our instruments – to critical inquiry 

2. In fact, one is e$ectively blind during these rapid eye 
movements, as the vision system is blocked.  You can discover this 
by looking into a mirror and trying to see your eyes move.  You 
will not see your own eyes move, due to this temporary blindness.  
!is was well known by experimental psychologists and physiolo-
gists , but curiously remains an     

Figure 2: Vision information processing paradigm.  
Foveal view is simulated as colored ellipse in the cen-
ter, peripherial vision is gray and increasingly blurred 
as distance increases from the center of visual attention.   
Sculpture by Dimitri Hadzi, “Elmo-MIT,” 1963.   Location 
Hayden Library Courtyard, MIT, Cambridge.  Photograph 
E\�DXWKRUV��H[WUDFWHG�IURP�D�¿OP�
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of the relationship between a human subject and a 
space.  
 After conducting trials we were faced with the 
challenge of representing human experience in space.  
Understanding vision as information processing, we 
sought to reveal the unique artifacts of human vision.  
The representational methods we have developed 
act as a critique of existing representations of vision, 
VSHFL¿FDOO\�LQ�WKH�DVVRFLDWHG�¿HOGV�RI�VSDWLDO�GHVLJQ���
In existing practices, “objective” representations 
of vision are based on a mechanical or geometric 
understanding – image formation.  The camera 
obscura, cinematography are instruments employed 
to represent visions of space.  However, these methods 
of representing vision are limited, both spatially and 
temporally, by reducing the experience of human 
subject to a single vantage point locked in time.  
Even the most “truthful,” “objective,” or “realistic” 
representations of human vision are full of treason.4  
But why?  From studies of physiology, we know that 
humans can not resolve but a tiny fragment of our 
surrounding environment.  But those who represent 
visions of space continue to produce images based on 
the vision as image formation understanding.   
 We are in search of an alternative way to 
represent the human experience of space.  There 
is no way to “objectively” represent this unique 
relationship.  Nor do we propose a solution.  We are 
attempting to represent vision in a way that reveals 
some of the physiological challenges of human visual 
DWWHQWLRQ� DQG� VLPXOWDQHRXVO\� WKH� UHÀH[LYH� ELDV� RI�
our own methods.  This experience, as we have 
argued, is fragmented and partial.  But the amount 
of information that humans are able to process from 
this seemingly limited experience is extraordinary.  
In order to understand how humans visually attend 

3. Lorraine J. Daston and Peter Galison, Objectivity (Zone, 
2010).
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to a space, we have created a collection of tools and 
representational methods — that situate the human 
subject as the constructor of representations.  
 While the retinal surface may capture 
something analogous to “images” of the world, we 
believe that there are no representations of space in 
the human brain.  Following literature in cognitive 
science and physiology of vision, we assume that 
the process of vision does not reconstruct an image 
in the brain of the human subject.  Rather, vision is 
information processing – a constructive process.  Our 
tools and sensors, analogs to the retinal surface of the 
human eye, capture images of the world, but to our 
computer these images are just information that must 
be processed.  Our computer knows nothing of space, 
nor how to represent it given a two dimensional stream 
of information.  The representational methods we 
have developed rely on a series of software libraries 
that enable the construction of a three dimensional 
representation based on this information stream.  
This process is called Structure From Motion (SfM), 
where a stream of images from a moving subject are 
used to recover the pose of the subject’s head and 
three dimensional model of the world as triangulated 
points in space.5  We merge the physiological 
reality of human visual attention with a mechanical 
construction of vision.  Two modes of thinking about 
vision – mechanical and physiological or image and 
information – are both partial and fragmented in their 
own right.  But by leveraging one against  the other, 
the nature of their own mechanisms of construction 
are revealed.       
 We believe that these instruments and 
methods of representation allow one to inquire into 
the relationship of a human experience of space, and 
pose questions that challenge our assumptions as 

4.!e history of SfM can be traced back to the study of opti-
cal illusions in experimental psychology, where a human subject 
is able to construct an understanding of a three dimensional solid 
by observing the relative movement of two dimensional points.  
In computer vision, this problem is studied in order to compute 
three dimensions given only relative movement between two di-
mensional points or features in images.  Shimon Ullman posed the 
problem for computer vision in 1979. 
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designers.  For example, we believe PUPIL may allow 
us to capture the richness of a human experience even 
in what may be considered a “complex” space.  Or, to 
even reconsider what we mean when we say that a 
space is “complex”.

Chapter Summary
� ,Q� WKH� EHJLQQLQJ� RI� WKH� ¿UVW� FKDSWHU� ZH�
SURYLGH�GH¿QLWLRQV�LQ�DQ�RYHUYLHZ�RI�WKH�SK\VLRORJ\�
of the human eye.  The background chapter continues 
in a series of essays concentrating on the history of 
physiological and psychological studies of vision, 
within the context of eye movement studies in 
experimental psychology in the nineteenth and 
twentieth centuries.  Through a historical review 
we identify a shift from qualitative or introspective 
methods to examine human vision to quantitative 
or proto-computational understanding.  This shift 
aligns with the development of new instruments and 
metaphors for vision – vision as image formation.  
Within this historical context we will outline a number 
of case studies of visual attention experiments 
conducted by psychologists that seek quantitative 
and statistical explanations for literacy in areas from 
UHDGLQJ�WR�DUW�FULWLTXH���,Q�WKH�¿QDO�VHFWLRQ�ZH�PRYH�
towards a contemporary literature review that is 
supported with a discussion on the shifting status of 
vision in modernity and the formation of “objective” 
representations.  
 In the second chapter we introduce our 
platform of instruments and representational 
methods – PUPIL���7KH�¿UVW�VHFWLRQ�RI�WKLV�FKDSWHU�
contains a detailed discussion of the hardware 
apparatus and the associated technological and 
physiological constraints that were considered in its 
design and development.  In addition to a hardware 
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system, we introduce novel representation methods, 
that employ a structure from motion (SfM) pipeline 
to construct a the space of a human experience, and 
to situate the human subject within that space.  The 
¿QDO� VHFWLRQ� RI� WKLV� FKDSWHU� GRFXPHQWV� D� VHULHV� RI�
trials conducted with PUPIL with different human 
subjects in a variety of environments and scenarios.  
We conclude this section with an analysis of our initial 
¿QGLQJV�IURP�RXU�WULDOV��DQG�SRVH�RSHQ�TXHVWLRQV�
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 The background of this thesis is divided into 
WZR�PDMRU� VHFWLRQV�� � 7KH� ¿UVW� VHFWLRQ� GHVFULEHV� WKH�
physiology of the human eye, outlines constraints 
of human vision, and introduces key terms and 
assumptions central to the thesis.  The second section 
provides a historical review of experiments on human 
vision in experimental psychology and concludes with 
D�GLVFXVVLRQ�RI�VFLHQWL¿F�UHSUHVHQWDWLRQV�RI�REMHFWLYH�
vision.  

Physiology of Vision — The Human Eye   
 Through an understanding of the optics and 
sensing capabilities of the human eye reveal we reveal 
FRQVWUDLQWV�VSHFL¿F�WR�KXPDQ�YLVLRQ��WKDW�VSRQVRU�WKH�
question of why do we move our eyes to see the world?  
We then proceed to discuss how the eye is moved 
through a discussion of central motifs — saccades and 
¿[DWLRQ�²�DQG�ZK\� WKHVH�PRYHPHQWV�DUH�QHFHVVDU\�
on a physiological level.  Furthermore, we question 
how movements of the eye are motivated.  
 Through a description of physiology of the 
human eye and by outlining questions based on 
physiological understandings we will expose the 
underlying assumptions of our research.  One of the 
FHQWUDO�DVVXPSWLRQV�LV�WKDW�ZKDW�ZH�¿[DWH�RQ��RQ�WKH�
physiological level of eye movements, is what we are 
attending to.  In the next section we will demonstrate 
KRZ� WKH� FRUUHODWLRQ� RI� VDFFDGH�¿[DWLRQ� DQG� YLVXDO�
DWWHQWLRQ�HYROYHG�LQ�D�VSHFL¿F�GLVFLSOLQDU\�FRQWH[W����

History of Eye Movement Studies and 
Representations of  Objective Vision
 In this section we introduce a theoretical 
framework for the thesis by reviewing late nineteenth 
and early twentieth century psychology experiments 
on human vision.  Within this context our research 
concentrates on reviewing psychology experiments 

Background
Section Overview
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where new instruments were developed and employed 
WR� PHDVXUH� SK\VLRORJLFDO� PRYHPHQWV� ±� VSHFL¿FDOO\�
eye movements – and correlated with cognitive 
response. 
 Historically, this is an interesting period for 
WKH��WKHQ��\RXQJ��¿HOG�RI�SV\FKRORJ\�DV�LW�VWUXJJOHG�WR�
gain acceptance as a “hard science” in the sub domain 
of experimental psychology.  We will demonstrate 
through a review of experiments , that it is through 
physiology that experimental psychology makes 
its claim to empirical truths, where vision and eye 
movements played a central part in closing the 
gap between physiological behaviors and cognitive 
activity.  We will describe how eye movements became 
an object of inquiry in the space of the experimental 
psychology laboratory through the study of reading 
and examining images.  We will show how the 
development of instruments in the laboratory of 
experimental psychologists brought about new ways 
of theorizing and representing human vision.  We will 
make connections between research on human vision 
in experimental psychology with early research on 
computer vision, which develops from physiological 
understandings of the human visual system.  The 
connections and intersections between human vision 
experimental psychology and machine vision will 
be elaborated upon, providing a foundation for the 
research conducted in this thesis.  Further connections 
between human physiology and machine vision will 
be discussed in detail in the essay on physiology.  
� ,Q� WKH� ¿QDO� VXEVHFWLRQ� RQ� YLVLRQ�� ZH� ZLOO�
H[DPLQH�UHSUHVHQWDWLRQV�RI�YLVLRQ�VSHFL¿FDOO\� LQ�WKH�
study of eye movements and computer vision.  The 
representation of vision is always contested territory 
in terms to claims of reality in the arts and claims of 
objectivity or truth in the sciences.  
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 In this section we will provide an overview 
of the optical functions of the human eye, the 
composition and function of the sensory apparatus, 
and the performance and constraints these systems 
put on the motor apparatus that moves the eye.  

Optics and Sensors of the Eye
 The human eye uses a two lens system in a 
ÀXLG�FDOOHG�WKH�YLWUHRXV�KXPRXU�WR�SURMHFW�LQFRPLQJ�
rays of light from the world onto the retinal surface 
that is located at the back of the eye.
� 7KH� ¿UVW� RSWLFDO� HOHPHQW� LV� WKH� &RUQHD�� � WR�
EH�SUHFLVH�� D� WKLQ� OD\HU� RI� WHDU�ÀXLG� WKDW� FRYHUV� WKH�
curved corneal surface.  Once the rays pass through 
the cornea they continue onwards to the pupil.  The 
pupil acts like an aperture in a camera.  One function 
of the aperture is to control the amount of light 
that passes into the lens, or camera.  This aperture 
can change in size, growing larger – dilation in low 
light conditions to allow more light, or smaller – 
constricting – to allow less light.  The rays of light 
then pass through the eye lens.  The eye lens can 
change in shape, or deform in order to focus on light 
coming from different depths. Once past the lens, the 
rays of light travel through the vitreous humour and 
are cast on the retinal surface.  The retinal surface 
is covered with photoreceptor cells.  In the camera 
analogy this surface would be equivalent to a CMOS 
sensor or photographic emulsion.
 The retinal surface contains two types of photo 
receptors, rods and cones.  There are twenty million 
rods and six to seven million cones.  The rods are 
more sensitive than the cones, but are not sensitive to 
color.  The cones are responsible for color sensitivity 
in the retina. 
 On the retinal surface there is an area that 

The Human Eye

Figure 3: Human eye cross section.  Reprinted from: 
“12. The Telescopic Eye “ www.telescope-optics.net/eye.
htm

)·F P

5.2 mm1.5 mm

0.3 mm 0.3 mm

I�¶� ������PPf   ������PP

1·N3·

1 2 3 4 5

Figure 4: Human eye as optical system.  Redrawn by 
authors based on original from: “12. The Telescopic Eye 
“ http://www.telescope-optics.net/eye_aberrations.htm
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is densely packed with cones in proportion to rods.  
This area is called the fovea, and appears as a small 
yellow spot on the retinal surface.  The fovea is 
measured in angular diameter of between 0.3 degrees 
and 2 degrees, or 1/4000th of the retinal surface 
area (Steinman 2003).  The remainder of the retina 
is not blind, as the distance increases from the fovea 
the density of cones and optical acuity is greatly 
reduced. At twenty degrees from the fovea, visual 
acuity is down to ten percent.  The fovea is densely 
packed with cones, approximately 161,900 per square 
millimeter, allowing for high resolution color vision. 
The surrounding area is populated by rods, densely 
packed around the fovea.  The rods decrease in density 
relative to distance from the fovea.  The physiology of 
the retinal surface shows us that here is only a small 
SRUWLRQ�RI�RXU�YLVXDO�¿HOG�WKDW�ZH�FDQ�UHVROYH�LQ�KLJK�
resolution. 

Field of View
� 7KH�KXPDQ�PRQRFXODU�¿HOG�RI�YLVLRQ��ZLWKRXW�
eye movement, is one hundred and sixty degrees 
LQ�ZLGWK�DQG�RQH�KXQGUHG�DQG�VHYHQW\�¿YH�GHJUHHV�
in height.   While this may seem like an incredibly 
ODUJH�¿HOG�RI�YLVLRQ��WKLV�¿HOG�RI�YLVLRQ�LV�QRW�DOO�VKDUS�
and in color.  The visual angle foveal vision is only 
approximately one degree.  As a practical example, 
the area that a human eye resolves in color and high 
resolution is approximately equivalent to the area of 
one’s thumbnail held out at arms length.  Due to this 
limitation we have to rotate our eyes in their sockets, 
positioning the eye such that the area of interest in 
the world is projected onto the fovea.  This movement 
called a saccade and is usually very fast, up to seven 
hundred degrees per second and typically lasting for 
thirty milliseconds.  The saccade is a  major motif of 

Figure 5: Graph of the eye photo receptors and acuity.  
Reprinted from: “12. The Telescopic Eye “ http://www.
telescope-optics.net/eye_aberrations.htm
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visual movements.
 Not only is the retinal area of high acuity 
small, but the cones are also relatively slow.  The 
step response time for cones is approximately twenty 
milliseconds.  For an image to fully resolve with all 
its high frequency details its projection on the fovea 
need to be motionless. Any movement faster than 
three degrees per second would result in a blurry 
image.  During fast movements like a saccade the 
image would be blurred.  However, the visual system 
is blocked during saccades and therefore the brain 
does not receive this useless information.  During a 
saccade we are effectively blind.  This can be easily 
demonstrated by attempting to look in a mirror and 
observe your own eyes moving.   

Eye Musculature and Stabilization
 For successful resolution of a detail, one’s 
gaze needs to rest on the area of interest, this is called 
¿[DWLRQ�DQRWKHU�PRWLI�RI�H\H�PRYHPHQWV�� �)L[DWLRQV�
typically last for three hundred milliseconds.  
'XULQJ� D� ¿[DWLRQ� WZR� SRZHUIXO� LPDJH� VWDELOL]DWLRQ�
mechanisms keep the projection in place.  Even if one 
PRYHV�WKHLU�KHDG�ZKLOH�¿[DWLQJ�RQ�DQ�REMHFW��RU�WKH�
object of interest moves relative to the viewer, the 
image stays in place.  
 This stabilization is achieved by the vestibulo-
RFXODU�UHÀH[��925��DQG�WKH�RSWLRNLQHWLF�UHÀH[��2.5����
%RWK� UHÀH[HV� DFWXDWH� D� WKUHH� SDLUV� RI� PXVFOHV� WKDW�
rotate the eye around its three axis: the lateral rectus, 
the medial rectus, the inferior rectus, the superior 
rectus, the inferior oblique, and the superior oblique.  
When the muscles contract and their counterpart 
relaxes accordingly, the resulting torque moves the 
eye in almost pure rotation.
 The eye can be rotated voluntarily to yaw 

Figure 6: Human eye musculature.  Image taken from 
Wikipedia.
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DQG� VKLIW�� DOORZLQJ� DQ\� SDUW� RI� WKH� ¿HOG� RI� YLHZ� WR�
be projected onto the fovea.  Movement around the 
optical axis, rolling, can not be triggered voluntarily 
and is not very noticeable due to the rotational 
symmetry of the eye, but it is nonetheless frequently 
XVHG�E\�WKH�FRPSHQVDWRU\�UHÀH[HV���
� 925� LV� D� UHÀH[� WKDW� FRPSHQVDWHV� IRU�
rotation and translation of head movements.  These 
movements  are sensed by the vestibular apparatus 
LQ�WKH�LQQHU�HDU���+HUH�WKH�LQHUWLD�RI�D�ÀXLG�LV�VHQVHG�
by small hairs in the inner ear.  Rotational and 
translational change is then passed on to a short and 
very fast neuron network called the three neuron arc, 
that stimulates the eye muscles to compensate for the 
movement.
 OKR is triggered by the assessment of 
change in the foveal image. As the projected image 
starts to drift the angle and velocity of this change is 
measured and the eye motor muscles are stimulated 
to compensate for this change.  The processes used to 
evaluate angle and magnitude of change is analogous 
WR� D� SURFHVV� LQ� FRPSXWHU� YLVLRQ� FDOOHG� RSWLFDO� ÀRZ���
The analogs between human vision and computer 
vision will be discussed elsewhere in this thesis. 
 The three main motifs of eye movements are 
¿[DWLRQ�� VDFFDGHV� DQG� SXUVXLW�� � 6DFFDGHV� DUH� D� IDVW�
UHSRVLWLRQLQJ�RI�WKH�H\H�WKDW�DOWHUQDWH�ZLWK�¿[DWLRQV��D�
pause between saccades during which the projection 
on the fovea is processed.  For moving targets OKR 
is utilized to keep the target projection in place, this 
smooth motion of the eye is called pursuit. 
 Looking at smaller temporal and spatial 
scales, other motifs emerge: drift, tremor and micro-
saccades. 

Figure 7: Functional diagram of the vestibulo-ocular 
UHÀH[��925���,PDJH�WDNHQ�IURP�:LNLSHGLD�
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Direction of Visual Attention
� %H\RQG�WKHVH�WZR�UHÀH[HV��925�DQG�2.5��WKH�
visual system stimulates the eye muscles to rotate in 
order to inspect areas of interest.  The visual cognitive 
pathways that control and decide what area in the 
¿HOG�RI�YLVLRQ�WR�HYDOXDWH�LQ�JUHDWHU�GHWDLO�LV�D�VXEMHFW�
of ongoing inquiry. Current research suggest that two 
schemes can be used the describe this behavior.  The 
¿UVW� LV� W\SLFDOO\� FDOOHG� ³ERWWRP� XS� FRQWURO�´� ZKHUH�
salient features determine what is to be attended 
to.  The second is called “top down control,” where 
attention is focused by a predetermined cognitive 
task.  
 In the bottom up control schemes, the area in 
RXU�¿HOG�RI�YLVLRQ�WKDW�LV�UHVROYHG�LQ�IRYHDO�YLVLRQ�LV�
not only uncontrollable by conscious thought, but it 
is also completely opaque to it. Salient features of a 
scene prompt our visual system to saccade the gaze 
SRLQW�WR�WKLV�DUHD�RI�LQWHUHVW�DQG�¿[DWH�RQ�LW����
An example for this is a sudden movement in the 
peripheral vision or a contrasting detail like a blossom 
on a background of green leaves. 
 Top down control is controlled by high level 
motivations, like a verbal cue that lets our visual 
system shift foveal vision towards areas that we deem 
as potentially informative for the given visual task. 
7KLV�FRXOG�IRU�H[DPSOH�EH�D�VHDUFK�WDVN��³¿QG�WKH�UHG�
bottle”, or a motor task like opening a drawer. 
This control scheme is  very interesting, but at the 
same time opaque to us as it implicates the combined 
motivations of the viewer, their prior experience, 
WUDLQLQJ��DQG�D�P\ULDG�RI�RWKHU�LQÀXHQFHV�
 While neither the neurological implementation 
nor more detailed rules of interaction are understood,  
it appears that both schemes are weighted into the 
GHFLVLRQ�ZKDW�WR�¿[DWH�XSRQ�QH[W�
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Is the Point of Fixation Equal to the Point of 
Attention?
 The community has agreed upon the 
DVVXPSWLRQ� WKDW� WKH�DUHD� WKDW�ZH�¿[DWH�XSRQ� LV� WKH�
area we are visually attending to and chosen to look 
at by either visual saliency (bottom up), potential 
usefulness for a task (top down) or both. However 
it should be noted that the converse may not always 
be true.  Our peripheral vision may resolve features 
VXI¿FLHQWO\�HQRXJK�� WKDW�RXU�YLVXDO� V\VWHP�GRHV�QRW�
need to direct the visual center on them.
 However, the implementation of our software 
and visualization only concerns itself with the point 
of visual attention as with our hardware and software 
we  have not developed means of observing states of 
visual cognitive activity, other than pupil position.

Vision as information Processing
 What should become apparent from this 
overview is that the physiological realities of seeing 
are by no means in accord with how we think we 
are perceiving the world.  While our visual world 
appears to us as always focused and complete, the 
physiological reality is constructed from fragments 
RI�D�UHVROYHG�¿HOG���7KH�DUHD�ZH�DUH�UHVROYLQJ�DW�IXOO�
resolution at any given time is surprisingly small.  Very 
VRSKLVWLFDWHG�PDFKLQHU\�KDV�HYROYHG�WR�HI¿FLHQWO\�XVH�
the limited visual cognitive capacity and extract the 
contextually important visual information from a the 
world around us.  Seeing should not be understood as 
full resolution of a scene by means of capturing images 
in a still or video camera, but as an act of information 
processing.  This act is guided by a goal or motivation, 
is highly selective, and starts at the very beginning of 
the visual  system, the eye.
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 While the exact mechanisms of vision are still 
unknown we believe that the choices this machinery makes, 
LQ�WKH�¿[DWLRQ�SRLQWV�RI�D�KXPDQ�VXEMHFW�PRYLQJ�WKURXJK�
space, allow for low level introspection. This introspection 
can include but is not limited to the of the visual perception 
RI� D� VSDFH�� WKH� PRWLYH� RI� WKH� VXEMHFW�� WKH� LQÀXHQFH� RI��
subjects background and training on his perception. 
 Furthermore it can potentially give answers to 
the impact of a space and spacial design decisions on the 
human subject. This latter category might allow us to use 
the insights gained from tracking visual attention is space 
not only as a mere analytical tool but include it in a design 
and evaluation feedback loop, ultimately making it an 
instrument that allows for more appropriate spatial design.



25 Background: !e Human Eye



Background: !e Best Possible Reader 26

Try reading this silently. 

The two men were seated at a table 
upon which many books and papers 
were scattered.   The older man 
turned to a page in a large book 
and began to read.   The subject 
of the chapter was something 
about hypnagogic hal lucinations 
and hyperaesthesia.   A few pages 
further on he came to a sentence 
which read, “One thing, however, 
is obvious, namely that the manner 
in which we now become acquainted 
with complex objects need not in 
the least resemble the manner in 
which the original elements of our 
consciousness grew up.”5

5.Guy T. Buswell, An Experimental Study of the Eye-Voice 
Span in Reading (Chicago: University of Chicago Press, 1920), 8;  
William James, "e Principles of Psychology: Volume Two (New 
York, Henry Holt and Company, 1890), 630;  Buswell selects 
the last sentence in his reading sample for “advanced readers” 
(marked above as in Buswell’s text sample with double quotation 
marks) from William James’s monumental text.  However, italics 
that begin at “...the manner,” in James’s original text are omitted 
in Buswell’s citation.  !is citation is taken from the last chapter 
of James’s second volume in the section titled, “Necessary Truths 
And !e E$ects of Experience” and within the further subhead-
ing, “!e Genesis of the Elementary Mental Categories.”  Within 
context of this chapter the quotation can be read as a critique of 
associationist thinking, where a complex object or experience is 
based on a combination of prior experiences.  !e associationist 
concept of experience clashes with James’s spiritual and holistic 
understanding of the mind.  !is can be captured best in another 
quote from the same chapter, “!e way of ‘experience’ proper is 
the front door, the door of the #ve senses. !e agents which a$ect 
the brain in this way immediately become the mind’s objects. !e 
other agents do not. It would be simply silly to say of two men with 
perhaps equal e$ective skill in drawing, one an untaught natural 
genius, the other a mere obstinate plodder in the studio, that both 
alike owe their skill to their ‘experience.’ !e reasons of their sev-
eral skills lie in wholly disparate natural cycles of causation.” (Wil-
liam James, "e Principles, 628)

History of Eye Movement Studies
Part 1: “The Best Possible Reader”
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Try reading this silently. 

The two men were seated at a table 
upon which many books and papers 
were scattered.   The older man 
turned to a page in a large book 
and began to read.   The subject 
of the chapter was something 
about hypnagogic hal lucinations 
and hyperaesthesia.   A few pages 
further on he came to a sentence 
which read, “One thing, however, 
is obvious, namely that the manner 
in which we now become acquainted 
with complex objects need not in 
the least resemble the manner in 
which the original elements of our 
consciousness grew up.”5

5.Guy T. Buswell, An Experimental Study of the Eye-Voice 
Span in Reading (Chicago: University of Chicago Press, 1920), 8;  
William James, "e Principles of Psychology: Volume Two (New 
York, Henry Holt and Company, 1890), 630;  Buswell selects 
the last sentence in his reading sample for “advanced readers” 
(marked above as in Buswell’s text sample with double quotation 
marks) from William James’s monumental text.  However, italics 
that begin at “...the manner,” in James’s original text are omitted 
in Buswell’s citation.  !is citation is taken from the last chapter 
of James’s second volume in the section titled, “Necessary Truths 
And !e E$ects of Experience” and within the further subhead-
ing, “!e Genesis of the Elementary Mental Categories.”  Within 
context of this chapter the quotation can be read as a critique of 
associationist thinking, where a complex object or experience is 
based on a combination of prior experiences.  !e associationist 
concept of experience clashes with James’s spiritual and holistic 
understanding of the mind.  !is can be captured best in another 
quote from the same chapter, “!e way of ‘experience’ proper is 
the front door, the door of the #ve senses. !e agents which a$ect 
the brain in this way immediately become the mind’s objects. !e 
other agents do not. It would be simply silly to say of two men with 
perhaps equal e$ective skill in drawing, one an untaught natural 
genius, the other a mere obstinate plodder in the studio, that both 
alike owe their skill to their ‘experience.’ !e reasons of their sev-
eral skills lie in wholly disparate natural cycles of causation.” (Wil-
liam James, "e Principles, 628)

 This paragraph was composed by Guy T. 
Buswell as a selection for “advanced readers” in his 
experimental study of reading conducted as a PhD 
student at the University of Chicago between 1917 
and 1920.6  The ultimate goal of Buswell’s research 
was to produce the best possible reader.7  
 In order to take steps toward achieving this 
goal, Buswell followed the framework of applied 
psychology established by Hugo Münsterberg in his 
book, 3V\FKRORJ\� DQG� ,QGXVWULDO� (I¿FLHQF\.  The 
idealized relationship between applied psychology 
and society can be generalized in a three step process 
with a feedback loop.  First, societal problems, 
economic or pedagogical, are isolated and brought 
forward to the psychologist in the laboratory.  Second, 
the experimental psychologist in the laboratory 
extricates the problem from societal constraints, 
creating an isolated and abstracted object of inquiry.  
The abstract object of inquiry is studied in relation 
to an individual subject.  Third, results from the 
ODERUDWRU\�DUH�DSSOLHG�LQ�WKH�¿HOG�DV�³SV\FKRWHFKQLFV�´��
The application of “psychotechnics” can then feed 
back into the theoretical knowledge of psychology and 
potentially reinitiate the process from new societal 
concerns.8  
 How does reading become an object of inquiry 
in the psychology laboratory?  Within the framework 
of applied psychology, reading enters the laboratory 
from society as industrial, economic, and pedagogical 
concern.  The importance of reading can be directly 
connected to a historical narrative of industrialization.  
Lewis Mumford situated the printing press as one of 
WKH� PRVW� LQÀXHQWLDO� PDFKLQHV�� ³VHFRQG� RQO\� WR� WKH�
clock in order if not perhaps in importance...”9  The 
mechanical clock transformed time into an abstract 

6. Buswell, An Experimental Study; !e dissertation was 
published by the University of Chicago Press in conjunction with 
two educational journals: "e School Review and "e Elementary 
School Journal.  

7. Hugo Münsterberg, Psychology and Industrial E#ciency 
(Boston: Houghton Mi%in Company, 1913), chaps. 4-12.  My use 
of “the best possible reader” is a direct reference to Münsterberg’s 
title for the #rst section of his book, “!e Best Possible Man.”   

8. Münsterberg, Psychology and Industrial E#ciency; “Only 
slowly did the pedagogical problems themselves begin to deter-
mine the experimental investigation. !e methods of laboratory 
psychology were applied for the solving of those problems which 
originated in the school experience, and only when this point was 
reached could a truly experimental pedagogy be built on a psy-
chological foundation.  We stand in the midst of this vigorous and 
healthy movement, which has had a stimulating e$ect on theo-
retical psychology itself.” (Münsterberg, Psychology and Industrial 
E#ciency, 12);  Also, the de#nition of psychotechnics is the ap-
plication of experimental psychology back to society: “!e task of 
psychotechnics is accordingly to determine by exact psychological 
experiments how this mental e$ect, the satisfaction of economic 
desires, can be secured in the quickest, in the easiest, in the safest, 
in the most enduring , and in the most satisfactory way.” (Mün-
sterberg, Psychology and Industrial E#ciency, 242).

9. Lewis Mumford,  Technics and Civilization (Chicago: Uni-
versity of Chicago Press, 2010 [1934]), 134.



Background: !e Best Possible Reader 28

object, that was no longer connected to biological 
or organic rhythms, where time “...could be divided, 
LW� FRXOG� EH� ¿OOHG� XS�� LW� FRXOG� HYHQ� EH� H[SDQGHG� E\�
the invention of labor saving instruments.”10  For 
Mumford, the printing press was a quintessential 
example of a labor saving instrument that merged 
with mechanized time-keeping in the material 
product of the periodical publication.11 
 However, increased production volume and 
mobility of inscriptions was not always labor saving 
for the individual psyche.  
 In the late nineteenth and early twentieth 
century reading was held accountable for disastrous 
physiological and psychological affects in the form 
of myopia and fatigue.12  In the service of a capitalist 
society, the applied psychologist was employed to 
provide a training regime that could standardize the 
production of the best possible reader.  Alternatively, 
WKH� DSSOLHG� SV\FKRORJLVW� FRXOG� EH� WDVNHG� WR� ¿W� WKH�
best possible reader with the best possible work.  
$Q� H[HUFLVH� LQ� YRFDWLRQDO� ¿WQHVV�� � :KLOH� DSSOLHG�
psychology produced a program that attempted to 
reintegrate experimental psychology into society, the 
importance of reading in psychology had its roots in 
experimental psychology.        
 In attempts to become recognized as an 
exact science, psychology developed a new program 
of experimental psychology.  Today, the new 
program of experimental psychology is attributed to 
:LOKHOP�:XQGW�ZKR�GHYHORSHG�WKH�¿UVW�SV\FKRORJ\�
laboratory, de jure, at the University of Leipzig in 
1879.13  The new science of Experimental psychology 
PDUNHG�D�GH¿QLWLYH�VKLIW�LQ�WKH�UHODWLRQVKLS�EHWZHHQ�
observer and object, where the object observed was 
independent of the observer.14  Hugo Münsterberg 
traced parallel lines of development between early 

10. Mumford, Technics and Civilization, 17.
11. Mumford, Technics and Civilization, 136.

12. Edmund Huey, “On the Psychology and Physiology of 
Reading: I,” "e American Journal of Psychology 11 (3 April, 1900), 
283-302 on 283; “Some general account of what we do in reading 
seems to be much needed in view of the fact that reading is one 
of the most frequently performed psycho-physiological operation, 
and is fatiguing, o"en disastrously so.  What are the conditions of 
this fatigue?… Moreover, it has been believed, though less strongly 
at present than a few years ago, that the reading in schools is the 
cause of the tremendous progress of myopia.” 

13. On “Early Psychology Labs: Founding of Laboratories of 
Psychology (From 1875-1890),” see http://www3.niu.edu/acad/
psych/Millis/wundtslab/epl.htm (accessed 15 December 2011).  

14. George Mandler, A History of Modern Experimental Psy-
chology: from James and Wundt to Cognitive Science, (Cambridge: 
MA, MIT Press, 2007) 60: “It was Wundt in 1874 who marked out 
the ‘new domain of science’ and who made the break with self-
observation by insisting that ‘all accurate observation implies… 
that the observed object is independent of the observer.’”

Figure 8: Graph of publications between the years 1850-
1910, and graph of inhabitants in the United States for the 
same period.  Judd uses these graphs to demonstrate the 
overwhelming volume of reading relative to population 
and to make an argument for the radical reform of reading 
pedagogy in elementary education.  Also of note are the 
graphs themselves.  The graph for publications on the 
left is dramatically stretched in the vertical axis within 
the original publication.  Judd, while a professor at Yale, 
writes about the importance of graphic representation 
and scale, “In general it will be found advantageous to 
bring together all the results of an investigation whenever 
possible in a graphic representation… It is sometimes 
advantageous to emphasize one characteristic or the 
other of a given curve.”9  Reproduced from Charles H. 
Judd, “Relation of School Expansion to Reading,” The 
Elementary School Journal 23 (4 December, 1922), 253-
266 on 254, 255. 
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object, that was no longer connected to biological 
or organic rhythms, where time “...could be divided, 
LW� FRXOG� EH� ¿OOHG� XS�� LW� FRXOG� HYHQ� EH� H[SDQGHG� E\�
the invention of labor saving instruments.”10  For 
Mumford, the printing press was a quintessential 
example of a labor saving instrument that merged 
with mechanized time-keeping in the material 
product of the periodical publication.11 
 However, increased production volume and 
mobility of inscriptions was not always labor saving 
for the individual psyche.  
 In the late nineteenth and early twentieth 
century reading was held accountable for disastrous 
physiological and psychological affects in the form 
of myopia and fatigue.12  In the service of a capitalist 
society, the applied psychologist was employed to 
provide a training regime that could standardize the 
production of the best possible reader.  Alternatively, 
WKH� DSSOLHG� SV\FKRORJLVW� FRXOG� EH� WDVNHG� WR� ¿W� WKH�
best possible reader with the best possible work.  
$Q� H[HUFLVH� LQ� YRFDWLRQDO� ¿WQHVV�� � :KLOH� DSSOLHG�
psychology produced a program that attempted to 
reintegrate experimental psychology into society, the 
importance of reading in psychology had its roots in 
experimental psychology.        
 In attempts to become recognized as an 
exact science, psychology developed a new program 
of experimental psychology.  Today, the new 
program of experimental psychology is attributed to 
:LOKHOP�:XQGW�ZKR�GHYHORSHG�WKH�¿UVW�SV\FKRORJ\�
laboratory, de jure, at the University of Leipzig in 
1879.13  The new science of Experimental psychology 
PDUNHG�D�GH¿QLWLYH�VKLIW�LQ�WKH�UHODWLRQVKLS�EHWZHHQ�
observer and object, where the object observed was 
independent of the observer.14  Hugo Münsterberg 
traced parallel lines of development between early 

10. Mumford, Technics and Civilization, 17.
11. Mumford, Technics and Civilization, 136.

12. Edmund Huey, “On the Psychology and Physiology of 
Reading: I,” "e American Journal of Psychology 11 (3 April, 1900), 
283-302 on 283; “Some general account of what we do in reading 
seems to be much needed in view of the fact that reading is one 
of the most frequently performed psycho-physiological operation, 
and is fatiguing, o"en disastrously so.  What are the conditions of 
this fatigue?… Moreover, it has been believed, though less strongly 
at present than a few years ago, that the reading in schools is the 
cause of the tremendous progress of myopia.” 

13. On “Early Psychology Labs: Founding of Laboratories of 
Psychology (From 1875-1890),” see http://www3.niu.edu/acad/
psych/Millis/wundtslab/epl.htm (accessed 15 December 2011).  

14. George Mandler, A History of Modern Experimental Psy-
chology: from James and Wundt to Cognitive Science, (Cambridge: 
MA, MIT Press, 2007) 60: “It was Wundt in 1874 who marked out 
the ‘new domain of science’ and who made the break with self-
observation by insisting that ‘all accurate observation implies… 
that the observed object is independent of the observer.’”

experimental psychology and the natural sciences, 
where he claimed that the aims of the discipline 
were to derive general or constant laws based on 
the exact observation of individuals.15    No longer 
would psychology rely on self observation.  Instead, 
“experimental study was possible only when external 
manipulation of conditions was possible–that is, 
it was restricted to relations between stimulus and 
consciousness in the simplest sense.”16   
 For the experimental psychologist, reading 
formed an essential link between the seemingly 
unconscious responses of the eye to a stimulus–text 
on a page–and the conscious activities of the mind–
measured in verbal feedback.  The physiological 
realities of the moving eye in connection with 
verbal reading aloud, or interpretation of text, 
produced a connection between artifact, subject, 
and psychologist.  In order to assert a position as an 
exact science, this interpretive relationship required 
exact methods and instrumentation to measure the 
eye, voice, and text.  The text artifact as stimulus, 
movements of the eye as physiological response, and 
verbal feedback as a window into conscious activity 
needed to be correlated.  
� 7KH� ¿UVW� KDOI� RI� WKH� VROXWLRQ� ZDV� IRXQG� LQ�
the clock, “… for the clock is not merely a means of 
keeping track of the hours, but of synchronizing the 
actions of men.”17  It was in the precise timing of 
stimulus and response that an individual’s actions 
could be measured and tabulated.  By correlating 
the times in a table, individual responses could be 
compared, sorted, and evaluated.  The second half of 
the solution was found in photographic medium and 
apparatus.      
 A novel instrument to measure the eye 
movements during reading was developed by an 

15. Münsterberg, Psychology and Industrial E#ciency, 5: 
“!eir aim was no longer to speculate about the soul, but to #nd 
the psychical elements and the constant laws which control their 
connections.  Psychology became experimental and physiologi-
cal.”

16. Mandler, History of Modern Experimental Psychology, 60.

17. Mumford, Technics and Civilization, 14. 
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American named Raymond R. Dodge while studying 
philosophy at the University of Halle in Germany 
in 1894.18  Even though Dodge was determined to 
become a philosopher, he enrolled in a seminar on 
the psychology of reading taught by Professor Benno 
Erdmann.  During this seminar Professor Erdmann 
discussed the philosophical need for a special 
apparatus to study reading.  Erdmann was able to 
describe the apparatus in detail but postulated that 
this ideal apparatus could not be built.  The “ideal 
tachistoscope” would be able to expose words to both 
eyes simultaneously.19  Dodge took his professor’s 
description and skepticism as a personal challenge.  
+LV� ¿UVW� \HDU� DV� D� JUDGXDWH� VWXGHQW� DW� +DOOH� ZDV�
devoted to the construction of the tachistoscope.  The 
project sponsored a close working relationship with 
Professor Erdmann and a shift in Dodge’s disciplinary 
interests; from philosophy to psychology, resulting in 
a dissertation on the kinesthetics, or motor functions, 
in connection with verbal imagery.20  After defending 
his dissertation, Dodge remained in Germany for 
a year to complete the publication of his research 
conducted with Erdmann.  The Erdmann-Dodge 
tachistoscope enabled unprecedented  precision 
in the measurement and correlation of a subject’s 
psycho-physiological response time to varying 
projected verbal imagery.21    
 A diagram of the Erdmann-Dodge 
tachistoscope portrays a laboratory workbench 
with projection stimulus instruments, and a timing 
GHYLFHV�DI¿[HG�WR�WKH�VXUIDFH�RI�D�ZRUNEHQFK�DORQJ�D�
central axis.  In this representation the subject would 
be seated at the left end of the lab table.  The subject, 
once seated, would bite down on the bar in order to 
simultaneously restrict movement of the head and 
initiate the projection of words or word fragments 

18. Walter R. Miles, Raymond Dodge 1871-1942: A Biographi-
cal Memoir (New York: Columbia University Press for the Nation-
al Academy of Sciences, 1956), 70: !e story of Dodge enrolling 
at University of Halle resulted from his rejection from Harvard 
and Columbia.  His choice to study in Germany was based on a 
conviction that he would become a philosopher, and in order to 
become a philosopher, he would have to master the German lan-
guage.  Dodge’s professor at Williams College (Professor Russell) 
gave him a copy of Kant’s Kritik des reinen Vernun$s, which was 
edited by Professor Benno Erdmann.  His biographer speculates, 
“It is hard to believe that Dodge had no other information about 
Erdmann than the fact that he edited Kant’s Kritik.  Perhaps Pro-
fessor Russell was behind the choice in other ways.” (70) 

19. Miles, Raymond R. Dodge, 70-71: !e professor in a semi-
nar on the psychology of reading discussed the need for a special 
piece of apparatus which could serve to exhibit a word or diagram 
all at once an in clear view for binocular reading or perception.  
!e desirable features of this ideal tachistoscope the professor 
could enumerate but he could not picture what the apparatus 
would look like, and he expressed to his seminar the opinion that 
it would not be possible to build such a piece of equipment.” 

20. Miles, Raymond R. Dodge, 73-74:  It seems that Dodge 
did not willingly shi" to psychology, but was discouraged in his 
study of philosophy by professor Erdmann, based on his lack of 
mastery of the German language; Raymond R. Dodge, Die mo-
torischen Wortvorstellungen (Halle: M. Niemeyer, 1896): !e title 
of Dodge’s thesis translates literally as “!e Motor Verbal Images.”  
A more nuanced understanding of the title allows one to under-
stand the importance of eye movements, where verbal imagery is 
kinaesthetic/motor.       

21. Examination of the tables in Erdman, Dodge, Psycholo-
gische Untersuchugen Über das Lesen, reveals Erdmann and Dodge 
as primary subjects in their own experimental trials.  According to 
Miles, and Münsterberg this is a typical practice of early experi-
mental psychology, where few individuals (even the psychologists 
themselves) could be used as subjects from which general laws 
could be proposed.    

Figure 9: Erdmann-Dodge Tachistoscope, a schematic 
representation.  The subject would be seated at the left 
with head stabilized by the “Helmholtzer Zahnhalter” 
�+HOPKROW]� ELWH� EDU� PDUNHG� =�+�� DERYH� ¿JXUH��� � 7KH�
subject would be presented with “verbal imagery” (words 
and characters marked as ‘o’ the plate marked ‘G.T.’) 
projected onto ground glass surface marked (G.f.) for 
incredibly precise durations.  Short exposure from with 
a maximum of 0.00025” of precision. Reproduced from 
Benno Erdmann, Raymond Dodge, Psychologoische 
Untersuchungen Über Das Lesen auf Experimenteller 
Grundlage (Halle: Max Niemeyer, 1898), 99.
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onto the screen.  These devices used analog electronic 
circuits to control the exposure times of characters 
on the screen, producing an early cinematographic 
experience.  This instrument enabled Erdmann and 
Dodge to not only to measure the speed of human 
visual response times through verbal feedback but also 
to observe and quantify the physiological behavior of 
the human eye, enabling new claims about saccadic 
eye movement.22     
 After his studies and post doctorate research 
in Germany, Dodge returned to the United States 
and continued his research at Wesleyan University.  
Facing critique of his experimental results from 
IRUHIDWKHUV� LQ� WKH� ¿HOG� RI� H[SHULPHQWDO� SV\FKRORJ\�
±� VSHFL¿FDOO\�:LOKHOP�:XQGW� ±� � 'RGJH� VHW� RXW� WR�
defend his research by providing increasingly precise 
and rigorous experimental proof.  With this mission, 
Dodge along with his students, constructed new 
instruments and built up a laboratory at Wesleyan 
University.
 In 1901 Dodge and his student Thomas Cline 
SXEOLVKHG� D� SDSHU� WKDW� LQWURGXFHG� WKH� ¿UVW� QRQ�
invasive eye tracking instrument.  The aptly named, 
Dodge Cline “photochronograph,” is able to capture 
eye movements of a subject by shining a light on the 
VXEMHFW¶V�H\H���7KH�OLJKW�WKDW�UHÀHFWV�RII�RI�WKH�FRUQHD�
VXUIDFH�LV�UHÀHFWHG�LQWR�WKH�FDPHUD�OHQV�DQG�FDSWXUHG�
onto a falling plate.  This instrument used a falling 
photographic plate, whose rate of fall was “governed 
by the escape of air from a cylinder into which the 
IDOOLQJ� SODWH� SUHVVHV� D� FORVHO\� ¿WWLQJ� SLVWRQ�� 7KH�
cylinder and piston are an ordinary bicycle pump.”23  
The precise time of the falling plate was correlated 
with a pendulum that began swinging as the plate 
dropped and periodically obstructed the falling plate 
camera aperture.

22. Benno Erdmann, Raymond Dodge, Psychologoische 
Untersuchungen Über Das Lesen auf Experimenteller Grundlage 
(Halle: Max Niemeyer, 1898), Walter R. Miles, Raymond Dodge 
1871-1942: A Biographical Memoir (New York: Columbia Univer-
sity Press for the National Academy of Sciences, 1956), 82.  !e 
Erdmann and Dodge publication was criticized by Wundt 

23. Raymond Dodge, !omas Sparks Cline, “!e Angle 
Velocity of Eye Movements,” Psychological Review 8(2) (March  
1901)

Figure 10: The Dodge-Cline Photochronograph plan 
diagram (left) with detail of the photographic plate holder 
(far left). Reproduced From Raymond Dodge, Thomas 
Sparks Cline, “The Angle Velocity of Eye Movements,” 
Psychological Review 8(2) (March  1901), 145-157 on 150, 
152.

Figure 11: Record of eye movements (far right).  The 
eye movements  of a subject are seen as the labeled white 
OLQH� LQ� WKH� ULJKW� RI� ¿JXUH� ����� � 7KH� UHJXODU� ZDYHIRUP�
represents the time interval.  Reproduced From Raymond 
Dodge, Thomas Sparks Cline, “The Angle Velocity of Eye 
Movements,” Psychological Review 8(2) (March  1901), 
145-157 on 150, 152.



Background: !e Best Possible Reader 32

 The constant time of the pendulum can be 
seen as the waveform in the photographic record.  
7KH�¿QH�EODFN�OLQHV�RQ�WKH�OHIW�H[WUHPH�RI�WKH�UHFRUG�
are produced from the vibrations of a tuning fork 
periodically obscure another aperture.  Together the 
tuning fork and the pendulum provide major and 
minor intervals of time that are directly correlated with 
the movements of the eye on the same photographic 
negative.   
 Timing of stimulus and response in the 
study of eye movements during reading sponsored a 
great variety new instruments.24  Many researchers 
sought to attach cups directly to the corneal surface 
of the eye and used mechanical levers as a stylus 
to inscribe movements on smoked paper using 
a  kymograph.  In the mechanical process, the 
eye would have to be anesthetized, by the use of 

24. Nicholas Wade, Benjamin Tatler, "e Moving Tablet 
of the Eye: "e Origins of Modern Eye Movement Research (New 
York: Oxford University Press, 2005); Nicholas Wade, “Pioneers 
of Eye Movement Research,” i-Perception 1 (5 November 2010), 
33-68.   Timing of stimulus and response was not only limited to 
eye movement studies.  In fact, many timing instruments were de-
veloped in early experimental psychology laboratories to facilitate 
experiments involving timed exposure to visual stimuli.  !e key 
di$erence between eye movement studies and other timed visual 
exposure apparatus was in the recording of the physiological re-
sponse in conjunction with ‘conscious’ activity.  
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cocaine or holocaine, while a lever transferred and 
DPSOL¿HG�WKH�VSDWLDO�PRYHPHQWV�RI�WKH�UHDGLQJ�H\H�25  
However, with the introduction of the Dodge Cline 
photochronograph the, often painful, mechanical 
process and metaphor for timing, observation, and 
capture of eye movements eventually evolved as an 
inferior alternative.  It is important to note here that 
the “objectivity” of photographic instrumentation 
DQG�UHSUHVHQWDWLRQ�RI�VFLHQWL¿F�REVHUYDWLRQV�IDOO�DUH�
DOLJQHG� ZLWK� WKH� VFLHQWL¿F� ]HLWJHLVW� RI� WKH� SHULRG� ±�
mechanical objectivity as truth.  A detailed discussion 
RI�WKLV�VFLHQWL¿F�HWKRV�ZLOO�EH�GLVFXVVHG�LQ�UHJDUGV�WR�
representation later in this thesis.  
 As the photographic process for recording 
eye movements developed, the mechanical process 
was eventually edged out of the newly forming 
discipline of “exact” experimental psychology.26  

25. Edmund Huey, “On the Psychology and Physiology of 
Reading,” 288: “!e eye was rendered anaesthetic by the use of co-
caine or holocaine.  !e latter was found most satisfactory and was 
used in most experiments.  !e cocaine usually interfered with 
the accommodation, the holocaine probably never did so.  !e 
eye felt fairly comfortable during the experiment, and the reading 
proceeded normally.”

26. Earlier physiologies of the eye and optics relied on me-
chanical metaphors.  For a discussion of the history of vision see: 
Wade, Tatler, "e Moving Tablet of the Eye, chap. 2; Nicholas Wade, 
A Natural History of Vision (Cambridge: MIT Press, 2000);  Jona-
than Crary, Techniques of the Observer: On Vision and Modernity 
in the Nineteenth Century (Cambridge: MIT Press, 1990).  

Figure 12: [Facing Page] Diefendorf-Dodge 
photomicrograph (1908) developed from the Dodge-
Cline photochronograph.  “The recording apparatus is 
WKH� 'RGJH� SKRWR� FKURQRJUDSK� ¿WWHG� ZLWK� DQ� HQODUJLQJ�
camera, the Bausch and Lomb convertible protar, and the 
Dodge–Cline plate holder.” Reproduced From Diefendorf 
and Dodge, “An Experimental Study of the Ocular 
Reactions of the Insane from Photographic Records,” 
Brain 31, 451-489.

Figure 13: Sample records from a Diefendorf-Dodge 
photomicrograph showing eye movement records of 
various subjects.  “Reproduction of typical records of 
eye-movements. The records were projected by lantern 
and drawn from the projected image on a much larger 
scale. The resulting lines reproduce the original records 
very well, save that … the exact shape of each dash is 
not accurately reproduced. The photographic plate was 
moving so slowly that the dots run together in the vertical 
line appearing as dashes only during eye movement. The 
GDVKHV� UHSUHVHQW� ÀDVKHV� RI� OLJKW� VXFFHHGLQJ� HDFK� RWKHU�
every 0.01 s. The paretic line, No. 44.1, is an extreme 
case of head movement and broken lines. The broken 
movements are typical, the head movements less so. (The 
velocity of the movement is given by the number of dashes 
ZKLFK� UHSUHVHQW� ÀDVKHV� RI� OLJKW� VXFFHHGLQJ� HDFK� RWKHU�
every 0.01 s.) ” Reproduced From Diefendorf and Dodge, 
“An Experimental Study of the Ocular Reactions of the 
Insane from Photographic Records,” Brain 31, 451-489.
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Experimental psychology found its roots in 
exact science through physiology.27  Through the 
development of new physiological instruments, new 
observations could be made and theories developed 
through experimentation.28  As a recording device, 
photography and photographic media served as a 
homeomorphic transformation for the physiological 
function of the retinal surface.  In regards to time, 
what could be more precise than the speed of light as 
a constant?  It was on strips of photographic emulsion 
and in the electronic modulation of the photographic 
aperture that a subject’s eye movements could 
EHFRPH�D�TXDQWL¿DEOH�PDWWHU�� �'HOLQHDWHG�VSDFH��DV�
printed letters on a page, could be correlated with 
the measurable movements of the eye.29  With these 
new instruments and reading entered the world of 
experimental psychology as a psycho-physiological 
object, could be studied as an abstract entity, and 
tabulated in the laboratory.

27. Hugo Münsterberg, Psychology and Industrial E#ciency; 
James McKeen Cattell, “Homo Scienti#cus Americanus,” Science 
17 (10 April, 1903), 561-570 on 564: In Cattell’s diagram of the 
disciplines of science, psychology as a discipline is connected di-
rectly to Physiology and Anthropology.  In Münsterberg’s writing 
experimental psychology is rooted in physiology, “Psychology be-
came experimental and physiological.” (Münsterberg,  Psychology 
and Industrial E#ciency, 5).  It would be interesting to compare 
Münsterberg and Cattell’s disciplinary diagrams and relationships 
between science and society.  Cattell’s diagram is topographical, 
where theoretical sciences are situated on one “plenum” where af-
#nities and connections can develop, while applied sciences are on 
another “plenum” situated atop the theoretical sciences.  On the 
surface, science is applied science and acts as a bu$er (or derrière 
garde) for the (avant garde) of experimental or theoretical science.   

28. Peter Galison,, Image and Logic: A Material Culture of 
Microphysics (Chicago: University Of Chicago Press, 1997), Chap-
ter 9, “!e Trading Zone: Coordinating Action and Belief ”.  Of 
interest to this essay is Galison’s argument for a more &exible re-
lationship between instrumentation, observation, and theory in 
opposition to traditional views of positivists and anti-positivists.  
In Galison’s argument, he demonstrates that a new instrument can 
lead to a revision of theory just as a new observation may lead to a 
revision in instrument and visa versa.  

29. !ere were intense debates about the merits of di$erent 
methods and instrumentation.  Raymond Dodge, as a professor 
at Wesleyan University, was a staunch advocate for the photo-
graphic method in eye movement studies–o"en arguing against 
invasive procedures for experimental studies of reading.  Charles 
H. Judd–a #rst generation Wundtian and Buswell’s professor at the 
University of Chicago–at #rst opposed Dodge’s methods of coro-
nal re&ection, and opted to place “China White” directly on the 
cornea of a subject.  However, he too eventually adopted Dodge’s 
method, as evidence of his student’s work at the University of Chi-
cago in both Gray and Buswell.  For a discussion of eye movement 
instrument development see: Wade & Tatler, Moving Tablet of the 
Eye, chap. 4.5.    

                 
   

Try reading this aloud.30  

The two men were seated at a table upon 
which many books and papers were 
scattered.   The older man turned to a 
page in a large book and began to read.   
The subject of the chapter was something 
about hypnagogic hallucinations and 
hyperaesthesia.  A few pages further on 
he came to a sentence which read, “One 
thing, however, is obvious, namely that 
the manner in which we now become 
acquainted with complex objects need 
not in the least resemble the manner 
in which the original elements of our 
consciousness grew up.”

30.Guy T. Buswell, An Experimental Study.  !e exact instruc-
tions that Buswell gave to the subjects of the experiment were, “...
read the paragraph naturally, just as you would a newspaper.  If 
you meet any new or di'cult words, pronounce them the best you 
can and go on. Try to remember the thought well enough so you 
could tell what you have read if asked to do so.” (Guy Buswell, 
Eye-Voice Span, 10)
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 In 1917, fresh off duty from wartime service 
in the Signal Corps, Guy Buswell returned to the 
University of Chicago to complete his dissertation.31  
At the University of Chicago School of Education, 
Buswell worked closely with Professor Charles H. 
Judd, the second American to receive a PhD in 
psychology from Wundt’s laboratory in Leipzig.32  
Guy Buswell and Clarance T. Gray, both under 
Judd’s academic tutelage,  extended Dodge’s 
photochronograph technically by simultaneously 
recording the speaking voice with the movements of 
the eye, leading to new experiments and eventually 
theories.  
 Prior to Buswell and Gray’s developments, 
experimental psychologists relied on verbal feedback 
from the subjects in interviews and written tests as 
methods to access the mental aspects of reading.  

31. John M. Robertson, “Guy !omas Buswell (1891-1994),” 
"e American Psychologist  51 (2 February 1996), 152:  Robertson 
claims that Buswell’s wartime experience in the Signal Corps laid 
the foundations for his research in reading and education.  For 
example, “During World War I, he was assigned to the signal corps 
training detachment housed at Kansas State Agricultural College 
(now Kansas State University). Learning how to communicate 
with symbols hinted at what would become a major contribution 
in his academic career-- how the eye moves while interpreting 
incoming information.”  However, the use of the term “informa-
tion” in Robertson’s obituary seems to be a much more modern 
word–taken from information theory and early cybernetics–being 
applied retrospectively to Buswell’s work.  For Buswell the correct 
word would likely have been visual stimulus, objects, or maybe 
signals.  

32. Arthur R. Jensen, Robert B. Ruddell, “Guy !omas Bus-
well, Education: Berkley,” University of California. In Memoriam, 
1994 (Berkley: University of California (System) Academic Sen-
ate, 1994), 47-49. 

Figure 14: Clarence T. Gray’s photochronographic 
and pneumograph for measuring the eye and the voice 
for subjects reading aloud.  Clockwise from top left: 
the light uses electric pulses to vibrate a tuning fork 
which periodically obscures the aperture  from the arc 
ODPS�� � 7KLV� OLJKW� LV� UHÀHFWHG� LQWR� WKH� VXEMHFW¶V� FRUQHD��
The pneumograph to measure the changes in a subject’s 
breathing pattern or–“breath curve”–from changes in 
abdominal or breast expansion.  The breathing pattern 
is inscribed on a kymograph; The headrest constrains 
the movements of the subject’s head during reading; 
7KH�PHFKDQLVP�IRU�PRYLQJ�¿OPV�LV�D�URWDWLQJ�VSRRO�WKDW�
PRYHV�¿OP�SDVW�WKH�FDPHUD�DSHUWXUH����VLPLODU�WR�D�FLQHPD�
camera; The apparatus for exposing reading material uses 
an lantern or arc light to project passages of text onto the 
surface ‘D.’ The shutter of the projector can be precisely 
controlled in order to limit projection time; The camera 
is a normal bellows camera connected to a four foot long 
brass tube that acts like a telescope.  The rods are used 
for adjustment of the camera’s height and orientation as 
well as focus plane.  Reproduced From Clarence T. Gray, 
Types of Reading Ability as Exhibited Through Tests and 
Laboratory Experiments (Chicago: University of Chicago 
Press for Supplementary Educational Monographs, 1917), 
71, 84, 85, 87, 88, 89.
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Access to the meaning, or semantics, of the printed 
word was used as a way to test comprehension and 
to correlate a physiological stimulus time into an 
abstract unit of meaning and comprehension.  Buswell 
and Gray still employed prior methods in written 
comprehension tests and follow up interviews, but 
extended their technique with new instrumentation.  
They were armed with a new form of physiological 
and mechanical objectivity in the speaking voice of 
the subject recorded by phonograph in combination 
with falling plate records of eye movements.33  
Movements of the eye and voice could be captured as 
¿QLWH�PRYHPHQWV�LQ�WKH�VXUIDFH�RI�ERWK�SKRWRJUDSKLF�
DQG�SKRQRJUDSKLF�PHGLXP���3RLQWV�RI�OLJKW�UHÀHFWHG�
from the cornea in photographic medium, jumping 
curves of vocal amplitude on the smoked drum of  on 
a kymograph, and later as incisions in the surface of a 

33. Loraine Daston, Peter Galison. Objectivity (New York: 
Zone, 2010).    In many ways,  experimental or applied psychol-
ogy developed recently in historic record relative to the natural 
sciences and did not go through the same steps as Daston and 
Galison’s “truth to nature”, “mechanical objectivity”, and “trained 
judgement.”  One could argue that experimental psychology be-
gins with the instruments of “mechanical objectivity,” but with 
the ethos of “truth to nature.”    !e experimental psychologists, 
like Buswell, were not looking to capture every unique variation 
of a water droplet, but to develop, as Münsterberg says, “general 
laws.”  !ese general laws could then be developed into a training 
program, and reintroduced as “psychotechnics.”  How do Daston 
and Galison’s categories start to break down when applied/import-
ed into the #eld of psychology?    

Figure 15: An example photographic record of a reader’s 
eye movements as white dotted lines (in step pattern) 
within in the black area of the photographic negative (on 
the left top/bottom) juxtaposed with text that the reader 
was reading.  The eye movements are connected to the 
text by long solid lines.  Each dot represents 1/50th of a 
second.  On the right of the photographic negative is the 
PRYHPHQW�RI�WKH�KHDG��UHÀHFWHG�IURP�D�VLOYHU�EHDG�RQ�WKH�
head mount. Reproduced from Buswell, An Experimental 
Study, 5.
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wax phonographic record.  
 The apparatus, originally developed by 
Gray was presented as six separate elements: the 
pneumograph, the light, the headrest, the camera, 
WKH�PHFKDQLVP�IRU�PRYLQJ�¿OPV��DQG�WKH�DSSDUDWXV�
for exposing reading material.  Gray should be given 
credit  for his work on developing an apparatus for 
the University of Chicago Laboratory.  But it was Buswell 
who introduced the phonograph into the loop, conducted 
rigorous experiments, and analysis.34  
 With this new apparatus, Buswell launched 
an ambitious experimental research program, 
building from Gray’s work.  He secured a wide range 
of subjects, from elementary school students to 
university level students.  Subjects would read aloud 
and their eye movements would be recorded on forty 
two inch strips of photographic medium.35  Their 
voices were recorded onto wax phonographic discs.  
 In terms of analysis, Buswell measured 
UHDGLQJ�DELOLW\�DV�WKH�GLVWDQFH�EHWZHHQ�WKH�¿[DWLRQV�
of the eye–time when the eye is not moving (one is 
blind during movements of the eye)–and the voice–
the annunciation of words.  A surprising and complex 
physiological fact is embedded in Buswell’s research 
on eye movement.  It was not until the nineteenth 
century that psychologists discovered and proved 
that the eye does not glide across printed words 
on a page smoothly as one might perceive though 
introspection, but rather in rapid jerks.36  These rapid 
jerks are called saccades.37  During a saccade the visual 
system is blocked.  The reader only “reads,” when the 
H\H� ¿[DWHV�� � ,Q� %XVZHOO¶V� UHVHDUFK�� PDWXUH� UHDGHUV�
ZHUH�LGHQWL¿HG�E\�D�ODUJH�H\H�YRLFH�VSDQ���:KDW�WKLV�
means, physiologically, is that the eye is spatially and 
temporally ahead of the voice.  For immature readers 
the voice and the eye were considered as a tightly 

34. Fred C. Ayer, O.B. Douglas, Frederick Elby, B.F. Pittenger, 
“In Memoriam: Clarence Truman Gray,” (Austin: University of 
Texas, Austin: Internal Faculty Document, University Steno-
graphic Bureau, November 16, 1951) 1-2: “His doctoral thesis, 
an experimental study of reading habits, was written under the 
direction of Professors C. H. Judd and W. F. Dearborn. In this con-
nection he invented and built an ingenious apparatus for study-
ing eye-movements in reading. Later he reproduced this in the 
laboratory of the University of Texas where it is still being used in 
experimental work.”

35. Buswell, An Experimental Study, 2-3. 

36. Wade & Tatler, Moving Tablet of the Eye, viii: “!us, nys-
tagmus was the initial class of eye movement that rocked the age-
old belief in their smooth progress, and introduced the idea that 
we are not aware of the details of our own eye movements… “It 
was followed, almost a century later, by the demonstration of dis-
continuous eye movements in the same direction when reading 
text.  !ese short jerks became known as saccades, and it was the 
instrumental ingenuity of Raymond Dodge that rendered them 
traceable photographically.”

37. !ere is still–to this day–much debate over who coined 
the term “saccade,” and who discovered the movement empiri-
cally.  Many give Javal credit for the term, but not for the physi-
ological/psychological discovery.  Wade & Tatler argue against 
Javal in their  text.   
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coupled pair.   
 Returning now to the passage for “advanced 
readers,” that has been slipped into this text twice 
DOUHDG\���7KH�¿UVW�IRXU�OLQHV�DUH�LQWHQGHG�WR�EH��³HDV\��
normal reading-matter.”38��/LQHV�¿YH�DQG�VL[�FRQWDLQ�
WKUHH�GLI¿FXOW�ZRUGV��DQG�WKH�ODVW�VHQWHQFH�LV�³PDGH�
XS�RI�HDV\�ZRUGV�EXW�FRQWDLQLQJ�D�GLI¿FXOW�WKRXJKW�´39  
A record of a “good reader from the freshman class,” 
reveals the temporal relationship between eye and 
voice within a single graphic representation.  The top 
OLQH� UHSUHVHQWV� WKH� SRVLWLRQ� RI� WKH� YLVXDO� ¿[DWLRQV��
PHDVXUHG� LQ� ¿IWLHWKV� RI� D� VHFRQG�� DQG� WKH� ORZHU�
OLQH� UHSUHVHQWV� WKH� DQQXQFLDWLRQ� WLPH� RI� VSHFL¿F�
ZRUGV�� �7KH�YLVXDO�¿[DWLRQV�DUH�FRQQHFWHG�WR�YHUEDO�
DQQXQFLDWLRQ� E\� OLQHV�� � 7KH� WKUHH� ³GLI¿FXOW� ZRUGV�´�
that Buswell inserted into the paragraph resulted 
in a decrease in eye voice span and then a moment 
of rereading at the word “hyperaesthesia.”  The 
“complex thought,” also caused the subject to reread.  
The result of Buswell’s studies can be summarized 
in a single diagram, that reveal how the eye and the 
voice can be spatially and temporally disciplined to 
construct best possible reader.
 But what does it mean?  There are three 
elements considered in the eye voice span diagram: 
the eye, the voice, and meaning.  Buswell situated 
“meaning” as always between the eye and the voice.  
For advanced readers meaning was closer to the eye 
than to the voice.  Buswell admitted that there is no 
objective way to locate meaning or to the unit size of 
meaning in his research.  Meaning could have been 
considered as a single word, a segment of a word, a 
whole word, or even an entire sentence.  In Buswell’s 
words, “...the recognition of the complete meaning 
must be in a liquid state during the reading process, 
being subject to continual change and being held in 

38. Buswell, An Experimental Study, 10.

39. Buswell, An Experimental Study, 10.

Figure 16: The development of the attention span in 
UHDGLQJ�� � 7KH�PDWXUH� UHDGHU� LV� UHSUHVHQWHG� LQ� WKH� ¿IWK�
line, wile the immature reader is at the top.  The last 
line shows a process of silent reading.  Reproduced from 
Buswell, An Experimental Study, 100.
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the mind in a tentative fashion until the end of the unit 
of thought is reached… a location for the recognition 
of such a developing meaning as this would probably 
refer to the focal point in the moving focal point… 
nearer [to] the eye than the voice...”40      
 How does the psychological study of reading 
in the laboratory become a way of discipling the eye 
outside of the laboratory?  By understanding the 
relationship between the eye and the voice, Buswell–
along with his academic mentor Judd–sought to 
develop a new program of education, to develop the 
best possible reader.  However, this was no small 
task.  The construction of the best possible reader 
also required the best possible educational system 
supplied with the best possible printed learning 
materials.41  
 The loop between laboratory psychology and 
society could be closed in the classroom.  However, 
there seems to be a somewhat darker side to the project 
of applied psychology.  The keyword here, although 
XQVWDWHG�� LV� RSWLPL]DWLRQ±LI� QRW� REMHFWL¿FDWLRQ���
While Münsterberg claimed that the aims of applied 
psychology were primarily humanitarian in nature, 
he also supported the goals of industrial optimization.  
“We must not forget that increase of industrial 
HI¿FLHQF\� E\� IXWXUH� SV\FKRORJLFDO� DGDSWDWLRQ� DQG�
by improvement of the psychophysical conditions 
is not only in the interest of the employers, but still 
more of the employees; their working time can be 
reduced, their wages increased, their level of life 
raised.”42  The eye and the voice, synchronized in time 
, captured on photographic medium, and impressed 
in phonographic wax were no longer subjective 
qualities.  They became abstract quantities subject 
to centralized control.  (How would Marx respond?)  
In Buswell’s world, meaning reproduced from the 

40. Buswell, An Experimental Study, 101.

41. Buswell, An Experimental Study;  Charles H. Judd, “Rela-
tion of School Expansion to Reading,”:  Both texts were published 
by the University of Chicago Press in collaboration with the "e 
School Review and "e Elementary School Journal. 

42. Münsterberg, Psychology and Industrial E#ciency, 308-
309.

Figure 17: The relationship between the eye and 
the voice.  Notice how the eye and the voice are tripped 
up with the word “hyperaesthesia.” Reproduced from 
Buswell, An Experimental Study, 66
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printed word, may have escaped measure, but perhaps not 
for long.  
 The printed word may have seemed like a labor 
saving device, for Mumford, but in the hands of applied 
psychology it was transformed.  By submitting the subjective 
acts of reading to the exact measure and mechanically 
objective record, reading became an abstract object, not 
unlike Mumford’s mechanical time itself. 

Figure 18: The relationship between the eye and the 
voice.  Reproduced from Buswell, An Experimental Study, 
67.
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 In the previous section we demonstrated how 
reading and text, became an object of inquiry in the 
laboratory of experimental psychologists, through 
the development of instruments and in laboratory 
research.  We argued that eye movement studies 
formed a crucial link between theoretical psychology 
in the laboratory and applied psychology (as 
psychotechnics) in the workplace.  Furthermore we 
suggested how the development of new physiological 
instruments using photographic techniques and 
precise timing devices contributed to the sociocultural 
admittance of psychology into the fold of empirical 
sciences.  
 In this essay we explore another category of 
experiments in the history of eye movement studies 
in psychology where human subjects are asked to 
visually evaluate still images – paintings, drawings, 
photographs.  The study of human vision in the act of 
examining pictures provide a much more challenging 
problem for experimental psychologists.  While 
written text is predominantly linear, paintings and 
photographs share no such inherent structural 
constraints.  We examine the challenges faced by 
experimental psychologists in attempts to evaluate 
¿[DWLRQ�SDWWHUQV�RI�VXEMHFWV�ORRNLQJ�DW�SLFWXUHV���
 This essay revolves around two historical 
actors and experiments they conducted on humans 
HYDOXDWLQJ� WZR�GLPHQVLRQDO� LPDJHV�� �7KH�¿UVW� DFWRU�
is Guy Buswell, introduced in the previous section 
in his research on reading and eye movements, who 
initiated and conducted an extensive experiment on 
human eye movements and two dimensional images 
in the mid 1930’s at the University of Chicago.  The 
second actor is Alfred Yarbus who conducted similar 
experiments in the mid 1960‘s in Soviet Russia.  
Both actors developed novel — but very different — 

History of Eye Movement Studies
Part 2: Section Overview
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instruments and methods to measure and represent 
eye movements using photographic techniques.  
 Through an examination of these two 
experiments we will be able to concretely address 
challenges faced by the two psychologists and 
introduce questions of agency between human vision 
and visual stimulus media.        
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“How People Look at Pictures”

Study this image.
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 This image was selected by Guy T. Buswell 
to be used in his experimental study on the human 
perception of art conducted at the University of 
Chicago in the 1930’s.  In the introduction to his 
publication Buswell opens with broad question, 
“What does a person do when he looks at a picture?”43  
The answer to this broad question, Buswell 
posited, could be approached through a study of 
the processes of human perception and attention 
while one examines a two dimensional picture.  The 
motivations for Buswell’s research on the human 
perception of pictures stems from — and extends 
—his prior studies of eye movements and reading.  
The shift in the object of inquiry, from printed text 
to images on a two dimensional surface, can be 
characterized as the introduction of a new variable 
to the experimental process.  With the introduction 
of the image (the new variable) the problem of 
correlating physiological and psychological processes 
increases in dimensionality.  While the act of reading 
text is primarily a linear process, the act of viewing a 
painting shares no inherent structural and temporal 
constraints.  Not only does the image viewing require 
new instrumentation to be developed to measure the 
physiological responses of a human subject, but also 
new methods of analysis.   
 A secondary motivation stems from Buswell’s 
skepticism towards claims made by literature on the 
psychology of art and history or art.  In the beginning 
of his book, Buswell cites many quotations that make 
claims on the relationship between artworks or 
designs and eye movements.  For example:

“A more or less differentiated pattern, gradually 
OHQJWKHQHG� LQ� LWV� GHVLJQ� DQG� LQWHQVL¿HG� LQ�
its color, will draw the eye from the lightly 

43. Guy T. Buswell, How People Look at Pictures, 4.

Figure 19: [Facing Page] Guy T. Buswell, How People 
Look at Pictures  a Study of the Psychology of Perception 
in Art. (Chicago, IL.: The University of Chicago Press, 
1935). Appendix, picture 25. Original from: Charles 
Moreau, “Wrought Iron Stairway “, La Ferronnerie Mod-
erne (Paris: 1930). Size 20.8 x 26.6 cm.
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developed part toward the more expressive… 
Since a picture is something different from a 
section cut out from nature, it must provide a 
means of allowing the eye to travel through all 
parts associated within the frame.”44

Buswell argues that these claims are based on 
subjective and introspective evidence of perceptual 
and psychological processes.  Buswell sets out to 
corroborate or refute these claims with data from his 
research that are “entirely objective.”45  Armed with 
“objective” instruments, methods of experimental 
psychology, and prior results on eye movements and 
external two dimensional stimuli, Buswell sets out 
to establish the ground truths of how people look at 
pictures.  Following the tenets of applied psychology, 
Buswell sought to make a contribution not only to 
WKH�VFLHQWL¿F�FRPPXQLW\�LQ�DQ�XQGHUVWDQGLQJ�RI�KRZ�
people look at pictures, but also as a contribution back 
to society.  In this case, this feedback loop would go 
back to the creator – artist – and critic – art historian.    
 In order to conduct his study, Buswell had to 
¿UVW�GHYHORS�QHZ�LQVWUXPHQWV�LQ�RUGHU�WR�REMHFWLYHO\�
measure the movements of the human eye.  These 
instruments would need to accommodate a pattern of 
movement that was not inherently linear like that of 
reading, requiring Buswell to extend the instrument 
previously used to measure eye movements in reading.  
In the study of reading, Buswell and Gray developed 
DQ�LQVWUXPHQW�WKDW�XVHG�D�PRYLQJ�VWULS�RI�¿OP�XSRQ�
ZKLFK� GRWV� RI� OLJKW� UHÀHFWHG� IURP� WKH� FRUQHDV� RI�
subjects were registered as precise increments of 
time and space.  The problem of instrumentation is 
succinctly stated by Buswell: 

“Technically the problem of photographing eye 
movements in reading is much more simple than 

44. Guy T. Buswell, How People Look at Pictures, 7.  
Quotation from Eugen Neuhaus. !e Appreciation of Art 
(Boston: Ginn & Co., 1924), 155. 

45. Guy T. Buswell, How People Look at Pictures, 7.

Figure 20: The photographic instrument that Buswell 
developed in order to measure eye movements of a hu-
man subject while examining a two dimensional picture.  
Here we see a subject seated at a laboratory bench with 
head stabilized.  The photographic apparatus dominates 
the space of the table (seen to the left of the subject).  The 
image is seen with a black background in the left of the im-
age.  The image being shown appears to be a reproduction 
of Katsushika Hokusai’s color woodcut The Great Wave 
off Kanagawa, c. 1829-1832.  Reproduced from Guy T. 
Buswell, How People Look at Pictures, plate V.
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in the case of looking at pictures, since in reading 
it is only the horizontal movements of the eyes 
ZKLFK� DUH� RI� DQ\� JUHDW� VLJQL¿FDQFH�� +RZHYHU��
in looking at pictures it is necessary to secure 
simultaneously a record of both the vertical 
and horizontal eye movements.  This involves 
WHFKQLFDO�GLI¿FXOWLHV�ZKLFK�ZHUH�VXUPRXQWHG�E\�
the construction of the elaborate apparatus used 
for the present study.”46

 The major principles of the new photographic 
instrument were recycled from the previous 
H[SHULPHQWV�RQ�UHDGLQJ��ZKHUH� OLJKW� UHÀHFWHG�RII�RI�
the moving cornea of the subject was registered on the 
moving photographic negative.  In early instruments, 
such as the Dodge-Cline Photochronograph, the 
photographic medium was contained on a falling 
plate, using pressure to allow the plate to fall 
at a controlled rate.  The University of Chicago 
instrument, originally developed by Clarence Gray 
and later used by Buswell, used more sophisticated 
PHFKDQLFV�WR�PRYH�D�ORQJ�VWULS�RI�¿OP�DORQJ�WKH�IRFDO�
plane of a camera.  The movement of the photographic 
medium served to created a empty sliver of space on 
WKH�SKRWRJUDSKLF�PHGLXP�XSRQ�ZKLFK�UHÀHFWHG�OLJKW�
from the cornea could be registered.  But before the 
EHDP�RI�UHÀHFWHG�OLJKW�FRXOG�UHDFK�WKH�SKRWRJUDSKLF�
medium it would be interrupted by a precisely timed 
vibrating tuning fork or rotating fan blade.  Thus, 
the record of eye movements were transformed into 
discrete points of light, registered on a dedicated 
sliver of photosensitive medium.  The apparatus 
Buswell developed employed a fan that revolved at 
30 Hertz.  Curiously Buswell used the words “moving 
NLQHWRVFRSH�¿OP´�WR�QDPH�KLV�LQVWUXPHQW�47  However 
the goal of the instrument were not to reproduce 
movements, as with most kinetoscopes, but to capture 

46. Guy T. Buswell, How People Look at Pictures, 9.

47. Guy T. Buswell, How People Look at Pictures, 10. 

Figure 21: The photographic instrument that Buswell 
developed in order to measure eye movements of a hu-
man subject while examining a two dimensional picture. 
Reproduced from Guy T. Buswell, How People Look at 
Pictures, plate VI.
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isolated movements as discrete points in time and 
space.    
 While problems of movement and 
discretization may have been considered solved in 
constrained situations, the problem of recording eye 
movements of subjects looking at pictures remained 
open.  For the purposes of Buswell’s experiments, 
this was solved by literally adding another dimension 
to the photographic recording instrument.  In the 
new instrument there were not one, but two strips of 
¿OP�� �7KH� VWULSV�RI�¿OP�ZHUH�RULHQWHG� LQ�SDUDOOHO� WR�
one another and were mechanically pulled across the 
focal plane in synchronous time.  Similar to previous 
instruments, light from a lamp was projected onto 
WKH� VXEMHFW¶V� H\H� DQG� WKH� FRUQHDO� UHÀHFWLRQV� ZHUH�
captured by the camera lens.  However, once the 
beam entered the lens of the camera, the process 
differed in how the beam of light was handled.  The 
continuous beam of light was split by prisms into 

Figure 22: An example of a photographic record pro-
duced from Buswell’s instruments.  The top record shows 
vertical movements, and the bottom shows horizontal 
movements of the eye.  The dotted line on the top of each 
UHFRUG� VKRZ� WKH� PRYHPHQWV� RI� WKH� KHDG�� DV� UHÀHFWHG�
points of light at 1/50th of a second interval.  The bot-
tom white dotted lines show the eye movements in verti-
cal and horizontal components respectively.  Reproduced 
from Guy T. Buswell, How People Look at Pictures, plate 
VII, 13.
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vertical and horizontal components.  The horizontal 
and vertical components were then interrupted by a 
fan blade within the long cylindrical lens chamber of 
the camera, and registered separately on two empty 
areas of the moving strips of photosensitive medium.          
� 7KH� SKRWRJUDSKLF� UHFRUGV� RI� UHÀHFWHG� OLJKW�
points showed when and where in discrete space-time 
VWHSV� WKH� VXEMHFW¶V� H\H�¿[DWHG�48  In his publication, 
Buswell wrote at length to emphasize the precision 
of his instruments.  For Buswell, the photographic 
record served as a precise measurement of perception 
and allowed him to stake a claim for an “objective,” 
albeit mechanical, truth of human vision.  The precise 
labor of recording eye movements, consumed 18,000 
linear feet of photographic negatives.  These negatives 
were the ground upon which further analytical 
representations of vision were based in Buswell’s 
research.  A reliance and claim to the objective 
truths of the instrumentation and photographic 
process were critical to the truth claims of Buswell’s 
research.  While a full discussion of objectivity and 
representation will be treated elsewhere in this book 
in full, it is important to introduce it here in order to 
point out that mechanical objectivity is not necessarily 
HPERGLHG�LQ�WKH�¿QDO�DUWLIDFWV�RI�%XVZHOO¶V�UHVHDUFK�
 Before recording eye movements, the subject 
ZDV�GLUHFWHG�WR�¿[DWH�XSRQ�UHJLVWUDWLRQ�PDUNV�DW�WKH�
four corners of the picture.  These marks were used 
as a calibration routine to mathematically correlate 
the extents of the image, in width and height, with the 
extents of light-point record.  Once the two spaces – 
OLJKW�SRLQWV�RQ�¿OP�DQG�VRXUFH�LPDJH�²�ZHUH�VSDWLDOO\�
FRUUHODWHG� %XVZHOO� JUDSKHG� WKH� ¿[DWLRQV� EDFN� RQWR�
the surface of the image.  The discrete moments 
RI� ¿[DWLRQ�� H[WUDFWHG� IURP� WKH� WZR� PRYLQJ� ¿OP�
strips, were plotted as a function of the calibration 

48. Each point represents one thirtieth of a second as 
well as a discrete position in space. 
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FRHI¿FLHQWV�SUHFLVHO\�EDFN�RQWR�WKH�LPDJH�
   Buswell recorded the eye movements of over 
two hundred subjects in response to a selection from 
D�VHW�RI�¿IW\�¿YH�SLFWXUHV���,Q�WRWDO��������UHFRUGV�ZHUH�
obtained.  Both backgrounds of selected subjects 
as well as types of pictures covered a broad range.  
The subjects chosen for the experiments ranged 
in age, ethnic origin, and expertise.49  The pictures 
selected covered a broad range of media – from 
photographs to paintings to line drawings – and 
subject matter — from everyday interiors to historical 
portraits and advertisements.  Acclaimed paintings, 
works by Seurat, Duchamp, and Hokusai were 
also selected for the study.  Aside from the work of 
Seurat, Duchamp, and perhaps the Japanese prints, 
all of the pictures selected are either photographic 
documentations of existing places and artifacts or 
realist representations.50  With a varied population of  
human subjects, pictures, and precise instrumentation 
Buswell began his experiments.
  Buswell’s rigorous experimental program 
ZDV� RUJDQL]HG� LQ� WZR� PDLQ� VHFWLRQV�� � 7KH� ¿UVW�
section establishing “ground truths” of human 
vision in response examining pictures using his 
novel instrumentation to measure and record eye 
movements.  The second section examined the 
variations in human subjects and pictures relative 
to eye movement response.  In order to establish 
“objective” ground truths of human vision Buswell 
introduced a statistical method to quantify and 
FRPSDUH� VXEMHFWLYH� SDWWHUQV� RI� ¿[DWLRQ�� � 'HQVLW\�
scatter plots were used to show the overall distribution 
RI� ¿[DWLRQV�� ZKHUH� HDFK� ¿[DWLRQ� SRLQW� ZDV� SORWWHG�
onto back onto the source image irrespective of order.  
For portraits the density plots are revealing, in that 
KXPDQ� IDFHV� GRPLQDWH�¿[DWLRQ�SDWWHUQV�� VXFK� DV� LQ�

49. Guy T. Buswell, How People Look at Pictures, 16. 
“Of this number 12 were elementary grade children, 44 
were high-school pupils, and 144 were adult subjects. Of 
the adult subjects 47 were secured from the Art School of 
the Art Institute of Chicago and were persons who had 
from two to #ve year of special training in the #eld of art. 
Fourteen other subjects had made su'cient study of art to 
be classi#ed as art students. !e great majority of the re-
maining adult subjects were college or graduate students.”

50. !e topic of “realism” will be treated in the subse-
quent section on representations of vision.  

Figure 23:�3ORW�RI�DOO�¿[DWLRQV�SRLQWV�RI�WKLUW\�¿YH�GLI-
ferent subjects. Reproduction of Katsushika Hokusai’s 
woodcut The Great Wave off Kanagawa, c. 1829-1832.  
Reproduced from Guy T. Buswell, How People Look at 
Pictures, plate XI.

Figure 24:�7KH�¿UVW� WKUHH�¿[DWLRQV�RI� WKLUW\�¿YH� VXE-
jects. Reproduction of Katsushika Hokusai’s woodcut The 
Great Wave off Kanagawa, c. 1829-1832.  Reproduced 
from Guy T. Buswell, How People Look at Pictures, plate 
XI.
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Walter Ufer’s Solemn Pledge.  In landscape images 
and architectural images, where there are no human 
RU� DQLPDOV� DUH� FOHDUO\� SUHVHQW�� GRPLQDQW� ¿[DWLRQ�
patterns are not immediately evident such as in 
Hokusai’s Great Wave.      
�� ,Q� WKH� ¿UVW� VHFWLRQ�� %XVZHOO� HVWDEOLVKHG� KLV�
methods and works toward creating a foundation 
for the relationship between eye movements and 
pictures.  Buswell introduced a four by four grid to 
SURYLGH�VWUXFWXUH�WR�WKH�WZR�GLPHQVLRQDO�¿HOG�RI�WKH�
picture.  This grid served as boundaries of a histogram 
IRU�VWDWLVWLFDO�DQDO\VLV�DQG�FRPSDULVRQ��ZKHUH�¿[DWLRQ�
points could be tabulated locally.  With the four by 
four histogram, Buswell established categories like 
“centers of interest” and “patterns of perception.”  
These categories enabled Buswell to extend his 
line of questioning in the agencies of the human 
subject versus picture as object, and to speculate on 
reversals of reversal of agencies between the two.  
%XVZHOO�TXDQWL¿HV�FHQWHUV�RI�LQWHUHVW��E\�FRXQWLQJ�WKH�
QXPEHU�RI�¿[DWLRQV� WKDW�ZHUH�PDGH� LQ�HDFK�DUHD�RI�
the histogram bins and dividing by the total number 
RI�¿[DWLRQV�IRU�WKH�LPDJH���
 What emerges from Buswell’s statistical 
DQDO\VLV� LV�HYLGHQFH� WKDW�SRLQWV� WRZDUG�DQ� LQÀXHQFH�
on attention from features present in the picture.  For 
example, human visual attention is drawn to faces as 
salient features in a picture.  While this may be a well 
known observation from a contemporary position, 
and may have been tacitly known by artists and art 
critics alike, it was not until Buswell’s “objective” 
methods that one could see how faces were attended 
to.  Buswell’s statistical analysis also suggests that 
movements of the eye, and more precisely movement 
PRWLIV� RI� WKH� ¿UVW� IHZ� ¿[DWLRQV� DUH� LQÀXHQFHG� E\�
general motifs in the image.  As one example, an 

Figure 25: Four by four histogram where numbers in 
WKH�FLUFOH�LQGLFDWH�WKH�DYHUDJH�QXPEHU�RI�¿[DWLRQV��RXW�RI�
WKH�¿UVW�HLJKWHHQ�¿[DWLRQV��WKDW�IDOO�LQWR�WKH�UHFWDQJOH�IRU�
WKLUW\�¿YH�VXEMHFWV�� �7KH�QXPEHUV�EHORZ� WKH�FLUFOHV�FRU-
UHVSRQG�WR�WKH�SHUFHQWDJH�RI�WKH�¿UVW�WKUHH�DQG�ODVW�WKUHH�
¿[DWLRQV�WKDW�DUH�ZLWKLQ�WKH�DUHD�RI�HDFK�UHFWDQJOH�� �5H-
production of Katsushika Hokusai’s woodcut The Great 
Wave off Kanagawa, c. 1829-1832.  Reproduced from Guy 
T. Buswell, How People Look at Pictures, plate XI.

Figure 26:�7KH�ODVW�WKUHH�¿[DWLRQV�RI�WKLUW\�¿YH�VXEMHFWV�
represented as dots connected by lines to show sequence. 
Reproduction of Katsushika Hokusai’s woodcut The Great 
Wave off Kanagawa, c. 1829-1832.  Reproduced from Guy 
T. Buswell, How People Look at Pictures, plate XI.
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DQDO\VLV�RI�¿[DWLRQ�SDWWHUQV�IRU�+RNXVDL¶V�ZDYH�SULQW�
Buswell demonstrated the correlation: 

“The general direction of this major movement 
will be seen to follow the main direction of the 
wave, starting at the bottom in Rectangles 15 
and 10 and then moving up through Rectangle 
10 and 6 to Rectangle 2. The general direction of 
this movement is even more apparent parent in 
the individual plotting for this picture…”51

This observation seems to provide some objective 
weight for the subjective claims made by art critics 
that Buswell introduced in the introduction of his 
research.52  
 
 Once the foundations were laid for the 
relationships between human vision and pictures 
using statistical methods, Buswell proceeded to 
isolate and analyze variables of the experiment.  First 
Buswell examined “variations in perception related 
to characteristics of the picture”, such as color, 
GHWDLO�� V\PPHWU\� DQG� EDODQFH�� RXWOLQH�� SUR¿OH�� DQG�
pictures in various stages of completion.  Second 
he examined “variations in perception related to 
characteristics of individuals”, based on differences 
such as experience or training in viewing art, age, 
and ethnic background.  Third, he examined the role 
of verbal priming or “variations in perception due to 
directions for looking at pictures.”53  This isolation 
seeks to untangle the agencies of the picture versus 
the agencies of the subject, sponsoring simultaneous 
questions: What do we attend to when we look at a 
picture and in what ways do the intrinsic properties 
of a picture have agency over human attention?  In 
what ways does human attention shape the way in 
which a picture is attended to or seen?   

51. Guy T. Buswell, How People Look at Pictures, 35-
36.

52.  A further examination of Buswell’s statistical 
tables also reveals a subtle spike in the center grid cells 
which, again from a contemporary position may come 
as no surprise, but reveals a tendency toward the center 
in human visual #xation patterns.  For a more detailed 
discussion see Tilke Judd, Understanding and Predicting 
Where People Look in Images (Cambridge: MIT, 2011), 

53. Guy T. Buswell, How People Look at Pictures, 
Chapter headings. 

Figure 27:�7DEOH�RI�¿[DWLRQ�GLVWULEXWLRQ�IRU�+RNXVDL¶V�
*UHDW�:DYH�SULQW�KLVWRJUDP�IRU�WKLUW\�¿YH�VXEMHFWV���7KH�
WDEOH�LV�RUJDQL]HG�E\�WKH�QXPEHU�RI�¿[DWLRQV�IURP�WRS�WR�
bottom with a percentage score at the bottom row.  Col-
XPQV� DUH� RUGHUHG� E\� QXPEHU� RI� ¿[DWLRQ� SHU� UHFWDQJOH�
DV�D�VXP�RI�WKLUW\�¿YH�VXEMHFWV��DVFHQGLQJ�� �7KH� ODVW�¿YH�
columns show aggregate scores combinations of the his-
togram bins, where the image is subdivided into fourths.  
7KLV�DOORZV�IRU�D�VKLIW�LQ�VFDOH�ZKHQ�DQDO\]LQJ�WKH�¿[DWLRQ�
patterns.   

Figure 28: [Facing Page] Guy T. Buswell, How People 
Look at Pictures, Plate LIV Reproduced from: Original 
from: Charles Moreau, “Wrought Iron Stairway “, La 
Ferronnerie Moderne (Paris: 1930). Size 20.8 x 26.6 cm.  
�&RORU� RI� WKH� ¿[DWLRQ� SRLQWV� DQG� SRO\�OLQH� FRQQHFWLRQ�
RULJLQDOO\�EODFN�LQ�%XVZHOO¶V�SXEOLFDWLRQ��PRGL¿HG�E\�WKH�
DXWKRU�WR�HPSKDVL]H�WKH�¿[DWLRQ�SRLQWV�DQG�SDWK��
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What did you see?
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   For intrinsic variations in images, Buswell 
REVHUYHG�OLWWOH�GLIIHUHQFH�LQ�¿[DWLRQ�SDWWHUQV�EHWZHHQ�
color and black and white images.  He speculated that 
VLPLODULW\�LQ�¿[DWLRQ�SDWWHUQ�PLJKW�QRW�EH�VR�DOLJQHG�
“[i]f color had been used in some unexpected way and 
if the main emphasis in the pictures had been on color 
rather than on form, the results might have been 
different.”54   In regards to details in a picture, Buswell 
VSHFXODWHG� WKDW� ¿[DWLRQ� SDWWHUQV� IRU� ODQGVFDSHV�
would appear as random distributions, but to his 
surprise he discovered that subjects often attended 
to “unexpected” elements in the pictures such as the 
“the crests of waves.”55  Using a set of architectural 
photographs Buswell demonstrates that his set of 
KXPDQ� VXEMHFWV� ¿[DWHG� RQ� WKH� DUFKLWHFWXUH� DQG�
VSHFL¿FDOO\� RQ� GHWDLOV� DURXQG� GRRUV� DQG� ZLQGRZV��
while features in the landscape were virtually ignored.  
In terms of designs, Buswell demonstrates that during 
a free examination (without prior instruction) the 
¿[DWLRQ�SDWWHUQV�RI�WKH�VXEMHFW�GR�QRW�FRUUHVSRQG�WR�
the pattern of the design in any unit correspondence, 
but do follow general motifs within the space of the 
picture.  Buswell remarked: 

“Picture 25, showing the stairway, furnishes 
another marked illustration of how eye 
movements follow the general pattern of a 
design.  Here again there is no evidence of a 
series of rhythmical movements going either 
up or down the stairs in units corresponding to 
those shown in the decoration of the design, but 
there is a marked tendency to follow the general 
pattern both up and down.”

   
Unfortunately, Buswell was unable to make any 
further conclusions on the ways in which intrinsic 
properties of an image affect human vision without a 
deeper understanding of cognitive responses.  While 

54. Guy T. Buswell, How People Look at Pictures, 97. 
55. From a contemporary perspective, elements 

like the crests of waves, do not seem unexpected, in that 
they represent salient gradient changes within the image.  
Based on a contemporary understanding of  biological 
processes of vision, especially the center-surround mech-
anism, leads one toward understanding why the wave 
crests were #xated upon, as gradient changes excite the 
optical nerve.

Figure 29: Fixation patterns of a subject freely exam-
ining (without instruction) a photograph of the Tribune 
Tower in Chicago. Reprinted From Guy T. Buswell, How 
People Look at Pictures, Plates LXV. Original photograph 
credits: Chicago Architectural Photographing Company 
(no date given).
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the salience of pictures or types of features in those 
SLFWXUHV�FRXOG�QRW�EH�GLUHFWO\�TXDQWL¿HG��%XVZHOO�ZDV�
successful in gaining insight into the ways in which 
KXPDQ�DWWHQWLRQ�VKDSHV�YLVXDO�¿[DWLRQ�SDWWHUQV��
 Different people see differently, and people 
see differently depending on what they are looking for 
in a picture.  While this claim may seem tautological 
from everyday, tacit, and subjective experience, it is 
not easy to prove.  According to Buswell’s research 
VXEMHFWV�ZLWK�DUWLVWLF�WUDLQLQJ�GR�KDYH�GLIIHUHQW�¿[DWLRQ�
patterns when viewing a painting, for example, 
than those without artistic training.  However, the 
difference is very subtle.  Those who have artistic 
WUDLQLQJ�WHQG�WR�KDYH�VKRUWHU�¿[DWLRQ�GXUDWLRQV�DQG�
cover a broader area of the two dimensional surface.  
Those without prior training in art, on average, make 
¿[DWLRQV� RI� ORQJHU� GXUDWLRQ�56  While difference 
between individuals may be considerable, Buswell 
determined that the statistical differences between 
groups, whether by experience, age, or ethnicity are 
QRW�VWDWLVWLFDOO\�VLJQL¿FDQW�57

   Perhaps the most interesting, yet understated, 
contribution that results from Buswell’s research are 
IRXQG� LQ� WKH�REVHUYDWLRQ� WKDW�¿[DWLRQ�SDWWHUQV�YDU\�
based on verbal directions or instructions given to 
the subject.  The resulting artifacts show incredible 
variation between the same when looking at a picture 
with different verbal priming.  
   
In this case one can clearly see the results of verbal 
SULPLQJ��ZKHUH� WKH�SDWWHUQ�RI�¿[DWLRQ� LV� LQÀXHQFHG�
by an objective that is known, by both subject and 
researcher in advance.  This leads to insight of the 
LPSRUWDQFH�RI�DWWHQWLRQ�RQ�¿[DWLRQ�SDWWHUQV�DQG�FDOOV�
into question the role of human agency in attending to 
a picture versus the agency based on salient features 

56. “In respect to duration of #xations, the group 
which had studied art made consistently shorter dura-
tions, both during the #rst 25 #xations in looking at seven 
di$erent pictures and during Fixations 76- 100.  On the 
other hand, ability as measured by the art test apparently 
has little relation to duration of #xation pauses.” Guy T. 
Buswell, How People Look at Pictures, 130.

57. Minor di$erences were apparent from picture to 
picture, but no consistent major di$erentiation in the pat-
terns of perception could be identi#ed. !e average dif-
ferences between the groups were so much less than the 
individual di$erences within each group that the results 
cannot be considered signi#cant.” Guy T. Buswell, How 
People Look at Pictures, 131.

Figure 30: Fixation patterns of the same subject exam-
ining a photograph of the Tribune Tower in Chicago given 
the instruction, “... look at the picture again to see if he 
FRXOG�¿QG�D�SHUVRQ�ORRNLQJ�RXW�RI�RQH�RI�WKH�ZLQGRZV�RI�
the tower.” Reprinted From Guy T. Buswell, How People 
Look at Pictures, Plates LXV. Original photograph cred-
its: Chicago Architectural Photographing Company (no 
date given).
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in the picture.       
 The publication artifacts of Buswell’s 
H[SHULPHQWV�� PXFK� OLNH� WKH� ¿QDO� SXEOLFDWLRQ�
artifacts of his reading studies, close the loop 
between the literal object of inquiry – stimulus 
– and the physiological response.  In the reading 
studies Buswell re-inscribed the recorded eye and 
voice movements back into the text, producing an 
new object of inquiry as an analytical view of what 
Buswell called the “eye-voice span” in reading.  On 
reading the analysis, a contemporary reader can 
reenact simulation of the experimental trials, just 
by reading along, imagining the stutters and stops 
from the tangled web that connected eye and voice.  
However, it is much more of a challenge to follow the 
SDWWHUQ� RI� ¿[DWLRQV� RYHU� WKH� OHVV� VWUXFWXUHG�¿HOG� RI�
the two dimensional image.  We can not see ourselves 
seeing, nor is it easy to control the movements of 
our eyes.     The subject and object are transposed 
(or collapsed into one artifact) in Buswell’s 
analytical representations of vision.  The artifacts 
produced by Buswell are a sort of hybrid between 
mechanically objective transcription and a trained 
judgement.  Trained judgement, in that assumptions 
are made by Buswell in the representation, and 
hybrids of mechanically objective epistemology 
where movements of the eye are omitted due to the 
construction of the photographic instrumentation.  
:KLOH�¿[DWLRQV�DUH�QRW�SK\VLRORJLFDOO\�GLPHQVLRQOHVV�
points, Buswell’s instruments captured points, and 
these discrete moments in time were transcribed back 
onto the space of the image.  In Buswell’s records, 
we witness the collision science and art.  From this 
collision, emerges as a new artifact, bolstered with 
new information, experiences, and traces of multiple 
actors and authors.     
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 In 1965 Alfred Yarbus, working as a 
biophysicist at the Institute for Problems in 
Information Transmission in the USSR, published 
his extensive research titled Eye Movements and 
Vision.58   Yarbus’s book was translated into English 
by Basil Haigh and republished in 1967, and has since 
become one of the most cited books on the subject of 
human vision and eye movements.59  Eye Movements 
and Vision, not unlike Buswell’s How People Look 
at Pictures, begins with an elaborate explanation of 
laboratory techniques.  Like Buswell, Yarbus seeks 
to establish ground truths of vision based on his new 
instruments.  Through the use of new instrumentation 
Yarbus develops a new way of observing vision and is 
able to posit novel relationships between the vision 
of a human subject and two dimensional images – 
or in his words, “complex objects.”60  In this essay 
ZH� ZLOO� ¿UVW� UHYLHZ� WKH� LQVWUXPHQWV� GHYHORSHG� E\�
Yarbus and then conduct a detailed analysis of the 
¿QDO� FKDSWHU� RI� <DUEXV¶V� ERRN�� ³(\H� 0RYHPHQWV�
During the Perception of Complex Objects.”  The 
analysis of Yarbus’s work will run parallel to our 
analysis of Buswell’s research, where we question the 
relationship between the agency of the human subject 
and the stimulus-object in the active construction of 
vision.
 
 In opposition to Buswell’s non invasive 
photographic instruments for recording eye 
movements, Yarbus developed eye cups that were 
¿[HG�GLUHFWO\�WR�WKH�VXUIDFH�RI�WKH�KXPDQ�H\H���7KHVH�
eye cups were hand fabricated from rubber or 
duralumin in Yarbus’s lab, and employed differential 
SUHVVXUH� IURP� D� VXFWLRQ� WR� DI¿[� WKHPVHOYHV� WR� WKH�
scleral surface of the eye.61  These instruments and 
processes were highly invasive, posed health risks 

58. A direct translation from the Russian title would 
be: "e Role of Eye Motion in Vision Processes.  See: DeAn-
gelus M, Pelz J, “Top-down control of eye movements: 
Yarbus revisited” (Visual Cognition 2009: 17), 790–811.

59. Tatler et al. “Yarbus, Eye Movements, and Vi-
sion” i-Perception 1: 2010. 7-27.  According to Tatler et al’s 
research Yarbus’s book had been cited more than 1,659 
times from 1967 to 2010 (Source: ISI Web of Knowledge), 
by a wide range of disciplines in descending order: Neu-
roscience,  Experimental Psychology, General Psychology, 
Ophtalmology, Arti#cial Intelligence, Electrical Engineer-
ing, Computer Science, Optics, and Behavioral Science.    

60. For Yarbus a “complex object” is a stimulus that 
has an agency of its own, in that a subject can not volun-
tarily control his eye movements.  !e complexity lies in 
the interaction between the subject and the object.  

61. Duralumin is a trademark name for an aluminum 
alloy.

“Yarbus’s Complex Objects”
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to the subjects, experiments were inherently limited 
in duration, and required special preparation of a 
subject prior to and after an experimental trial.  So 
why would Yarbus, knowledgeable of noninvasive 
photographic techniques of Buswell and Dodge, 
invest in developing instruments and laboratory 
procedures on the physical surface of the eye?  
 Yarbus’s motivation to develop these invasive 
H\H�FXSV�ZDV�EDVHG�RQ�D�GHVLUH� WR�FDSWXUH�YHU\�¿QH�
movements of the human eye that, at the time, were 
not able to be captured by photographic instruments 
such as those developed by Buswell.  Additionally 
Yarbus sought more direct and mechanical records in 
the form of a photographic process: 
  

“In evaluating methods of recording eye 
movements based on still and motion-picture 

Figure 31: Eye Caps (P1, P2, P4-P7).  Eye caps used to 
Reprinted from Alfred L. Yarubs, Eye Movements and Vi-
sion. (Moscow, USSR: Institute for Problems of Informa-
tion Transmission: 1967), 44.
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photography, it must be remembered that these 
methods can be used successfully in many cases 
when the large movements of the eyes have to 
be recorded. Their main disadvantage is the 
relatively laborious method of analysis of the 
records required.”62

In Buswell’s experiments the scientist (or 
experimental psychologist) was required to interpret 
the results of the mechanical recording instruments 
based on a calibration routine.  This process involved 
judgement on the behalf of the scientist in that it 
required a manual transfer of the points back on to 
the surface of the stimulus image.  Yarbus, on the 
other hand, sought to develop a procedure that would 
be more invasive to the subject, but less invasive to 
the process of translating physiological patterns to 
photographic record.  In Yarbus’s decision to choose 
invasive procedures for higher resolution and more 
“hands off” attitudes, we can see an example of how 
manual intervention was minimized in favor of 
mechanical objectivity.  
 Yarbus developed eight different types of eye 
caps that were used in conjunction with a massive 
lighting and recording device.  Most eye caps covered 
the corneal area completely, constraining the 
space and exposure of vision to a tiny frosted glass 
rectangle placed within millimeters from the surface 
of the cornea.  Short focus lenses were incorporated 
into some of the eye caps to allow the subject to focus 
on these close projections.  Other suction caps were 
DI¿[HG�WR�WKH�VFOHUDO�VXUIDFH��DGMDFHQW�WR�WKH�FRUQHDO�
area, leaving the eye free to inspect objects in space 
ZKLOH� UHÀHFWLQJ� OLJKW� RQWR� D� SKRWRVHQVLWLYH� VXUIDFH���
In order to attach these suction caps, the eyelids of 
the subject would be taped back, the eye anesthetized 
with amethocaine to minimize ocular discomfort, 

62. Alfred L. Yarubs, Eye Movements and Vision. 
(Moscow, USSR: Institute for Problems of Information 
Transmission: 1967). 23.  

Figure 32: Preparation of the subject for Yarbus’s ex-
periments, the eye is exposed and prevented from blink-
ing by taping the eyelids back with plaster tape.  Reprinted 
from Alfred L. Yarubs, Eye Movements and Vision. (Mos-
cow, USSR: Institute for Problems of Information Trans-
mission: 1967), 44. 
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and the suction applied to the eye and adjusted for 
focus and position.63   Light projected onto the eye 
LQ� D� FRQYHUJHQW� EHDP� ZRXOG� EH� UHÀHFWHG� RII� RI�
the mirrored surfaces of the eye caps and could be 
recorded on a still or moving  sheet of photosensitive 
paper.
 Seeking to establish ground truths of vision 
<DUEXV� GH¿QHV� GLIIHUHQW� W\SHV� RI�PRYHPHQW� IRU� WKH�
KXPDQ�H\H��¿[DWLRQ��VDFFDGHV��WUHPRU��GULIW��SXUVXLW���
Buswell and other predecessors in eye movement 
studies were well able to measure saccades from 
observation and record them with photographic 
techniques, however they were unable to precisely 
measure drift and tremors that occur during the act of 
¿[DWLRQ���7KURXJK�DOWHUQDWLYH��DQG�LQYDVLYH��PHWKRGV�
Yarbus was able to precisely record drift and tremors 
that occur between major saccadic movement.  As 
WKH�H\H�GULIWV�GXULQJ�¿[DWLRQ��UHÀHFWHG�OLJKW�UHFRUGHG�
RQ� D� VWLOO� SKRWRVHQVLWLYH� VKHHW� \LHOGV� D� PDJQL¿HG�
representation of the foveal area as an ellipse.64

 After establishing ground truths, Yarbus 
engages in a discussion of how people look at 
pictures.  But instead of using the word “picture” 
as a title for the section Yarbus employs the words 
“complex object.”  The use of the word “complex 
REMHFW´� SRLQWV� WR� DQ� LQKHUHQWO\� GLI¿FXOW� REMHFW� RI�
study within his rigorous experimental program – 
much more complex relative to a black dot on a white 
ground – but in a theoretical sense, moves away from 
the idea that we see images, but rather that we obtain 
information in the act of seeing.  After all, Yarbus was 
employed as a researcher at the Institute for Problems 
in Information Transmission.  What information can 
be constructed through a process of visual attention 
and what are the factors that shape the way in which 
humans attend to “complex objects”?  

63. Alfred L. Yarubs, Eye Movements and Vision, 43-
57. Amethocaine is a local anesthetic.  

64. “In other words, if the axis of the eye is mentally 
continued to its intersection with the frontal plane, as a re-
sult of the tremor it will describe elliptical #gures on that 
plane” Yarbus, Eye Movements and Vision, 115. 
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 Perhaps the most important contribution 
in his studies of “complex objects” were on the 
ways in which visual attention is affected by verbal 
instructions.  While Buswell already demonstrated 
WKLV� WRS�GRZQ� PRGH� RI� LQÀXHQFH� LQ� KLV� �����
publication, Yarbus’s work is now widely cited in 
papers on active vision.  Why is Yarbus’s research cited 
over Buswell’s work?  This is a question we will return 
to in the conclusion.  But, perhaps one of the answers 
exists in Yarbus’s mechanical “hands-off” methods 
when it comes to the records and publication of the 
UHFRUGV�� � 7KH� LQÀXHQFH� RI� SULPLQJ�� RU� LQVWUXFWLRQV�
given to the human subject before viewing the image 
are most clearly demonstrated in the records using a 
realist painting by Ilya Repin titled, “The Unexpected 
Visitor.”65  
 The records show a series of grids with eight 
FHOOV�� WKH� ¿UVW� FHOO� FRQWDLQV� D� UHSURGXFWLRQ� RI� WKH�
original Repin painting and the remaining seven 
cells varying recordings of eye movements.  It is 
important to note that the recordings of subject’s eye 

65. Ilya Repin, An Unexpected Visitor, 1884. (Also re-
ferred to as “An Unexpected Return”). 

Figure 33: “Seven records of eye movements by the 
same subject. Each record lasted 3 minutes. The subject 
examined the reproduction with both eyes. 1)Free exami-
nation of the picture. Before the subsequent recording ses-
sions, the subject was asked to: 2) estimate the material 
circumstances of the family in the picture; 3) give the ages 
of the people; 4) surmise what the family had been doing 
before the arrival of the ‘unexpected visitor’: 5) remember 
the clothes worn by the people; 6) remember the position 
of the people and objects in the room; 7) estimate how long 
the “unexpected visitor’ had been away from the family. 
Text caption from Alfred L. Yarubs, Eye Movements and 
Vision. (Moscow, USSR: Institute for Problems of Informa-
tion Transmission: 1967), 44.  Images partially reproduced 
from Sasha Archibald, “Ways of Seeing,” Cabinet Maga-
zine: 30, 2008. 
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movements are not overlaid back onto the original 
image, but are presented as mechanical records 
GLUHFWO\�IURP�WKH�SKRWRJUDSKLF�QHJDWLYH���7KH�¿UVW�VHW�
shows seven different subjects who were allowed to 
freely examine (without instruction) the Repin image 
with both eyes for three minutes.  These images show 
variation between the subjects, but also a density of 
concentration around certain elements such as faces 
and representations of people in the scene.  The 
second set displays seven eye movement recordings 
of the same subject while allowed to freely examine 
the Repin image with both eyes for three minutes.  
In this series the subject remains the same, and the 
duration between viewing the images is one to two 
days.  The records are remarkably similar.  The 
third, and perhaps most insightful, set of images 
show records of eye movements of a single subject 
who has been instructed with verbal cues (primed) 
before viewing the picture.  Before viewing the 
Repin painting, the subject was given instructions 
varying from highly subjective — “surmise what 
the family had been doing before the arrival of the 
‘unexpected visitor’” — to objective “remember  the 
clothes worn by the people.”66���7KH�UHVXOWDQW�¿[DWLRQ�
records reveal distinct patterns of eye movements 
relative to given instructions.  This led Yarbus to 
WKH� FRQFOXVLRQ� WKDW� ¿[DWLRQ� SDWWHUQV� DUH� D� GLUHFW�
channel into the mysterious workings of human 
WKRXJKW��³(\H�PRYHPHQWV�UHÀHFW�WKH�KXPDQ�WKRXJKW�
processes; so the observer’s thought may be followed 
to some extent from the records of eye movements 
(the thought accompanying the examination of the 
particular object).”  By studying the records of eye 
movements, Yarbus believed that he had closed the 
gap between the agency of the “complex object” and 
human agency, “It is easy to determine from these 

66. Alfred L. Yarubs, Eye Movements and Vision.  174.
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records which elements attract the observer’s eye 
(and, consequently, his thought), in what order, 
and how often.”67� �:LWK� D�¿UP�KDQGOH�QRZ�RQ�KRZ�
human thought could be connected to vision, Yarbus 
extended his analysis: 

“It may be concluded that individual observers 
differ in the way they think and, therefore, 
differ also to some extent in the way they look at 
things… In just the same way it would be natural 
to assume that a complex object of perception 
understood by a physicist but unfamiliar to a 
biologist (or vice versa) will be examined quite 
differently by a physicist and a biologist.” 68

What may seem like tacit knowledge can now be 
defended with empirical record.  Different people 
see the same object differently.  And furthermore, 
the same person can also see an object differently 
depending on their motivation.  From Yarbus’s 
SRVLWLRQ� WKLV� GLIIHUHQFH� LQ� KXPDQ� YLVXDO� ¿[DWLRQ�
patterns was a difference in information obtained by 
the eye.  

67. Alfred L. Yarubs, Eye Movements and Vision.  190.

68. Alfred L. Yarubs, Eye Movements and Vision.  192.
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� ,Q� WKH� ¿UVW� WZR� VHFWLRQV� RI� WKLV� FKDSWHU� ZH�
wrote about the history of eye movement studies in 
WKH�H[DPLQDWLRQ�RI�WZR�W\SHV�RI�H[SHULPHQWV��WKH�¿UVW�
on studies of how humans read text and the second 
on studies of how humans look at pictures.  These 
experiments were conducted within the disciplinary 
context of experimental psychology, and were 
representative of a period in time when psychology 
was gaining ground in its social acceptance as an 
empirical science through experimental methods 
rooted in physiology.  Knowingly or unknowingly in 
VXSSRUW�RI�WKHLU�¿HOG¶V�WUDMHFWRU\��WKH�UHVHDUFKHUV�ZH�
examined – Dodge, Münsterberg, Buswell, and even 
later Yarbus — sought to produce “objective” records 
and representations of human experiences of vision.  
Their records were representations of vision, both 
as theoretical claims toward understanding human 
perception, and as records of a physiological reality.      
 We framed these experiments in a discussion 
on the relationships between theory, instrumentation, 
and experimental observation.  This framework is 
based on concepts developed by scholars in the history 
of science, Peter Galison and Loraine Daston.69  In 
both our own research, and historical survey, we 
have found that claims to objectivity or reality are 
enmeshed with the development of instrumentation 
and provide a foundation upon which one constructs 
a vision of the world.  From these studies we learn 
that seeing is far from a passive act.  Seeing is an act 
of construction, where a vision of the world is formed 
based on a collision of theory, instruments, and 
experimental observation at any given moment.70  It 
is through representations that these world views are 
captured, constructed, and communicated.   
 
 Historians of science, bound by a disciplinary 

69.  Lorraine J. Daston and Peter Galison, Objectivity 
(Zone, 2010).  Peter Galison, Image and Logic: A Material 
Culture of Microphysics, 1st ed. (University Of Chicago 
Press, 1997).

70. We abolish the word “spectator” from our text 
speci#cally for the reason that it is a passive way of think-
ing about seeing.  Seeing is an active construction.  

Representations of Vision, Constructing Objectivity
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methodology, periodize shifts in disciplinary 
praxis.  Often imposing divisions between theory, 
observation, and instrumentation.  In a positivist 
model, experimental observation is treated as 
a constant while theories change over time to 
accommodate what the trajectory of observation.71  
In an antipositivist, or Kuhnian, model theory and 
experimental observation are bound together in lock 
step, continuing in incremental progression except 
in the case of a disruption or “revolution,” provoking 
what Kuhn calls a “paradigm shift.”72  In the Kuhnian 
methodology, theory frames possible visions of 
a world – whether enabling or inhibiting – and 
therefore informs the instruments of observation.73  
Galison eloquently characterizes the two methods of 
periodization:  

“The positivist and antipositivist periodizations 
have a grandeur to them: they both sought and 
found a single narrative line that would sustain 
the whole of science – in observation for the 
positivists and theory for the antipositivists.  
Both agreed that language was the linchpin of 
science – though the positivists looked for a 
language of experience, and the antipositivists 
located the key terms in theory.”74  

 
Shifts in theoretical world views or experimental 
observations are accompanied by claims to truth, 
objectivity, or access to an underlying reality.  In 
either mode of thinking, there must be a circulation 
of knowledge in for ideas to gain acceptance as a 
social reality. 75  The necessity to circulate ideas 
requires representation.  While there are many forms 
of representation – from written text, spoken word, 
drawing, models, simulations – we are primarily 
concerned with visual representations of human 
vision.    
 We have demonstrated how representations 

71. Galsion, Image and Logic, 784-785. 

72. !omas S. Kuhn, !e Structure of Scienti#c Revo-
lutions, 3rd ed. (University Of Chicago Press, 1996); Gali-
son, Image and Logic, 793-797. 

73. Galison, Image and Logic, “!e Trading Zone: Co-
ordinating Action and Belief,” 781-844.

74. Galison, Image and Logic, 793. 

75. Bruno Latour, “Visualisation and Cognition: 
Drawing !ings Together,” Knowledge and Society   Stud-
ies in the Sociology of Culture Past and Present 6 (1986): 
1-40.  See Latour’s concept of “immutible mobiles” is sa-
lient here.  
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of human vision are constructed in the domain of 
experimental psychology, in late nineteenth and early 
twentieth century studies of eye movements with 
VSHFL¿F�IRFXV�RQ�WKH�H[SHULPHQWV�RI�*X\�%XVZHOO�DQG�
Alfred Yarbus.  Buswell and Yarbus’s representations 
of vision were, and remain, artifacts that are inscribed 
with an epistemology.  To borrow Bruno Latour’s 
term, these representations of vision are “immutable 
mobiles,” objects that are optically consistent and can 
be transported – literally or metaphorically – without 
corruption.  Furthermore, these representations are 
inscribed within an epistemology of objectivity and 
make claim to revealing an underlying truths of nature.  
In these cases, the nature of a human experience is an 
experience of vision.  While powerful representations, 
we argue that they can not be studied in isolation.  
Without the development of instrumentation, these 
representations of vision would not exist, nor would 
they be motivated to be constructed if it were not 
for earlier theories of human vision, optics, and so 
forth.  Which leads us, in accord with Galison, to 
question both the previously discussed methods 
of periodization that purport temporal unities and 
KLHUDUFK\� ZLWKLQ� ¿HOGV� RI� VFLHQWL¿F� VWXG\� DQG� WKH�
construction of objectivity in representing visions of 
a world.
 Galison’s concept of intercalated periodization 
is insightful for our research, serving as a critique of 
positivist and antipositivist methods of periodization 
and hierarchy.  Underlying positivist and antipositivist 
PHWKRGV� LV� WKH� LGHD� RI� D� XQL¿HG� VFLHQWL¿F� ¿HOG���
Galison argues, along the same lines as Feyerabend, 
although with less anarchic bent, that science is not 
XQL¿HG�� �6KLIWV� LQ�HSLVWHPRORJ\�DUH� IUDJPHQWHG��QRW�
sea changes or paradigms, and can develop from a 
variety different sources and interactions between 
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those sources.76  In his research on the development 
RI� WKH� ¿HOG� RI� PLFURSK\VLFV�� *DOLVRQ� SURSRVHV� DQ�
intercalated model of interaction.  Intercalated, 
OLWHUDOO\� GH¿QHG� DV� DQ� LQWHUSRODWLRQ� LQ� D� WHPSRUDO�
period or the insertion of something between layers 
in a crystalline lattice or structure, introduces a 
ÀH[LELOLW\� LQWR� WKH� WUDGLWLRQDOO\� ULJLG� KLVWRULFDO�
structures.  The three tables suggest diagrams for 
positivist, antipositivist, and intercalated methods.  
 This model is a useful way of thinking 
about how the development of instrumentation, 
experimentation, and theorization can develop 
independently without an inherent hierarchy.  The 
interactions between strata in Galison’s model can 
lead to local or systemic shifts in knowledge.  We 
argue that at every stage of development there 
are representations of knowledge put forth as an 
argument or claim to a “reality.”  In our research we 
have learned that developments in instrumentation 

76. Paul Feyerabend, Against Method: Outline of an 
Anarchistic "eory of Knowledge, 3rd ed. (Verso, 1993).  
“Are we really to believe that naive and simple-minded 
rules which methodologists take as their guide are capable 
of accounting for such a ‘maze of interaction’?”, 10.  

Figure 34:  Galison’s diagrams of periodization.  [1] 
Positivist periodization.  [2] Antipositivist periodization.  
[3] Galision’s Intercalated periodization.  Redrawn by the 
authors.  Originally in Galison, Image and Logic, 785, 794, 
799.    
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can lead to novel experiments and ultimately a shift 
in the understanding of the human visual system.  
While it appears that instrumentation took the lead 
role in Dodge’s inquiry into the psychology of human 
YLVLRQ�� LW� LV� GLI¿FXOW� WR� VSHDN� ZLWK� FRQ¿GHQFH� RQ�
the order of causality of each area on one another.  
And determining causality is not an argument that 
need be pursued in our research; we will leave it to 
the historians to argue about the order of causality 
– instrumentation or theory.  However, we do have 
VRPH� FRQ¿GHQFH� LQ� GLVFXVVLQJ� WKH� UHSUHVHQWDWLRQV�
of vision and developing an understanding of how 
REMHFWLYLW\�LV�FRQVWUXFWHG�LQ�VFLHQWL¿F�SUDFWLFH��������
 But what exactly is an objective representation 
of reality, is it even possible?  And, in what ways 
has our understanding of human vision changed 
over time, and how can we begin to study these 
changes?  The answer to both of these questions lies 
in the relationships between these quasi-categories of 
instrument, theory, and experiment.  Our argument 
parallels Daston and Galison’s argument in that we 
want to show how, “epistemic virtues [are] inscribed 
in images, in the ways they are made, used, and 
defended against rivals.”77  Our argument diverges 
from Daston and Galison in the material artifacts 
studied.  In their research, the objects of inquiry 
were primarily images from seventeenth century 
VFLHQWL¿F�DWODVHV�� �,Q�RXU�UHVHDUFK�ZH�DUH�FRQFHUQHG�
with representations of vision (visions of vision), 
primarily from the nineteenth century to present.  
Our study also requires us to answer questions about 
how epistemological virtues shifted with respect 
to human vision.  Is vision situated outside of the 
subject or is it something that is rooted within the 
subject?  Studies of vision, not unlike objectivity, have 
a “summersault history,” where human vision shifts 

77. Lorraine J. Daston and Peter Galison, Objectivity 
(Zone, 2010). 42.
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from something “out there” to be obtained from the 
world to an embodied phenomena.78  To fully address 
shifts in historical conceptions of vision we will rely 
on frameworks established in the work of Jonathan 
Carry.79  
 Crary postulates shifts in the history of vision 
in modernity through a discussion of the relationship 
between an observer and optical devices – notably 
the camera obscura and the stereoscope.  The optical 
devices in Crary’s research serve a purpose that parallel 
WKH�VFLHQWL¿F�DWODVHV�LQ�'DVWRQ�DQG�*DOLVRQ¶V�UHVHDUFK���
For Crary, optical devices are, “points of intersection 
ZKHUH� SKLORVRSKLFDO�� VFLHQWL¿F�� DQG� DHVWKHWLF�
discourses overlap with mechanical techniques, 
institutional requirements, and socioeconomic 
forces.”80  The camera obscura optically situates the 
observer as outside of vision, in that they do not 
actively construct vision but observe the world from 
inside a camera.  The stereoscope and the phenomena 
of afterimages, on the other hand, situate vision as an 
embodied experience; within the observer’s body.  A 
stereoscope presents two images with disparity, that 
when presented to two human eyes, can be fused 
into a three dimensional understanding of the world.  
For Crary, the stereoscope marks a shift in vision 
in relation to the observer from objective – being 
outside – to subjective – being inside the observer’s 
body.81  However, the use of the terminology relative 
to an observer’s body as, objective and subjective here 
is misleading relative to representations of vision.  
Within each optical device was an inscribed claim and 
representation of the realities of human vision.  In 
essence both technologies were argued to be capable 
of producing objective representations.  So, how can 
both an externalized and internalized experience be 
objective?  In order to clarify some of the arguments 

78. Daston and Galison, Objectivity, 29. 

79. Jonathan Crary, Techniques of the observ-
er : on vision and modernity in the nineteenth cen-
tury (Cambridge  Mass.: MIT Press, 1990).

80. Crary, Techniques of the Observer, 8. 

81. !is shi" begins in the study of a"er images for Goethe 
and Purkinje. 
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LW�LV�QHFHVVDU\�WR�¿UVW�UHYLHZ�WKH�RULJLQV�RI�WKH�ZRUG�
objectivity itself.      
 Linguistically the words objectivity and 
subjectivity themselves have a complicated history.  
While they have always been a dipole pair (since the 
fourteenth century), in the course of recent history 
they have undergone complete reversals in their 
polarity.  According to Daston and Galison, the word 
objectivity has a “summersault history.”  Originally, 
“‘[0]bjective’ referred to things as they are presented 
to consciousness, whereas ‘subjective’ referred to 
things in themselves.”82  The contemporary reversal 
in the meaning of objectivity and subjectivity can be 
attributed to Immanuel Kant, where the objective 
is paired with the universal (preconditions of 
experience: time, space, causality) and the subjective 
with the particular (merely empirical sensations).83  
 The framework developed by Daston and 
Galison, in their research on the history of objectivity 
WKURXJK� D� FORVH� VWXG\� RI� VFLHQWL¿F� DWODVHV� VHUYHV� DV�
precedent framework for our research.  Daston and 
Galison outline four major stages, or epistemologies, 
LQ�WKH�GHYHORSPHQW�RI�VFLHQWL¿F�REMHFWLYLW\�WKDW�IROORZ�
a historical progression from the 18th to 21st century: 
truth-to-nature, mechanical objectivity, structural 
objectivity, and trained judgement.  At each stage, 
there is a new way of seeing the world and describe to 
represent natural phenomenon.
 Truth-to-nature, describes a process where 
abstractions are produced by an examination of a 
collection of individual species. In this stage, the 
scientist, artist, and engraver work together to study 
tangible specimens and natural phenomenon, and 
create generalizations or “types.”  The truth-to-nature 
artist, draws not what is seen, but an idealization of a 
universal type.

82. Daston and Galison, Objectivity 29.  Etymologi-
cally, the word derives from the Latin obiectivus/obiective 
and subiectivus/subiective introduced in the fourteenth 
century scholastic philosophers.    

83. Daston and Galison, Objectivity, 30. 
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 Mechanical objectivity, is a stage that Daston 
and Galison argue as the moment where objectivity 
emerges in its modern form. The artist and the 
scientist produced images through machines, usually 
photographic media, with a drive toward automation.  
In an ideal mechanically objective observation, 
neither the hand of the artist, scientist, or machine 
maker would be present in the rendering of the 
natural phenomenon. While mechanical objectivity 
seemed to distance the scientist from the observation, 
LW� DOVR� SURYHG� GLI¿FXOW� DV� D� PHWKRG� RI� JXLGLQJ� D�
community — the purpose of making representation 
LQ�WKH�IRUP�RI�D�VFLHQWL¿F�DWODV�²�GXH�WR�D�VDFUL¿FHG�
lack of abstraction. 
 The third practice Daston and Galison 
GH¿QH�LV�VWUXFWXUDO�REMHFWLYLW\��RU�D�GHVLUH�WR�DEROLVK�
LPDJHV�DOO� WRJHWKHU� IURP�VFLHQWL¿F�SUDFWLFH�� LQ� IDYRU�
of equations, logical relationships, or sequences of 
signs. 
 If mechanical objectivity trained the scientist 
not to trust his eyes, the stage of trained judgement 
saw the integration of subjective abstraction and 
mechanical objectivity.  The scientist knows more 
than his tools are able to tell (tacit knowledge) and 
therefore is given ethical jurisdiction to “smooth 
out,” or make abstractions from mechanical 
representations of the world.
 The fourth category is trained judgement.  In 
this method of representation, mechanical objectivity 
is questioned and the tacit knowledge of the scientist 
is called upon to rectify the inconsistencies of a 
mechanically captured image.  
 In the experiments we surveyed in the previous 
section, we argue that the experimental psychologists 
studying vision occupy an epistemological position 
between mechanical objectivity and trained 
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judgement.  In these experiments, representations 
of human vision were created predominately with 
photographic techniques and custom instruments to 
capture eye movements.  
 Employing Daston and Galison’s framework, 
%XVZHOO¶V�UHSUHVHQWDWLRQV�DQG�VFLHQWL¿F�DWWLWXGH�FDQ�
be situated as trained judgement.  Buswell’s hands 
are directly present in his published representations 
of vision.  Movements of the eye on Buswell’s 
PHFKDQLFDOO\� REMHFWLYH� ¿OP� UHFRUGV�� DOZD\V� DSSHDU�
as perturbations.  There are no stationary points, 
DQG� WKHUHIRUH� IRYHDO� ¿[DWLRQV� PXVW� EH� LQIHUUHG�
from the mechanical capture.  Once the data has 
EHHQ� LQWHUSUHWHG� E\� %XVZHOO�� ¿[DWLRQV� DUH� PDSSHG�
back onto the stimulus representations as points 
and connected by a poly-line.  In Buswell’s case, an 
attitude of pure mechanical objectivity would have 
only published the photographic records, despite 
their legibility.  Or, one can imagine a scenario where 
an instrument could be developed, like a capture 
instrument in reverse, where the movement records, 
once captured and developed, are back projected onto 
the space of the original representation such that all 
movements would be preserved.  However, it is not 
so easy to sever the instrument from representation 
from theory.  Embedded in instrumentation are 
theories and experience of others.84

 Yarbus, on the other hand, puts forth an 
attitude of pure mechanical objectivity, where 
representations are either presented as graphs 
or as direct records from mechanical devices he 
constructed.  It is curious that Yarbus’s attitude 
WRZDUGV� VFLHQWL¿F� UHSUHVHQWDWLRQ�� FKDUDFWHUL]HG� E\�
Daston and Galison as a predominant attitude in the 
mid nineteenth century would persist into the middle 
RI�WKH�WZHQW\�¿UVW�FHQWXU\���$V�QHZ�VWDJHV�DUH�GH¿QHG�

84. This mode of thinking is well elaborated upon in a 
discussion of navigation technology in: Edwin Hutchins, Cog-
nition in the wild (Cambridge  Mass.: MIT Press, 1995).
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through the development of new instruments and 
VKLIWV�LQ�VFLHQWL¿F�HSLVWHPRORJLHV��SULRU�ZD\V�RI�LPDJH�
making are not eclipsed or overwritten.  Instead, the 
ways representing the world are accumulated, and 
are “all still available as ways of image making and 
ways of life in the sciences today.”85  In the original 
publication of his book, now heavily cited, images of 
a subject viewing Repin’s “Unexpected Visitor,” were 
presented in a grid with no attempt to superimpose 
the artwork stimulus with the human response.86  
In this book, we present Yarbus’s records as 
superimpositions of the photographic record and the 
original.  The human observer may serve as a subject 
and the artwork as object during the experiment, but 
afterwards the human observer’s eye movements 
become the objective representation and the artwork 
a subjective stimulus. 
 
� ,W� LV� LQ� WKHVH� H[SHULPHQWV� WKDW� ZH� ¿QG� WKH�
collision between art and science and reversals in 
the subjectivity/objectivity dipole.  By using the 
frameworks discussed above, we have examined 
representations of vision and attempt to reveal how 
objectivity is constructed through different attitudes 
and practices in representation and instrumentation.  
Furthermore, the discussion of an intercalated 
periodization allows us to better situate not only 
the work of these historical actors, but our own 
research, where we are developing new instruments 
that may enable us to see the world differently – to 
see how we see.  What should be taken away from 
WKLV�VKRUW�VNHWFK� LV� WKDW�REMHFWLYLW\� LV�QRW�¿[HG�� LW� LV�
a construction that is manifest in representations.  
This process of constructing objectivity is always a 
negotiation or series of exchanges instrumentation, 
theory, and experimentation.

85. Daston and Galison, Objectivity, “Epistemologies of the 
Eye”

86. In our reproduction of these images, we have su-
perimposed the movements of the subject’s eye on top of 
the images.  
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 In the previous chapter we developed the 
background of this thesis in three parts with a 
physiological overview of human vision, a historical 
review of eye movement studies, and a discussion 
of shifting objectivity in representations of human 
vision.  The historical survey of eye movement 
studies we conducted concentrated primarily on the 
relationship between a subject and a two dimensional 
object in the world.  The background provides a strong 
theoretical and historical framework within which 
we situate our work.  While majority of the historical 
literature review concentrates on the relationship 
between a human subject and a two dimensional 
object, the next section launches our inquiry into a 
human visual experience of three dimensions.   
 In this section we introduce PUPIL, a 
hardware and software prototype that we have 
developed in order to study the relationship between 
D�KXPDQ�VXEMHFW�DQG�D�VSDFH���7KH�¿UVW�VHFWLRQ�RI�WKLV�
chapter provides a detailed discussion of hardware 
development, from a low level discussion of real 
time image processing, camera control libraries, 
and the manufacturing of custom camera boards to 
a high level discussion of prototype design based on 
physiological constraints.  In the second section we 
introduce a representation method that constructs 
a space of visual attention as a three dimensional 
point cloud from a sequence of two dimensional 
images captured by our hardware.  It is within this 
space that we are able to situate the subject, and the 
area of their visual attention.  The implementation 
of open source computer vision and Structure from 
Motion (SfM) algorithms used in this platform will be 
discussed in detail in this section.  In the third section 
we conduct a series of trials that range from tests of 
instrumentation to inquiries into the relationship 
EHWZHHQ�D�KXPDQ�DQG�D� VSDFH�� �7KH�¿QGLQJV�RI� WKH�
WULDOV�DUH�DQDO\]HG�DQG�GLVFXVVHG�LQ�WKH�¿QDO�VHFWLRQ�
of this chapter.    

Pupil
Introduction

Figure 35:  Author wearing the third revision of the 
headset prototype. 
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Figure 36:  Pupil center detection in the capture rou-
tine.  Still image of eye taken as screen capture of capture 
software.  

Figure 37:  Two dimensional browser screen capture.  
Red dot shows the subject’s area of visual attention.  This  
is a still image from a trial conducted at the courtyard out-
side of Hayden Library at MIT.   

Figure 38:  Three dimensional browser screen cap-
ture.  Red pyramid shows the subject’s pose in the three 
dimensional model, reconstructed from the trial shown in 
WKH�SUHYLRXV�¿JXUH���7KH�ZKLWH�FRQH�UHSUHVHQWV�WKH�WKUHH�
dimensional space of visual attention (shown as red dot in 
SUHYLRXV�¿JXUH��
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Section Overview
 In the introductory essay to this section we 
argue for the development of custom hardware due 
to desires of higher spatial and temporal resolution, 
cost, open accessibility, and future development.  We 
present two prototypes and compare two prototypes, 
WKH�¿UVW�LWHUDWLRQ�XVLQJ�FRQVXPHU�JUDGH�ZHE�FDPHUDV�
and the second using our custom built cameras 
and software interface.  This section provides a 
detailed description of the development of hardware 
— cameras, parallel processing XMOS micro-
controllers, USB communication, head mounted 
prototypes – and software used to control/drive the 
software
 Physiological understanding of human vision, 
as addressed in earlier section, is critical to the design 
of the prototype.  These physiological constraints 
are incorporated into the design constraints of both 
prototypes in formal and electronic design. The last 
section puts bounds on tracking accuracy, due to 
sensor performance the physiological considerations.

First Prototype
� 7KH�¿UVW�SURWRW\SH�ZH�GHYHORSHG�XVHG�RII�WKH�
VKHOI� FRQVXPHU� ZHEFDPV�� PRUH� VSHFL¿FDOO\� ;%2;�
Live webcams which sold for twelve US Dollars at the 
time of writing. 
 The headset was designed to be modular, and 
adjustable.  It was fabricated using ABS on a Fused 
Deposition 3D-Printer.  The headset is composed of 
seven modular parts that are connected at a “hub.”  
The camera arm that holds the “eye camera” has 
two ball joints and one rotary joint that connects the 
arm to the hub element.  The freedom of movement 
allowed for adjustment of the eye facing camera to 
accommodate different subjects.  The mount plate 

Hardware Development

2

1

Figure 39:� ��'�&DG�PRGHO�RI�WKH�¿UVW�SURWRW\SH��7ZR�
“XboxLive” cameras facing outward [1] and looking at the 
eye [2].
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for the world camera was attached via a ball joint to 
the hub, such that the world cam could be aligned to 
DFFRPPRGDWH�WKH�VXEMHFW¶V�¿HOG�RI�YLHZ�
 The cameras adhered to the UVC camera 
standard and thus were accessible though OpenCV’s 
FDPHUD�FDSWXUH�PRGXOH���7KH�RQO\�PRGL¿FDWLRQ�WKDW�
was made to the consumer cameras were the addition 
RI�DQ�LQIUDUHG�EDQG�SDVV�¿OWHU�DQG�PDWFKHG�LQIUDUHG�
/('V� WR� WKH� (\H� FDPHUD�� � 7KH� VHWXS� IRU� WKH� ¿UVW�
prototype was a good proof of concept in that it was 
accessible, easy to use, and affordable.  However, the 
prototype had some disadvantages and limitations:

Size
Like most web-cameras the sensor chip is located on 
the same PCB as all other components.  This makes 
the camera relatively large, especially when placed 
LQ� IURQW�RI� WKH�VXEMHFW¶V�H\H��REVWUXFWLQJ� WKH�¿HOG�RI�
vision.

Control
The camera was designed to be a easy-to-use 
consumer webcam.  Therefore, low level control of 
the capture parameters such as exposure, frame size 
or raw pixel access is not possible.

Resolution
The Xbox Live camera provides a VGA image at 30 
frames per second.  The results we achieved with 
this camera where acceptable, but we wanted to 
investigate whether higher spatial — more pixels per 
frame —and temporal — more frames per second —
resolution could lead to more robust and better pupil 
tracking.

Figure 40:� � $OO� FRPSRQHQWV� RI� WKH� ¿UVW� KHDGVHW� DUH�
VQDS� ¿W� DVVHPEOHG�� &HQWHUSLHFH� LV� WKH� KXE� >�@� LW� FRQ-
nects the head straps  [6,7] to the camera mounts. The 
world-cam mount plate [3] and the arm elements [2,4] 
and eye-cam mount plate [5] are connected using a rotary 
joint and ball-joints. The joints allow the cameras to be 
adjusted to the user.

6

5

4 2

3

1

7
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Ergonomics
7KH�¿UVW�KHDGVHW�ZDV�PRGHOHG�EDVHG�RQ�D� LGHDOL]HG�
model of a human head.  Due to the mass of the eye 
camera and its outward leaning arm the headset had 
WR�¿W�WLJKWO\�RQ�WKH�KHDG�LQ�RUGHU�WR�UHVLVW�DQ\�WRUTXH�
exerted by the inertia of the camera arm mount.  The 
WLJKW�¿W�UHVXOWHG�LQ�GLVFRPIRUW�ZKHQ�WKH�KHDGVHW�ZDV�
worn for prolonged periods of time. 

Obstructions:
7KH�H\H�FDPHUD�REVWUXFWV�WKH�VXEMHFW¶V�¿HOG�RI�YLVLRQ���
In most cases one will adapt to small obstruction 
ZLWKLQ�WKH�¿HOG�RI�YLVLRQ���,Q�RWKHU�FDVHV�REVWUXFWLRQV�
may lead to dizziness or unnatural viewing patterns.

Appearance:
The headset is rather voluminous and its shape and 
color is reminiscent of lab and medical equipment.  
For experiments in natural environments with 
social interactions a less visible shape that is more 
associated with everyday headgear like eye glasses or 
sunglasses was determined to be more favorable.

New Prototype
In the iteration of the headset, we attempt to address 
the above issues.  We addressed the problems we had 
with the camera by building a capture system from 
the silicon up and redesigned the headset based on 
WKH�QHZ�FRQVWUDLQWV�HVWDEOLVKHG�LQ�D�UHYLHZ�RI�WKH�¿UVW�
prototype.

Anatomical Reference
 In order to design an ergonomically precise 
headset, we required an anatomical reference that 
was more accurate than the idealized head we had 
XVHG� IRU� WKH�¿UVW�SURWRW\SH�� �:H�PDGH�VFDQV�RI�RXU�

Figure 41: Mesh based 3D representation of one Au-
thors face and head. The shaded area was chosen to be re-
modeled using NURBS surfaces to serve as a geometrical 
reference for the headset. 
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heads using a portable three dimensional scanner.  
These scans provided high resolution meshes that 
were used as initial ergonomic design references. 
Second Prototype

Second Prototype
7KH�¿UVW�HUJRQRPLF�VWXG\�ZH�GHYHORSHG�ZDV�FUHDWHG�
as a mere offset of one author’s head and face mesh 
from the three dimensional scan.  The eye camera 
DUP�PRXQW�KXE�GHWDLO�ZDV� VLJQL¿FDQWO\� UH¿QHG�� � ,Q�
order to reduce camera sizes and weights, parts of the 
circuit boards would be mounted on the hub, in front 
of the subject’s ear.  The hub was designed to accept a 
WZR�DQG�D�KDOI�GLPHQVLRQDO�VQDS�¿W�DUP�WKDW�FRXOG�EH�
IRUPHG�DQG�PRGL¿HG�GXULQJ�FDOLEUDWLRQ�
� $V�H[SHFWHG�WKH�SURWRW\SH�ZDV�RYHUO\�VSHFL¿F�
and only suitable to be worn by the reference head.  
The prototype was comfortable to wear and light 
weight, but it was determined to be undesirable to 
have the headset touch moving parts of the face.  
Movements of the eyebrows, as the subject talked and 
gestured, caused the headset to move.  Movements 
of the headset could cause the calibration and 
tracking of the eye to return corrupted data, therefore 
movements should be minimized.  

Third Prototype
� /HDUQLQJ� IURP� WKH� ¿UVW� UHYLVLRQ� RI� WKH�
prototype we created a second iteration with more 
GH¿QHG�FRQWDFW�SRLQWV�DQG�D�VOLJKWO\�PRUH�JHQHUDOL]HG�
in geometry in order to accommodate a wider 
DQDWRPLFDO�UDQJH���,Q�RUGHU�WR�GR�WKLV��ZH�¿UVW�UH¿QHG�
the anatomical mesh in order to provide a continuous 
surface that could be used as a reference for the entire 
prototype.  In order to hold the headset in place, the 
arms where pre tensioned,much like eye wear made 

Figure 42: Ergonomic study. The shape of the headset 
is a precise geometric offset of the authors face and head 
shape.

1

2

Figure 43: Second headset prototype. Pictured here 
with a mount accommodating a Logitech C525 Webcam 
[1] as the world facing camera, and a Omnivision Camera-
Cube as the eye facing camera [2].  
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for active sports.
 Aspects of modularity were preserved in this 
prototype, where the camera mounts are designed to 
EH�VQDS�¿W�RQWR�D� MRLQW�ZLWK�RQH�GHJUHH�RI� IUHHGRP�
and can be replaced to accommodate many different 
revisions and models.
 The third revision uses four times less 
PDWHULDO�WKDQ�WKH�¿UVW�UHYLVLRQ��LV�PRUH�FRPIRUWDEOH��
OHVV�REWUXVLYH�IRU�WKH�VXEMHFW¶V�¿HOG�RI�YLVLRQ��DQG�OHVV�
conspicuous.  Due to the reduced material volume, 
this prototype was cheaper to print than the old 
one.  At the time of writing, the cost for printing one 
KHDGVHW� LV� WZHQW\� ¿YH� 86� GROODUV�� FRPSDUHG� WR� WKH�
approximate price of one hundred US dollars for the 
¿UVW�SURWRW\SH��

Capture System Hardware 

Capture System
 Designing our own capture system posed 
many challenges.  Image sensors are high bandwidth 
data sources that generate byte streams at their own 
pace.  If any component in the process chain is slow 
or unreliable  the data stream looses synchronization 
and the image becomes garbled.  
 Designing our own capture system provides 
XV� ZLWK� WKH� EHQH¿W� RI� � ORZ� OHYHO� FRQWURO� RI� WKH�
FDSWXUH�SLSHOLQH�DV�ZHOO�D�ÀH[LELOLW\� LQ�FKRRVLQJ� WKH�
components, layout, and signal processing strategies.

CMOS Camera Chip
 The CMOS sensor is the interface between 
optics and digital electronics.  Normally invisible, it 
VLWV�XQGHU� WKH�FDPHUD�RSWLFV��ZKHUH�\RX�ZRXOG�¿QG�
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Figure 44: The disassembled headset: The Frame [1] 
KDV�D�URWDU\�MRLQW�FRQQHFWRU�>�@�WKDW�FDQ�EH�RXW¿WWHG�ZLWK�
different camera types:  Generic camera mount plate [2], 
small camera mount clip [3], mount clip for Logitech 
C525 [5]. The eye-facing camera is attached to a alumi-
num arm that slides into the side hub [7].

Figure 45: [Facing Page] Functional component over-
YLHZ�DQG�GDWD�ÀRZ�YLVXDOL]DWLRQ�RI�FDSWXUH�KDUGZDUH��
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Optics and Illumination

Ir-Bandpass Filter and matched IR-LEDs
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Sensor Array

8 Bit Luminace Image
with variable Windowsize, Position, Gain, Exposure and Framrate

LVDS Data Stream

LVDS serializer engine

Camera Control

I2C Interface
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I2C

Pull-Up

Interface Board
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USB PHY
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USB PHY BOARD
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Sensor Array
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with variable Windowsize, Position, Gain, Exposure and Framrate
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Capture Stream Control
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I2C Master Control
Capture Trigger
Capture Control Logic
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two concurrent threads: 
reading image data 
sending of in 512 byte chunks
stream desync detection

Control Communication

USB Control Communication over 
EP0, EP1, EP81

USB Module

Interfacing the USB-PHY 
via the USB and XUD Module

Cam World Double Buffer

two concurrent threads: 
reading image data 
sending of in 512 byte chunks
stream desync detection

USB Connection to Host Computer
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WKH�¿OP�LQ�DQ�DQDORJ�FDPHUD����%HIRUH�FRQWLQXLQJ��ZH�
provide a very brief overview of the working principle 
of a CMOS camera sensor.
 Every time a photon impacts a special 
semiconductor called a photo transistor, it makes this 
piece of silicon conductive, allowing a bit of charge to 
run into a reservoir.  The greater the amount of light, 
the more photons impact, the greater the charge 
WKDW�ÀRZV�LQWR�WKH�UHVHUYRLU�DQG�WKXV��WKH�KLJKHU�WKH�
potential (voltage) of this reservoir.  On a WVGA 
camera chip, there are 480 rows by 752 columns of 
such light sensitive transistors, each with its own 
reservoir.
An analog digital converter (ADC) reads the voltage 
of each reservoir and sends out a result coded in 8 
bit resolution.  These 8 bits are presented on 8 data 
lines that are accompanied by a Line Valid, Frame 
Valid, and Data Clock Signal coming from the CMOS 
sensor.  For one WVGA frame this makes 360,960 8 
bit values.  After readout, the reservoirs are dumped 
and the process repeats to display the next frame. 

Microcontroller
 The CMOS chip cannot operate on its own, 
it has the be set up and started using a external 
control chip.  The pixel stream coming from the 
CMOS chip has to be converted and put into packets 
and transmitted to the host via a communication 
interface like Firewire, USB or LAN. Until recently 
this was the exclusive domain of Field programmable 
Arrays (FPGA) or specially designed silicon chips.  
:KLOH� )3*$V� DUH� D� OLWWOH� ELW�PRUH� ÀH[LEOH�� WKH\� DUH�
QRWRULRXVO\� GLI¿FXOW� DV� D� GHYHORSPHQW� SODWIRUP��
6SHFL¿FDOO\�GHVLJQHG�VLOLFRQ�FKLSV�GR�QRW�OHDYH�URRP�
for changes and during the process of building a 

Figure 46: Aptina CMOS sensor chip on custom de-
signed and fabricated PCB.  

Figure 47: XMOS Development board XC-1A.  Quad 
core processor 1,600 MIPS.    
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camera capture device it becomes a laborious exercise 
of checking data sheets and connecting matching 
components.
 We have investigated two other hardware 
options: An ARM-cortex M4 based Microcontroller 
with a dedicated camera interface, USB-controller-
interface and multiple Direct Memory Access (DMA) 
VWUHDPV�WR�VKXIÀH�WKH�GDWD�IURP�$�WR�%�� �7KH�$50�
cortex development board seemed to be a valuable 
RSWLRQ�DW�¿UVW��EXW�WKH�SURFHVV�RI�GHYHORSLQJ�¿UPZDUH�
code resulted in scouring over 3000 plus pages of 
GDWD� VKHHWV� DQG� FRQ¿JXULQJ� GHGLFDWHG� KDUGZDUH���
This approach felt unrewarding and risky as there 
was a set limit to the bandwidth of the controller and 
it was neither explicitly stated nor researchable for 
our application scenario. 
 The second option was a new hardware 
architecture that followed a diametrically opposite 
approach to the previously discussed microcontrollers.  
Instead of creating more and more dedicated silicon 
to perform special tasks, this architecture performs 
all tasks in software.  This is accomplished in using up 
to 4 cores, running 8 threads on each microprocessor,  
providing up to 1600 million instructions per second 
as well as a single cycle Port I/O at 100 MHz sampling 
rate.

XMOS Embedded Software
 In order to accommodate the concurrency 
of tasks running on a multi threaded platform as 
well as low level access to ports, the Microcontroller 
manufacturer developed a language based on C 
called XC.  XC serves as the primary language for 
the XMOS Microcontroller architecture.  Using this 
language, development is made possible by using an 
IDE or a set of command line tools, both are available 
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for the major operating systems (Windows, Linux, 
Macintosh).
 Unlike most microcontrollers XMOS does 
not use interrupts, instead it uses timing sensitive 
operations that can run concurrently.  Threads have 
exclusive access to ports and single cycle access.  
Saving a port-state to RAM can be done in two cycles.
 In the XMOS architecture, ports have built in 
buffering and can be clocked from various sources.  
This buffer enables the development of simple but 
ÀH[LEOH� VHULDOL]HU� DQG� GH�VHULDOL]HU� DSSOLFDWLRQV�
which increase port bandwidth and simplify the 
development process.

Low Voltage Vintage Differential Signal 
Transport
 The data clock of the CMOS chip we use is 
26 MHz, at these rates, special care has to be put 
into the routing and wiring of data busses.  To allow 
for reliable transmission from the CMOS sensor 
to the Microcontroller, we used a Low Voltage 
Differential Signaling (LVDS) module on the CMOS 
chip and a Random Lock De-serializer added to the 
Microcontroller board to Serialize the 8 data lines 
with their Line and Frame Valid Signals into a single 
differential pair. 
 Using LVDS the data bus frequency is 
increased 12 fold but all 13 data lines are reduced to 
single line. This signal along with its complement is 
transported on a pair of wires.  Any noise the signal 
is exposed to on its way to the de-serializer is added 
DV�FRPPRQ�PRGH�DQG�FDQ�EH�¿OWHUHG�RXW�E\�WKH�GH�
serializer.  The de-serializer presets the camera data 
stream to a 8 bit XMOS port along with Frame Valid, 
Line Valid, and Data Clock which are fed into three 1 
bit ports. 

Figure 48: LVDS Serializer and HDMI interface board.  
'HVLJQHG�WR�¿W�RQ�WKH�KHDGVHW���&XVWRP�GHVLJQHG�3&%�

Figure 49: Dual LVDS De-serializer and HDMI inter-
face board.  Add on board for the XMOS XC-1A Develop-
ment Board.  Custom designed PCB.
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Inter-integrated Circuit Embedded Control 
Bus
 Control commands and status reports are 
communicated via the inter-integrated circuit (I2C) 
bus.  This two wire interface allows low bandwidth 
multipoint communication.  In our case the XMOS 
control chip talks to two sensor chips via the I2C bus.

Communication between Capture System 
and Host Computer
 We use High Speed USB 2.0 to stream the 
data from the Capture System to the Host Computer. 
Choosing the Interface was aided by a small survey of 
possible communication Interfaces:

Bandwidth requirements: Device to Host
 The CMOS sensor we use can read WVGA 
(752x480) pixel images at up to 60 frames per 
second, the Pixel Depth is 8 bit leading the following 
bandwidth requirements: 

These numbers present a theoretical bandwidth 
requirement.  Because the Microcontroller does not 
have enough Ram to buffer a full image and the image 
stream coming from the CMOS sensor is not fully 
homogenous in timing (the actual bandwidth of the 
chip is higher and image information is transmitted 
only during line valid high states), our actual 
bandwidth requirement is approximately 2 times 
greater.  In addition, the protocol overhead has to be 
taken into account on USB. Achievable rates that are 
usually 80% of their theoretical maximum.

Figure 50: USB PHY add on board for hi-speed USB 
communication.



Pupil: Hardware Development 90

Interface Survey

LAN, easy to access from the host side , UDP would 
be a suitable protocol.

100BaseT =  12.5 Mega Byte/sec.; Dedicated 
controllers as well as Integrated solutions are widely 
available.

1000baseT = 125 Mega Byte/sec. ; Controllers and 
PHYs for embedded systems are rare.

USB, wide spread interface of host-centric, short 
distance communication.
Low-Speed: 1.25 Mega Byte/sec.; Slow and deprecated

Full-Speed: 12.5 Mega Byte/sec.; Wide spread, PHY 
often integrated in the uC (STM32F4 and many other 
Cortex M3+ devices), dedicated uC with parallel 
interfaces exists (FTDI).

Hi-Speed:  60 Mega Byte/sec.; Uc’s with USB 
controllers either in silicon (STM32F4) or software 
(XMOS) exist. 

XMOS USB Bandwidth
 XMOS USB performance was a major point 
of uncertainty.  XMOS does support Hi-speed USB, 
the question was whether the software module was 
fast enough to sustain data rates that would saturate 
the USB interface.  We bench marked by sending a 
endless stream of 512 byte chunks of test data.  The 
oscilloscope screen capture shows the state of a 
RXWSXW� SLQ� WKDW� LV� ÀDVKHG� HYHU\� WLPH� ���� E\WHV� DUH�
sent through the USB interface.

Figure 51: The Oscilloscope screenshot shows the state 
RI�D�RXWSXW�SLQ�WKDW�LV�ÀDVKHG�HYHU\�WLPH����E\WH�DUH�VHQW�
through the USB interface.

Figure 52:�7KLV�VFUHHQVKRW�VKRZV�D�FOXVWHU�RI�³ÀDVKHV´�
that represent data worth 60 vga frames send in .5 sec-
onds. This data shows that the XMOS chips is able to 
UHDFK�86%�GDWD�UDWHV�RI�§��0E\WH�VHF�
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USB Host Interface
 While hi-speed USB is fast enough for our 
purposes, USB can be tricky to implement on the host 
side.  Sustaining continuous streams of high data 
rates can become a demanding task.  We used a USB 
library that allows access to USB devices attached to 
the computer called libUSB.
 libUSB is a USB Library written in C.  We 
created a capture function that is compiled as a 
shared module and can be called from a Python 
environment.  The capture function looks for the right 
PID/VID signature, opens the device and claims the 
appropriate interface.  The Python module we wrote 
exposes functions to read and write control registers 
and grab image frames.

Hardware Components
 As a development platform we choose the 
XC-1A development  board. The additional PCBs 
we designed and fabricated were: USB PHY add-on, 
HDMI interface and de-serializer board, micro HDMI 
breakout and power supply board, and a CMOS 
camera chip board.  Note the additional serializer IC 
on the micro HDMI breakout board. It allows one 
to interface with a camera chip that does not have 
LVDS output.  The HDMI cable was used because it 
has multiple twisted pairs for LVDS signal transport, 
additional single wires for I2C and power, and good 
shielding.

Conclusion
 In summary, the development of the third 

Figure 53: Assembled components, CMOS censor, 
Interface Boards, XMOS XC-1A Development Board, and 
USB PHY.  
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headset prototype as been a success.  The new 
headset is more comfortable, cheaper to produce, and 
less conspicuous in that it more closely resembles 
everyday eye wear.
 Developing the capture system turned out to 
be more work than initially anticipated.  The current 
stage of development for the capture system, can 
EH� GHVFULEHG� DV� D� ¿UVW� ZRUNLQJ� SURWRW\SH�� � )XWXUH�
work will enable the capture system to become a 
mature image capture  tool chain that could become 
a contribution to the computer vision community in 
the realm of eye tracking and beyond.
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Capture System Software

Capture Software
 The video stream from the eye and world 
cameras alone do not lead to much insight into the 
nature of human visual perception of his surrounding 
environment.   In order to build an understanding 
of how the subject’s eye attends to the surrounding 
world, we need to process the image captured from 
the eye camera.  In our capture routine we track the 
movements of the eye by isolating and extracting the 
location of  the pupil centroid. 
 Given that the eye and world cameras do not 
change their positions relative to the subjects tracked 
eye – as they are securely mounted on the subject’s 
head – we make the assumption that the position of 
the pupil centroid directly correlates to the position of 
the subject’s space of foveal vision, or gaze, within the 
¿HOG�RI�YLHZ�RI�WKH�ZRUOG�FDPHUD���$IWHU�SHUIRUPLQJ�D�
calibration process, the pupil position can be mapped 
into the space of the world camera.  Based on a history 
of physiological precedents, we make the assumption 
that the center of the pupil in a subject with “normal” 
vision equates to the center of visual attention – or 
foveal vision.  As the capture routine runs at speeds 
higher than the human limits of perception ,we 
can assume that we are able to capture all relevant 
physiological movements of the eye. 

Eye Process
 Image processing, and position mapping has 
to be at least as fast as the image refresh rate.  In our 
capture routine, the eye image and the world image 
are processed in separate threads to allow for more 
CPU time and independent frame rates.  Most image 
processing operations are implemented using the 
Open Computer Vision Library (OpenCV) for its ease 
of use, accessibility, and speed.Figure 54: [Facing Page] Functional component over-

YLHZ�DQG�GDWD�ÀRZ�YLVXDOL]DWLRQ�RI�FDSWXUH�VRIWZDUH�
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Control

Read and set Sensor Parameters

Cam World Capture

Request Frame
Accumulate Stream to Image

Cam Eye Capture

Request Frame
Accumulate Stream to Image
*or Decompress Stream to Binary Image

LibUSB Interface

C-Library that allows acces to USB devices

Camera Interface on Host Computer

Capture Output Settings File

world.avi, world.wav, 
mapped and normalized pupil positions

!les containing session settings: image processing parameters, 
transformation coef!ciants, camera intrinsics

File System Data Directory

World View Eye View

Image Processing, 
Interface and Display for Eye Camera

Interface and Display for World Camera

Image here

Grayscale Conversion and removal of specular

Image here

Binary Thresholding

Image here

Convert from Raw-Bayer to RGB image

Callibration Mode

Image here

Contour Detection and Ellipse Fitting

update normalized Pupil Position
detect blinks by analysing Pupil shape 

Pupil Position and Blink detection

Detect Circle Pattern

accumulate pairs of pupil and pattern board locations
!t polinomial surfaces to !nd transformation

Data Correlation and Fitting

Calculate Camera Intrinsics

Recording Mode

transform pupil positions from eye space into worldspace
using the transformation coef!ciants obtained from callibration routine

Vector Transformation

retrieve focal length, radia distorcian coef!ciants
and imager center offset from Patternbord coodinates 

detect circle pattern centers and !rst moment

save world image stream as compressed video !le
save audio from usb microphone as wave !le
save mapped, normalized, timestamped pupil positions

Capture Routine

USB Connection from XMOS Device
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 The following steps are taken for each frame 
of the eye camera stream to extract the pupil center: 
The image is preprocessed by removing the spectral 
UHÀHFWLRQV�RI�WKH�,5�/('V�
Binary thresholding is used to convert the gray 
scale image into a binary image.  Where the dark 
pupil becomes white, with a value of 255, and black 
everywhere else. 
Calculating the x and y spatial image derivatives we 
obtain region boarders. 
(OOLSVHV�DUH�WKHQ�¿WWHG�DURXQG�WKHVH�UHJLRQV�DQG�WKH�
biggest ellipse is taken to be the one describing the 
pupil.  
This method reliably describes the pupil position, 
which the eye image process reports to the world 
camera stream process.

World Process
 The world process receives the pupil position, 
it then calls a mapping function which projects 
the pupil position into the world image space 
XVLQJ� WUDQVIRUPDWLRQ� FRHI¿FLHQWV� � REWDLQHG� IURP� D�
calibration routine described later in the chapter.  
The world process concurrently receives world image 
frames and converts them to the appropriate color 
format.
The world view process has the capability to detect 
the centers of a circle or chessboard pattern grid.  
:H�XVH�WKLV�IXQFWLRQDOLW\�IRU�WZR�SXUSRVHV��WR�¿QG�D�
transformation from the space of the eye view to the 
space of the world view, and  to estimate the camera 
intrinsics.1��7KH�SXSLO�WUDQVIRUPDWLRQ�FRHI¿FLHQWV�DUH�
used to describe two surfaces that are used to project 
the pupil position from eye space into world space. 
 

87.  Camera intrinsics are discussed in the chapter 
on Software.  
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Calibration and Transformation
During the calibration routine the subject is instructed 
WR�NHHS��WKHLU�JD]H�¿[HG�RQ�WKH�FHQWHU�RI�WKH�FLUFOH�JLUG�
pattern, while moving his head from side to side and 
up and down.  The world process detects the moving 
pattern in the world view and stores the centroid of 
the pattern in a list together with the pupil positions, 
correlated in time.  After collecting enough points to 
cover the extrema of the world view boundaries, the 
two resulting lists of points are saved and passed to 
D�¿WWLQJ�IXQFWLRQ���7ZR�SRLQW�FORXGV�IURP�HDFK�OLVW�RI�
points are constructed that each represent a surface 
which transforms the pupil centroid coordinate value 
into the space of the world view.  This surface is then 
approximated by a polynomial surface using Singular 
9DOXH� 'HFRPSRVLWLRQ�� � 7KH� QXPEHU� RI� FRHI¿FLHQWV�
is important for a transformation that describes the 
V\VWHP�ZHOO���&KRRVLQJ�WR�IHZ�FRHI¿FLHQWV�UHGXFHV�WKH�
transformation surfaces into planes, resulting in a 
SRRU�¿W�� �7KH� IROORZLQJ�JUDSKV�VKRZ�WKH�FDOLEUDWLRQ�
point could and the respective surfaces.  The x and 
y dimensions are the position of the pupil in pupil 
space. The Z. dimension is the x (for the blue plot) 
and y (for the red plot) position of the circle pattern.

,Q� WKLV�¿UVW� FDVH� IROORZLQJ�HTXDWLRQV�DUH�XVHG��QRWH�
WKDW� WKH� FRHI¿FLHQWV� IRU� :RUOGx and Worldy are not 
identical:

Due to the rotation of the eye-ball that is projected 
onto the camera as well as radial distortion of the 
lenses in both eye and world camera, the eye space 
does not linearly translate into the world space. Using 
SODQHV�WKHUHIRUH�UHVXOWV�LQ�D�EDG�¿W�

Figure 55: First order multivariate polynomials result 
LQ�VLPSOH�SODQHV�ZKLFK�SRRUO\�¿W�WKH�GDWD�
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In this case the following equations was used:

This system of second order bi-variate equations 
describes the system better while remaining 
simplistic. Using third or fourth order equations did 
not improve accuracy. 

Next steps of improvement are using more advanced 
¿WWLQJ�DOJRULWKPV�OLNH�5$16$&�DQG�VHOHFWLQJ�D�PRGHO�
tailored to  the geometric constraints of the system.

After calibration is complete, the position of the pupil 
is mapped into the world space.  This transformation 
is made possible because of the calibration process.  
Now, instead of knowing the point the subject is 
looking at, as we did during calibration, we use the 
transformation plane and are able to calculate the 
point the subject is looking at.  This works well only 
when the calibration routine results in meaningful 
WUDQVIRUPDWLRQ� FRHI¿FLHQWV�� � 7KH� FDOLEUDWLRQ� UHVXOWV�
FDQ�EH�TXLFNO\�YHUL¿HG�WKURXJK�D�VLPSOH�YHUEDO�FKHFN�
to see if what the subject is looking at aligns with the 
point in the world view.    
 The secondary purpose of the circle pattern 
detection method, is to obtain the camera  calibration 
matrix, for three dimensional scene reconstruction.  
This matrix  captures the intrinsic properties of a 
camera within a three by three matrix, typically 
notated as K.  The calibration matrix is an essential 
element used in constructing a three dimensional 
VFHQH�IURP�WKH�ZRUOG�YLHZ�YLGHR���7KH�VSHFL¿FV�RI�WKH�
calibration matrix are discussed in the chapter on 
software.
 After calibrating we can conduct a trial with a 

Figure 56:Fitting a second-order multivariate poly-
nomial using singular value decomposition gives a better 
estimation of the transform.
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subject moving through a space.  In order to capture 
the results for analysis we will need to save audio, 
video, and pupil positions.  The world view process 
contains functionality to save the world video stream 
alongside a audio recording from a USB microphone 
and a list that contains time intervals and pupil 
positions that are each associated with a video frame.  

Bounds on Tracking Accuracy
 While tracking is quite good, bounds 
on accuracy exist. These bounds originate from 
physiological constraints and can be further worsened 
by sensor and sensor evaluation process noise as well 
D�FRQFHSWXDO�ÀDZV�

Physiological constraints
Why is the eye not a good pointer?
Even with the limited overview of the physiology 
of the human eye and human vision in Chapter 3, 
important conclusions can be drawn. With ~1° FOV 
the area of acute vision is small but still much bigger 
than the features we can resolve in the center of our 
¿HOG� RI� YLVLRQ�� :KHQ� ZH� ¿[DWH� XSRQ� DQ� DUHD�� WKH�
human eye does not require the object of interest 
to be perfectly centered on the fovea, instead just 
EHLQJ� ZLWKLQ� LW� VXI¿FHV�� 6LQFH� WKH� SRVLWLRQLQJ� RI�
the gaze is involuntary we can not force our eye to 
do better than that. Additionally  small movements 
ZLWKLQ�¿[DWLRQ�OLNH�PLFUR�VDFFDGHV�LQWURGXFH�IXUWKHU�
variance. The exact function of these small saccades 
is a highly debated topic. One theory is that These 
small movements ensure that the individual photo 
receptors are continuously stimulated. Another is 
that they are a corrective measure to compensate 
for drift. Micro saccades usually do not move the eye 
more than .2°. This limits the accuracy to which the 
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point of visual interest can be determined is 1° in the 
YLVXDO�¿HOG�RI�YLHZ�

Sensor and calibration accuracy 
The pupil position is estimated from the image of the 
eye. As with all sensor systems measurement noise 
can be reduced but is never fully eradicated and will 
be present in the readings. More sophisticated image 
processing and evaluation strategies promise to 
reduce error and will be incorporated in the future. 
As mentioned earlier the gaze tracking system 
requires calibration before each run, process variance 
due to the physiological constraints is therefore 
already present in the calibration data.  Variance 
in the calibration data results in variance in the 
WUDQVIRUPDWLRQ� FRHI¿FLHQWV�ZKLFK� LQ� WKH�ZRUVW� FDVH�
has to be added to the already present variance. 

This resulting inaccuracy determines the minimum 
size of the target object used in our visualizer, as 
anything that is smaller than approximately 1.5 
GHJUHHV�ZRXOG�QRW� UHÀHFW� WKH� SK\VLRORJLFDO� UHDOLWLHV�
of human vision. 
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 In this section we introduce a software 
component of PUPIL that produces a representation 
of visuospatial attention patterns within a three 
dimensional space.  In this method of representation a 
VXEMHFW¶V�SDWWHUQV�RI�YLVXDO�¿[DWLRQ�²�H\H�PRYHPHQWV�
captured with our custom hardware and software 
platform — are integrated and used to construct a 
three dimensional representation of a space.  
 The three dimensional model produced by our 
software serves as a representation of the space of a 
subject’s visual attention.  We argue hat this method of 
representation is insightful and novel for the disciplines 
of spatial design and those studying relationships 
between humans and constructed environments, 
as it situates a human subject as a central actor in 
the development of spatial representations, not as a 
product or result of representation.  
 This method of representation while highly 
subjective — in that it is unique to one subject’s 
UHODWLRQVKLS�ZLWK� D� VSHFL¿F� VSDFH� DQG� WLPH�±� LV� DOVR�
precise and can be used to provide quantitative 
information on the space of visual attention.  This way 
of seeing, or representing vision, acts as a critique of 
H[LVWLQJ� UHSUHVHQWDWLRQV� RI� YLVLRQ� VSHFL¿FDOO\� LQ� WKH�
DVVRFLDWHG�¿HOGV�RI�VSDWLDO�GHVLJQ���,Q�H[LVWLQJ�SUDFWLFHV��
“objective” representations of vision are based on a 
mechanical or geometric analogies.  Photography and 
cinematography and photorealistic renderings are 
methods used to represent visions of space, or vision in 
space.  However, these methods of representing vision 
are limited, both spatially and temporally, reducing the 
experience of human subject to a single vantage point 
locked in time.  Even the most “truthful,” “objective,” 
or “realistic” representations of human vision are full 
of treason.  But why?  From studies of physiology, we 
know that humans can not resolve but a tiny fragment 
of our surrounding environment.  But those who 
represent visions of space continue to produce images 

Software Development
Overview
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based on the paradigms inherited from the camera 
obscura, stereoscope, and linear perspective. 
 We are in search of an alternative way to 
represent the nature of human experience.  There is 
no way to “objectively” represent the space of a human 
experience.  Nor do we propose such solution.  We are 
attempting to represent vision in a way that reveals 
some of the physiological challenges of human visual 
DWWHQWLRQ� DQG� VLPXOWDQHRXVO\� WKH� UHÀH[LYH� ELDV� RI�
our own methods.  The visual experience of space, is 
fragmented and partial, but the amount of information 
that humans are able to process from this fragmented 
view is extraordinary.  In order to understand how 
humans visually attend to a space, we have created 
PUPIL — a collection of tools and representational 
methods — that situate the human subject as the 
constructor of representations.  In these constructions 
conscious and unconscious aspects of experience 
in a space are combined.  We believe that this mode 
of representation will lead to insight into a human 
H[SHULHQFH�RI�VSDFH�DQG�DV�WKH�¿UVW�VWHS�WRZDUG�D�QHZ�
way of thinking about how we represent the world.    
 While the retinal surface may capture 
something analogous to “images” of the world, we 
believe that there are no representations of space in 
the human brain.  Following literature in cognitive 
science and physiology of vision, we assume that the 
process of vision does not reconstruct an image in 
the brain of the human subject.  Rather, we support 
the argument that vision is information processing.  
Our tools and sensors, analogs to the retinal surface 
of the human eye, capture images of the world, but 
to a computer these images are just information that 
must be processed.  Our computer knows nothing of 
space, nor how to represent it given a two dimensional 
stream of information.  The tools we have developed 
rely on a series of software libraries that enable the 
construction of a three dimensional representation 
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based on this information stream.  This process 
is called Structure From Motion (SfM), where a 
sequential stream of images, extracted from a video 
captured with our hardware, are used to calculate the 
pose of the subject and their point of visual attention 
in a three dimensional space.  With these methods 
we merge the physiological reality of human visual 
attention with a mechanical construction of vision.  
Two modes of vision, both partial and fragmented in 
WKHLU�RZQ�ULJKW��UHÀH[LYHO\�UHYHDOLQJ�WKH�QDWXUH�RI�WKHLU�
own mechanisms of construction.          
 These next series of components of PUPIL 
that we will describe constitute the representational 
tools of our platform of software tools, taking 
information gathered during the capture routine 
and post processing the videos, audio, and PUPIL 
positions in order to construct a representation of 
a human experience.  We will begin this section by 
describing the development of a two dimensional 
browser that is used to visualize the results of a trial by 
UHSUHVHQWLQJ�¿[DWLRQ�SRLQWV�DQG�V\QFKURQL]LQJ�DXGLR�
with a video feed.  The two dimensional browser is 
also used to select keyframes from the video that will 
be used in the reconstruction pipeline.  Once a trial 
KDV�EHHQ�YHUL¿HG�DQG�NH\IUDPHV�DUH�VWRUHG�WR�D�OLVW��ZH�
extract the frames from the video and write meta-data 
to the extracted images based on our calculations of 
camera intrinsics from our calibration routine.  With 
these selected keyframes and extracted still frames, we 
then proceed to our Structure from Motion Pipeline.  
The Structure from Motion  Pipeline takes images, 
extracts features from the images, matches features, 
and calculates three dimensional locations of matched 
features.  Once we have calculated a construction 
with the SfM Pipeline we are able to merge results 
from our trials into a single representation of a three 
dimensional space in our three dimensional browser.      
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 The two dimensional browser has two main 
stages and purposes.  First, to visualize the results of a 
trial by playing back synchronized audio and video and 
rendering the calibrated pupil positions on each frame 
of the video.  Second, the two dimensional browser is 
used to prepare the video for the SfM Pipeline.

� 7KH�¿UVW�VWDJH�RI�WKH�WZR�GLPHQVLRQDO�EURZVHU�
can be used solely for the visualization of results from 
a trial, where one wants to verify that the calibration 
was successful or for the presentation of results.  The 
browser coordinates the playback or examination 
RI� LQGLYLGXDO� IUDPHV� E\� ORDGLQJ� WKUHH� ¿OHV� FDSWXUHG�
during the trial: video from the “world camera,” audio 
from the head mounted microphone, and the pupil 
positions.  The pupil position is represented either as 
a red dot, superimposed on the image stream, or as a 
mask that isolates only the space of visual attention.  
The red dot represents the space of foveal resolution 

Two Dimensional Browser

Figure 57: Screen Capture of the Two Dimensional 
Browser recorded with our capture hardware (Logitech 
C510 Camera).  Video recorded in the Stata center, MIT, 
Cambridge, on May 06, 2012.  The red dot represents the 
¿[DWLRQ�SRLQW�RI�WKH�VXEMHFW�DW�NH\IUDPH������������
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of the subject.  This means that everything outside 
the diameter of dot is viewed by the subject with 
diminishing resolution and in gray scale. The size of 
the dot is taken as an approximation of the area of 
foveal acuity.    In order to play the video we created 
a lightweight frame grab routine that depends on 
the open source computer vision library (OpenCV) 
and video back-end (FFMPEG) to decode the 
FRPSUHVVHG�YLGHR�¿OH���2QFH�WKH�YLGHR�LV�VXFFHVVIXOO\�
loaded, a single frame is extracted, stored as a three 
dimensional array, and put into a queue that is then 
read by OpenGL display loop that runs as its own 
SURFHVV���7KH�¿UVW�IUDPH�RI�WKH�YLGHR�LV�SDVVHG�WR�WKH�
open OpenGL display loop in order to set the size of the 
display window and to initialize the OpenGL texture 

Figure 58: Diagram of the Two Dimensional Browser 
VRIWZDUH� DQG� ¿OH� V\VWHP�� � 7KH� WKH� JUD\� ER[� RQ� WKH� OHIW�
VKRZV�WKH�SURJUDP�ÀRZ�RI�WKH�WZR�GLPHQVLRQDO�EURZVHU���
7KH�JUD\�ER[�RQ�WKH�ULJKW�VKRZV�WKH�LQSXW�DQG�RXWSXW�¿OHV�
of the browser at different stages in the process.  
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object that will be used to render the array in the 
window.  The grab routine and browser now waits for 
the user to play the video or step through the frames 
sequentially before reading any further frames.  If the 
user plays the video from the user interface control 
panel, then the grab frame routine continues to grab 
frames and add them as arrays to the queue that is 
sent to the display process. 

 In our capture routine, we record audio and 
YLGHR� ¿OHV� VHSDUDWHO\�� � 7KLV� PHDQV� WKDW� ZH� KDYH� WR�
create a separate method to play back the audio and 
insure that the audio is synchronized with the video.  
The audio grab routine follows a similar procedure as 
WKH�YLGHR�JUDE�URXWLQH�� �7KH�DXGLR�¿OHV�DUH�UHFRUGHG�

Figure 59: Example set of twenty keyframes extracted 
IURP� D� YLGHR� ¿OH� UHFRUGHG� ZLWK� RXU� FDSWXUH� KDUGZDUH�
(Logitech C510 Camera).  Video recorded in the Stata cen-
ter, MIT, Cambridge, on 05/06/2012. 
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DQG�HQFRGHG�DV� �ZDY�¿OHV�� �7KLV� VLPSOLVWLF� HQFRGLQJ�
format samples an audio signal at a given rate and 
saves the signal as a string of sixteen bit values.  In 
order to sample an audio stream we use PyAudio, a 
Python language wrapper for PortAudio.  The number 
of audio channels, rate, and sample width is encoded 
LQWR�WKH�¿OH�IRUPDW���,Q�RUGHU�WR�SOD\�WKH�¿OHV��ZH�VLPSO\�
RSHQ�WKH�ZDYH�¿OH�DQG�VWDUW�DQ�DXGLR�VWUHDP�ZLWK�WKH�
HQFRGHG�PHWD�GDWD�LQ�WKH��ZDY�¿OH���-XVW�DV�ZH�ZULWH�
WKH�¿OH�ZH�FDQ�UHDG�WKH�VWULQJ��RU�SOD\�WKH�DXGLR��E\�
UHDGLQJ�D�VSHFL¿HG�VHJPHQW�RI�WKH�VWULQJ�RU�FKXQN�RI�
bytes in succession until the there are no more bytes 
to read or the user pauses the video.           
 Alternatively, one can step through the 
frames one by one in order to check the quality of 
the frames and the pupil position within the frame.  
Frequently frames will be blurry or distorted, due to 
rapid head movements, rolling shutter behavior from 
the “world camera,” or contain artifacts from video 
compression.  Distorted or out of focus images are not 
useful, and often detrimental to the success of our SfM 
reconstruction.87  Therefore, we have devised a routine 
that allows one to browse through the video and hand 
pick frames to use for reconstruction.  Frames that a 
user selects are saved to a list of what we have called 
“keyframes.”  All frames between the beginning and 
end of the keyframe selection that are excluded from 
selection are saved to a list named “other frames.”
 Once the desired amount of keyframes are 
selected from the video and the “keyframe” and 
³RWKHU� IUDPH´� ¿OHV� DUH� ZULWWHQ� WKH� EURZVHU� H[LWV�
and calls the frame extraction subprocess.  Frame 
extraction is performed for all frames in the range of 
keyframes at the maximum frame rate by FFMPEG.  
The frame rate may vary depending on the recording 
process and the computer used with our hardware, 
but generally it is around thirty frames per second.  

88. !e precise reasons why these frames are detrimental will 
be discussed in when we introduce the SfM pipeline. 
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Once all of the frames are extracted from the video, the 
intrinsic information of our “world camera” is  written into 
each frame in the Exchangeable Image File Format (EXIF).  
Almost all contemporary cameras, and many other recording 
IRUPDWV��VDYH�¿OHV�OLNH��MSJV�ZLWK�(;,)�KHDGHUV�WKDW�HQFRGH�
the intrinsics of the camera like focal length, time of photo, 
image width and height, camera model, aperture size, GPS 
FRRUGLQDWHV�� DQG� VR� IRUWK�� � 0RVW� YLGHR� ¿OHV� DOVR� FRQWDLQ�
metadata related to the frame rate, duration, camera model, 
and image size, and so forth.  However, each individual 
frame of a video, once extracted from the video, is devoid 
of meta information which is essential for our SfM pipeline.  
So, using an open source tool (exiftool) we can write the 
known and calculated camera intrinsic information for each 
frame of the video.

 If keyframes from the video are not selected, then all 
frames of the video will be extracted and saved to a folder in 
WKH�¿OH�V\VWHP���2QFH�WKH�IUDPHV�DUH�H[WUDFWHG�IURP�WKH�YLGHR�
and have been given proper EXIF tags, the SfM Pipeline can 
be initiated.  
 The two dimensional browser currently requires 
human intervention in the selection of keyframes and 
YHUL¿FDWLRQ�RI�GDWD���+RZHYHU��ZH�KDYH�WDNHQ�VWHSV�WRZDUG�
implementing a blur detection algorithm so that the frames 
can be automatically chosen.  The blur detection algorithm 
does spectral analysis on the images, using a discrete 
Fourier transformation, and compares metrics between 
frames to determine blur.  Blurred images lack sharp edges 
and therefore high frequency components in their spectral 
space.  We can compare the spectral signature of images to 
a baseline reading generated from a temporal neighborhood 
and discard the blurrier frames in favor for their sharper 
neighbors.  This simplistic scheme for detecting blurred 
images can later be replaced by more sophisticated 
algorithms.  However, detecting “good” images is only one 
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part of the problem, as a good keyframe must satisfy 
a series of constraints, such as: continuity from one 
frame to the next, consistency in exposure and gain, 
quantity of “features,” and non-moving elements in the 
VFHQH���,Q�WKH�QH[W�VHFWLRQ�ZH�ZLOO�GH¿QH�ZKDW�PDNHV�
a “good” image of the world, from the perspective of 
computer vision and why an undistorted and non-
blurry image is important for feature detection and 
patch expansion in the SfM pipeline.  
 As an aside, it would be interesting to compare 
what makes a “good,” or salient, image from the 
perspective of computer vision (in attending to, or 
in anticipation of constructing a space) with what 
makes for a “good,” or salient, image from a human 
perspective.  A further question along these lines 
could consider what makes a for a salient space from 
both human and computational perspectives.       
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 If the Structure from Motion (SfM) Pipeline 
were an opaque process, you would input a series of 
two dimensional photos, wait a while, and receive 
a three dimensional point cloud reconstruction of 
the space pictured in the image.  An understanding 
of all the processes involved in producing a 
photogrammetric reconstruction from a series of two 
dimensional images, however, is much more involved 
and requires an understanding of the basic principles 
and assumptions in binocular vision, optics, and 
computer vision.  
 For computer vision — analogous to and in 
many ways inspired by physiological understandings 
of human vision — images captured of the world by 
a photosensor are not representations of a world, 
but information that must be processed in order for 
meaning to emerge.  Sophisticated methods have 
EHHQ� GHYHORSHG� LQ� WKH� ¿HOG� RI� FRPSXWHU� YLVLRQ� LQ�
order to make sense out of the massive quantities 
of information from the world.  SfM is one such way 
of structuring a stream of information, and relies on 
the constraints that the image sensor, or subject, is 
moving through a space and that there will be points 
– or features – that can be tracked from one image to 
the next.      

 The history of SfM can be traced back to the 
study of optical illusions in experimental psychology, 
where a human subject is able to construct an 
understanding of a three dimensional solid by 
observing the relative movement of two dimensional 
points.88  For a human, tracking the movement 
RI� D� SRLQW� LQ� D� WZR� GLPHQVLRQDO� ¿HOG� RU� EHWZHHQ�
two images may seem like a trivial task.  But for a 
computer, locating and tracking a moving point 
or points requires sophisticated mechanisms and 89. !e origins of SfM are discussed in the background of 

this thesis.

Structure From Motion

Figure 60: Ullman’s Caption: “The interpretation of 
structure from motion.  The dots comprising the two cyl-
inders are projected onto the screen (the outline of the 
cylinders are not shown in the actual presentation).  The 
3-D structure of the cylinders can be recovered from the 
motion of dots across the screen.  (See Ullman, 1979).”  
Reprinted from Shimon Ullman, “Computation Studies in 
the Interpretation of Structure and Motion”, (A.I. Memo: 
706, March, 1983), 2. 



113 Pupil: So"ware Development

is still an area of active development in computer 
YLVLRQ� WRGD\�� � ,W� LV� PXFK� PRUH� GLI¿FXOW� WR� H[SODLQ�
how a human perceives a rotating cube from only 
a collection of three dimensional points, let alone 
to make a computer program that can construct 
a three dimensional solid from these points.  The 
subtle difference between this historical example 
and a generalized SfM pipeline, is in the movement 
of points in space.  In our research and in the typical 
case of SfM algorithms, points are considered static 
features of a scene and the subject or imaging sensor 
as moving agent.  
 While humans with unimpaired vision are 
able to gauge depth from binocular disparity, a 
computer can not inherently do so with a single 
image sensor (or even with two calibrated cameras).  
SfM routines leverage the movement of a monocular 
sensor and assume that the world is relatively stable, 
such that two images that share enough features can 
be considered for binocular vision – seeing the same 
things from slightly different vantage points.  Once 
a series of mathematical correspondences between 
these points are established and if the intrinsics of the 
imaging sensor are known, the images can be situated 
in space relative to one another.  The assumption that 
is made is that matching points in two dimensional 
space will intersect in three dimensional space.  Thus, 
these points can be triangulated and form a three 
dimensional representation of the two dimensional 
correspondence.  This process can be extended to 
DFFRPPRGDWH�D�SRWHQWLDOO\�LQ¿QLWH�QXPEHU�RI�LPDJHV�
IURP� DQ� LQ¿QLWH� QXPEHU� RI� FDPHUDV�� EXW� LV� QRW�
ZLWKRXW� GLI¿FXOW\�� UHTXLULQJ� H[SRQHQWLDOO\� JUHDWHU�
computational power.  Resulting in tens or hundreds 
of hours to construct three dimensional models from 
large sets of images.       
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 While the two dimensional browser enables 
WKH� REVHUYDWLRQ� RI� YLVXDO� DWWHQWLRQ� ¿[DWLRQ� DUHDV� DW�
DQ\�JLYHQ�LQVWDQW�LQ�WLPH��LW�LV�GLI¿FXOW�WR�DQDO\]H�WKH�
pattern of visual attention in this format.  To put it 
another way, it is easy to conduct a comparative 
DQDO\VLV� RI� YLVXDO� ¿[DWLRQ� SDWWHUQV� LI� WKH� REMHFW� RI�
inquiry and the subject are static.  Recall Buswell’s 
early studies of eye movements for viewing pictures, 
ZKHUH� WKH� ¿[DWLRQV� RI� D� KXPDQ� VXEMHFW� FDQ� EH�
compared over time and different subjects can be 
compared, because both space and the subject are 
constrained, static.  These constrained experiments 
and methods of representation are still conducted 
today, resulting in statistical heat maps of a subject’s 
FXPXODWLYH�¿[DWLRQV����%XW��ZKHQ�D�VXEMHFW�LV�PRYLQJ�
freely through a space, one can not simply accumulate 
WKH�SRLQWV�RI�¿[DWLRQ�RYHU�WLPH��DV�WKH�ZRUOG�DSSHDUV�
WR�PRYH� UHODWLYH� WR� WKH� VXEMHFW¶V� ¿HOG� RI� YLHZ�� �2QH�
method of representation we considered was a 
ÀDWWHQHG� UHSUHVHQWDWLRQ�� OLNH� WKH� ³MRLQHUV´� RI� WKH�
artist David Hockney.  

 In this method of representation, time 
DQG� VSDFH� DUH� ÀDWWHQHG� LQ� D� PXOWL�SHUVSHFWLYDO�
photographic collage.  This method of representation is 
undoubtably elegant, and would enable a comparative 
VWXG\�RI�¿[DWLRQV�RYHU�WLPH��EXW� LV� OLPLWHG�VSDWLDOO\���
Allow us to consider the scenario of walking down a 
long straight hallway and taking a photograph at each 
step.  If one were to collage these images together by 
roughly aligning features in the photographs, without 
scaling, the sequence would overlap and obscure 
each other after only a couple of images, resulting in 
spatiotemporal incoherence.  If images were scaled 
UHODWLYH�WR�WKH�¿UVW�LPDJH��WHPSRUDOO\�HDUOLHU�LPDJHV�

Figure 61: In David Hockney’s “joiners” series he takes 
a series of photographs from different perspectives and 
the collages them together, resulting in a multi-perspec-
tival construction of the world where time and space are 
collapsed.  Reprinted from David Hockney Gregory Read-
ing in Kyoto, 1983. 
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would be highly visible while, later images smaller, 
DQG� ¿[DWLRQ� SDWWHUQV� ZRXOG� HLWKHU� EHFRPH� WRR� ORZ�
in resolution.  For our purposes, a Hockneyesque 
method of spatiotemporal representation fails, as in 
a general case, it is impossible to orient and unfold 
images of movements through space within a two 
dimensional space.  With these considerations in 
mind, we decided to work within a three dimensional 
space in order to achieve greater spatiotemporal 
coherence.
� 6I0� LV� D�ZHOO� NQRZQ�SUREOHP� LQ� WKH�¿HOG� RI�
Computer Vision, and continues to receive attention 
in a diverse range of applications navigation, 
geographic surveys, and robotics (to name a few).  For 
the purpose of this thesis project, we are interested 
in the application of SfM to construct a subjective 
space.  The spaces produced from our SfM Pipeline 
are inherently incomplete three dimensional models 
RI� D� SODFH�� EDVHG� RQ� WKH� VXEMHFW¶V� ¿HOG� RI� YLHZ� LQ� D�
VSHFL¿F� WLPH�� � 7KH� VSDFH� RI� YLVXDO� ¿[DWLRQ� RFFXSLHV�
only a subset of this three dimensional construction, 
while the remainder provides contextual information 
that would otherwise be processed in the peripheral 
¿HOG� RI� KXPDQ� YLVLRQ�� � %H\RQG� SUHFLVHO\� ORFDWLQJ� D�
moving human subject in space, this method enables 
a closer approximation to the perceived continuity 
human spatial experience.      
                     
 If we want take steps towards understanding 
human visual experience in space, based on real time 
information collected from a subject moving through 
space, then we need to develop representational 
methods that can capture the richness of this 
interaction through computational mechanisms.  
The SfM Pipeline begins by looking for features in 
each photo.  After features are found in each photo, 
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they are matched between each photo.  At the heart 
of the SfM process is an algorithm called “bundler” 
developed at the University of Washington, in 
Seattle, by Noah Snavely, Steven Seitz, and Richard 
Szeliski.  This algorithm automates calculation and 
optimization of spatial relationships between two 
dimensional clusters of matched points.89  Finally, 
we use another algorithm, also developed at the 
University of Washington by Yasutaka Furukawa.  
This algorithm is responsible for matching and 
projecting two dimensional patches of points, given 
an existing three dimensional SfM construction.  We 
developed a program that tied all of these algorithms 
together and into one process.  The results of our SfM 
pipeline provide us with all of the information we 
need in order to construct a three dimensional space 
and precisely situate a human subject within that 
space.  
 In order to make this process transparent for 
the reader, we will provide an overview of methods 
we have implemented, starting from a given set of 
images, moving on to feature detection in images and 
feature matching, to an overview of camera models 
and optics, and concluding with multiple view 
geometry and bundle adjustment.  We have developed 
our own algorithms for all stages of the process, 
up to, but not including bundle adjustment.  While 
the ultimate implementation of our SfM Pipeline 
depends on Snavely’s bundler, the development of 
our own algorithms was critical in developing an 
understanding of the process.    

90. Citation needed.  
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Feature Detection and Feature Descriptors
� ,Q�RXU�6I0�3LSHOLQH��WKH�¿UVW�VWHS�LV�WR�SURYLGH�
a way for the computer to relate two or more images.  
As we discussed previously in this section, from the 
perspective of a computer, images are really only 
QXPHULFDO�DUUD\V���6R��WKH�¿UVW�VWHS�WKDW�ZH�WDNH�LV�WR�
¿QG�VDOLHQW�ORFDO�IHDWXUHV�LQ�DQ�LPDJH������
 Feature detection algorithms generally 
ZRUN�E\�¿UVW�WUDQVIRUPLQJ�RU�¿OWHULQJ�DQ�LPDJH�DQG�
then searching through pixels of the transformed 
image for salient features, or differences, within a 
neighborhood around each pixel.  One of the most 
well known feature detection schemes is the Harris 
corner detection algorithm.  This algorithm locates 
interest points, or features, where the surrounding 
neighborhood of pixels shows edges in more than 
RQH�GLUHFWLRQ��WKHVH�DUH�WKHQ�GH¿QHG�DV�FRUQHUV�LQ�WKH�
image.  Depending on the characteristics of the scene 
captured and the transformation kernels applied 
to the image, many pixels may contain no salient 
features within their neighborhood.   
 For example, imagine standing in the center 
of an entirely white room that is diffusely illuminated 
such that there are no sharp shadows.  For a feature 
detection algorithm, the diffuse all-white room would 
be very a challenging space.  In this scenario there 
might not be many differences in the pixels across the 
image.  However, if one were to look at the image at a 
different scale of neighborhood (either by broadening 
the search area or by blurring the image) salient 
features might emerge for that same pixel in question.
 The methods of transformation, detection, 
DQG�H[WUDFWLRQ�DUH�VSHFL¿F�WR�HDFK�IHDWXUH�GHWHFWLRQ�
algorithm.  There are many algorithms available for 
feature detection, written in low level code (C or C++) 
and optimized for multicore processors.  Most of these 

Computer Vision Methods
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algorithms are open source and are implemented 
or accessed by different computer vision software 
libraries, such as Open Computer Vision (OpenCV).  
Some feature detection algorithms will require an 
image to be transformed into a threshold image 
and then will begin to search for edges or corners, 
gradient differences between dark and light.  While 
other algorithms transform the source image into a 
gradient intensity image or integral image before 
searching for features.  In this section we will explain 
how feature detection algorithms work.
 Detected features in an image are simply points 
of interest within the space of the image.  In order 
to compare these points of interest across images to 
¿QG�FRUUHVSRQGHQFHV��ZH�QHHG�D�ZD\�WR�GHVFULEH�WKH�
feature.  In computer vision, descriptions of features 
DUH�GH¿QHG�E\�D�PXOWLGLPHQVLRQDO�YHFWRU���7KLV�YHFWRU�
describes the image appearance around the point of 
interest or “key point.”  Each algorithm typically uses 
a different way of describing the neighborhood about 

[a] [b]

[d]

[c]

Figure 62: Illustration of a SIFT key point and the con-
struction of a descriptor.  [a] The key point is marked by a 
white circle in the grayscale image above, and the neigh-
borhood is the red grid surrounding the point, oriented 
along the dominant gradient direction.  [b] 8 bin histo-
gram from a part of the neighborhood grid. [c] histograms 
from each area of the neighborhood about the point. [d] 
concatenated histogram forming a 128 element long de-
scriptor vector.  Drawn by the authors, based on diagrams 
from Solem, Programming Computer Vision with Python, 
54.  
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the key point, but in general the better the description 
of the neighborhood the better the correspondence 
between images.       
 In our research we have evaluated a large 
range of feature detection algorithms available in 
OpenCV directly from authors of algorithms.  In 
our evaluation of algorithms we have found that 
David Lowe’s Scale Invariant Features Transform 
(SIFT) algorithm, while not the fastest, provides 
the greatest number of key points with a strong 
description of neighborhoods.  The combination of 
a strong description and large number of key points 
LV� EHQH¿FLDO� IRU� ¿QGLQJ� SDLUZLVH� FRUUHVSRQGHQFHV��
which we discuss in the next step of the Pipeline.  
Our SfM Pipeline is capable of using other feature 
detection algorithms available through OpenCV, but 
for sake of clarity we will limit our discussion here to 
the SIFT algorithm.    

Scale Invariant Feature Transform (SIFT)
 SIFT key points are found by using difference 
of Gaussian (DoG) function.  Candidate key point 
locations are maxima and minima of the DoG 
functions across both image and scale.  Stable key 
SRLQWV�DUH�GH¿QHG�E\�FULWHULD�RI�KLJK�FRQWUDVW��SRLQWV��
and edges.  Unstable key points are removed from 
WKH�FDQGLGDWH�SRRO�EDVHG�RQ�D�VSHFL¿HG�WKUHVKROG�90  
As the detection algorithm is scale invariant, the 
NH\�SRLQW�LV�GH¿QHG�DV�WKH�[�\�SRVLWLRQ�LQ�WKH�LPDJH�
and scale of the key point.  Invariance to rotation is 
DFKLHYHG�E\�GH¿QLQJ�D�GLUHFWLRQ�DQG�PDJQLWXGH�RI�WKH�
image gradient within a neighborhood that surrounds 
each key point.  
 The sift descriptor is computed based on the 
position, scale, and rotation of the key point using 
image gradients.  “The descriptor takes a grid of 

91. David G. Lowe, “Object Recognition from Local 
Scale-Invariant Features,” Proceedings of the Internation-
al Conference on Computer Vision, September, 1999.

Figure 63: Two images that show SIFT key points as 
green dots for two views of a courtyard at MIT, images 
are separated by ten degrees in rotation about the Z axis.  
The red lines represent the scale and orientation of each 
key point.  The number of key points found in each image 
is listed in the top left corner of each image.  It is pos-
sible with visual inspection alone to locate some matched 
features.
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subregions around the point and for each subregion 
computes an image gradient orientation histogram.  
The histograms are concatenated to form a descriptor 
vector.  The standard setting uses four by four 
subregions with eight bin orientation histograms 
resulting in a one hundred and twenty eight bin 
histogram…” which is the length of the feature 
vector.91     

Typically feature detection algorithms are not 
visualized, however we have found it useful for 
didactic purposes to represent the results of these 
algorithms.  By doing so, we can begin to gain a visual 
understanding of how these algorithms process an 
image, and structure an image of the world provided 
to the computer.  

Matching Feature Descriptors
 Once feature key points and description 
vectors have been established for each image in our 
VHW� RI� LPDJHV��ZH� DWWHPSW� WR� ¿QG�PDWFKHV� EHWZHHQ�

92. Jan Solem. Programming Computer Vision with 
Python. (Dra": March 18, 2012), 51. 
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images.  A simple example of matching feature 
descriptors between two images can be accomplished 
by using the ratio of the distance of the two closest 
PDWFKLQJ�IHDWXUHV�±�RU�D�VSHFL¿HG�QXPEHU�RI�QHDUHVW�
neighbors.  As locations, orientations, and scale 
of features is likely to change dependent on the 
movement of the subject or image sensor from one 
image to the next, robust matching algorithms like 
RANSAC (Random Sample Consensus) or FLANN 
(Fast Approximate Nearest Neighbor Search) can be 
XVHG�WR�HVWLPDWH�EHVW�¿WV�EHWZHHQ�WZR�VHWV�RI�IHDWXUHV���
)HDWXUHV�RXWVLGH�D�VSHFL¿HG�WKUHVKROG�ZLOO�EH�LJQRUHG��
and treated as outliers, allowing for a potentially 
EHWWHU�¿W�EHWZHHQ� WKH� WZR�VHWV�RI�SRLQWV�� �+RZHYHU��
WKH� VSHFL¿FDWLRQ� RI� WKH� WKUHVKROG�PXVW� EH� WXQHG� LQ�
RUGHU�WR�DYRLG�¿QGLQJ�ORFDO�PD[LPD�RU�PLQLPD���$Q�
example of feature matching between two sets of 
feature descriptors is shown in the following image.  

Transformations: Image to Image Mappings
 Once we know how images are related, based 

Figure 64: [Facing Page] Two images of buildings in 
an MIT courtyard from subtly different angles.  The green 
dots show the location of feature key point in each image 
and the green lines represent matches between each fea-
ture descriptor.  Matches calculated as outliers are indi-
cated with a red ‘x.’ A white rectangle is drawn on top of 
the right image which represents the perspective transfor-
mation of the left image onto the right image using the 
Homography matrix computed from the matches between 
the two images.

Figure 65: Two images of the courtyard (as seen in 
preceeding Figure).  Matched features from the images 
are used to compute a homographic transformation be-
tween the two sets of key points.  After the homography is 
found, the image on the left is warped with a perspective 
WUDQVIRUPDWLRQ� �D� W\SH� RI� DI¿QH� WUDQVIRUPDWLRQ�� ZLWKLQ�
the space of the right image with transparency.  



Pupil: So"ware Development 122

RQ�D� VHW�RI� IHDWXUHV��ZH�FDQ�¿QG�D� WZR�GLPHQVLRQDO�
projective transformation between the two images.  
In an analog example, this transformation would 
be similar to aligning two images by hand as in the 
Hockney photo collage.  In mathematical terms, this 
is type of two dimensional projective transformation 
LV�FDOOHG�D�KRPRJUDSK\�DQG�LV�GH¿QHG�E\�D�WKUHH�E\�
three matrix.  The minimum number of points needed 
WR� ¿QG� D� KRPRJUDSK\� EHWZHHQ� WZR� LPDJHV� LV� IRXU��
but judging from the number of SIFT features we 
¿QG��WKLV�ZLOO�OLNHO\�QHYHU�D�SUREOHP���8VLQJ�LWHUDWLYH�
PHWKRGV� WR� ¿W� GDWD� WKDW� PD\� FRQWDLQ� RXWOLHUV�� OLNH�
5$16$&�� ZH� FDQ� ¿QG� WKH� EHVW� ¿W� EHWZHHQ� WKH� WZR�
sets of points and therefore a transformation between 
the two points.  With a known homography matrix, 
we can perform perspective transformations in order 
to align two images, which can be used for creating 
panoramic images.  
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Computational Camera Modeling
 Before delving further into the mechanics 
of the SfM Pipeline, it is necessary to provide an 
RYHUYLHZ� RI� RSWLFV� DQG� D� VLPSOL¿HG� FRPSXWDWLRQDO�
camera model.  
 
 The pinhole camera model is standard 
approach to computationally modeling a camera.  
This abstract model of a camera is composed of two 
elements, the lens and the imaging plane.  The lens 
for a pinhole camera is nothing more than a tiny 
aperture that permits light from the world to pass 
into the chamber of the camera and onto the surface 
of the imaging plane.  The imaging plane is located 
at a variable distance away from the lens, and serves 
as a planar surface for a photosensitive material or 
device that records the rays of light passing through 

Figure 66: [Facing Page] Pinhole Camera Diagrams: 
Different geometric objects being captured on the image 
plane of a pinhole camera. Note, the image plane is shifted 
in front of the optic in order to emphasize the geometric 
relationships between the optic and the image sensor.  In 
a real camera the image sensor is behind the optic, but 
this causes the images to be inverted and convolutes the 
diagrammatic clarity.  In this representation all the geo-
metric principles in optics are preserved despite the shift 
in the image sensor plane.

Figure 67: [top] A three dimensional rectangular 
prism in the worldview is captured on the image sensor. 
The image of the prism is inverted as the rays from the 
world pass through the single point of the pinhole camera. 
[bottom] The sensor plane is shifted in front of the lens for 
geometric clarity.
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the lens.  While the pinhole model may appear overly 
VLPSOL¿HG�� LW� LV� H[WHQGHG� ZLWK� IXUWKHU� QXPHULFDO�
parameters to account for the distortion caused by 
optics and relationships between optics and the 
image sensor.  The lens distortion parameters will 
be covered in the discussion on camera calibration.  
The pinhole model captures fundamental geometric 
relationships between intrinsic properties of the 
camera and extrinsic objects in the world. 

The pinhole camera model is usually shown as a 
diagram with the image plane in front of the lens.  Of 
course placing the image sensor between the object 
in the world and the lens would not function as an 
actual camera, but this representation serves to clarify 
geometric relationships between the lens, image 
coordinates, and real world coordinates and also 
serves as a mathematical convenience.  By looking at 
any two rays (red lines) in the ideal pinhole camera 
model we can form two similar triangles. The smaller 
triangle, between the lens and the image plane, is 
similar to the triangle that is formed between the lens 
and the object in the world. Similarity between the 
two triangles, intrinsic and extrinsic, becomes even 
more explicit when examining a cross section of the 
PRGL¿HG�SLQKROH�FDPHUD�PRGHO��ZLWK�WKH�LPDJH�SODQH�
displaced in front of the lens.

 The ratio of these two triangles allows one to 
begin calibrating the camera, given known extrinsic 
measurements, or to recover extrinsic measurements 
given known camera intrinsics. The intrinsic 
SURSHUWLHV�UHIHUUHG�WR�LQ�WKLV�VLPSOL¿HG�PRGHO�DUH�WKH�
camera focal length and the information on the image 
SODQH���7KH�VLPSOL¿HG�UDWLR�IRU�FDOLEUDWLRQ�FDQ�WKHQ�EH�
written as: 

Figure 68: Pinhole Camera Cross Section: [top] The 
three dimensional points U, V in object in the world are 
projected to the image plane as the points u, v. [middle] 
Two triangles can be formed between the points u,v and 
the optical center and U, V and the optical center. [bot-
tom] Similar triangles ABC and abc.
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7KLV� HTXDWLRQ� FDQ� EH� UHFRQ¿JXUHG� VR� WKDW� RQH� LV�
solving for an unknown distance or world coordinate.  

Calibration Matrix:
 The calibration matrix captures the intrinsic 
properties of a camera within a three by three matrix, 
typically notated as K.  The calibration matrix is not 
affected by extrinsic variables, or things that happen 
in the world.  In general form the calibration matrix 
has three parameters, one of which is often ignored 
RU�LQVLJQL¿FDQW��

1. The focal length f as the distance between 
the camera center and the image plane.  The focal 
length is often expressed in two dimensions as fx 
and fy due to the fact that most pixel arrays are not 
necessarily square. 
2. The skew s, almost always ignored, is used if 
the pixel array in the sensor is skewed. 
3. The optical center coordinates, in pixels.  
This is often called the camera center, where the 
principal ray intersects the image plane.  The 
optical center can be roughly estimated to be half 
of the height and width of a full resolution image 
produced by the sensor.

The general form of the calibration matrix, including 
skew would look like this:
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And, since skew can safely be ignored the majority 
of the time, the calibration matrix then takes on the 
form:

If the aspect ratio of the pixels is equal to 1 (i.e. square 
SL[HOV��WKHQ�WKH�FDOLEUDWLRQ�PDWUL[�LV�IXUWKHU�GH¿QHG�

One can calculate the calibration matrix for any 
camera by taking a photograph of a planar object 
that is parallel to the camera imaging plane at a 
known distance.  Knowing the height and width of 
the planar object, and the height and width of the 
planar object in the coordinates of the imager (pixels) 
one can calculate the focal distortions and estimate 
the center-x and center-y parameters to obtain the 
calibration matrix. This matrix can be saved and 
reused whenever using the same camera.  However, 
when processing an image that has been scaled one 
should also scale the calibration matrix.  This can be 
done by multiplying fx by the ratio of the new image 
width/original image width and likewise with fy.

Also, the center-x and center-y parameters must be 
adjusted for new image sizes. Typically these values 
can be multiplied by the same scaling ratio.
 Using libraries like OpenCV, one automate 
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the calibration process by automatically detecting 
the location of points in the world on a planar object 
and solving for the calibration of a camera by taking 
many photographs of that planar object.  Typically a 
black and white chessboard or dot pattern is used in 
computer vision calibration routines.  This pattern is 
used because it is easy to construct (can be printed or 
drawn), is easily measured for size of the square or dot 
diameter, and has strong contrast providing corners 
RU� EOREV� RI� GH¿QHG� GLDPHWHU� IRU� IHDWXUH� GHWHFWLRQ�
DOJRULWKPV���,Q�WKLV�SDWWHUQ�FRUQHUV�DUH�GH¿QHG�DV�WKH�
location where two black squares meet and these can 
be automatically located in the space of the imager 
(pixel coordinates) with sub pixel accuracy.  Knowing 
the real world size and number of the checkerboard 
square intersections along with their corresponding 
corner locations in the image plane, one can calculate 
a calibration matrix.

Projection Matrix:
 The Projection matrix typically notated as P, 
is a three by four matrix, that captures all information 
about a camera with respect to its intrinsics — the 
relation between optics and sensor — and the extrinsic 

Figure 69: Projection model diagram. Black edges of 
the pyramid connect the extents of a rectangular image 
sensor or image plane to an apex or camera center. Green 
dashed lines are imaginary rays that relate real world co-
ordinates to coordinates in the image plane. We use this 
pyramidal diagram to graphically represent the attributes 
of the projection matrix. 
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properties — the camera’s pose or global translation 
and rotation in the world.  The general form of the 
projection matrix takes the form:

Where the K is the three by three calibration matrix of 
the camera, R is a three by three rotation matrix and 
t is a one by three translation vector.  A projection 
located at the origin will look like this prior to 
multiplying by the calibration matrix:

The last column represents the translation vector 
and the three by three identity matrix represents the 
rotation matrix R.

For the purposes of this project, the projection matrix 
is important because it allows us to compute the 
relationship between points on the image plane, their 
projected point equivalents in three dimensional 
world space, and to robustly estimate the origin of 
that projection which is the equivalent to the camera 
pose.  For example, if we have two images of the same 
object from two different vantage points, we can 
think of these images corresponding to two projection 
matrices.  These two projection matrices, if taken by 
the same camera with invariant intrinsic parameters, 
vary only in pose.  Furthermore, if the two projection 
matrices are known, we will be able to reconstruct a 
WKUHH�GLPHQVLRQDO�WULDQJXODWLRQ�RI�WKH�VSDFH�GH¿QHG�
by the two projection matrices.  
 By determining correspondences in features 
between the two sets matched features in each image 
plane, we can project a line from each camera origin 
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through each feature key point (or each pixel) and 
estimate a triangulated intersection point in world 
coordinates.  However, this scenario is highly unlikely, 
because it requires two known projection matrices 
and therefore the knowledge of the poses of both 
cameras.  This could be accomplished, by measuring 
the relative movement in translation and rotation of 
the actual camera while taking photographs, but this 
would be a very tedious process prone to error and 
VSHFL¿F�RQO\� WR� WKH� WZR� LPDJHV� LQ�TXHVWLRQ�� �6R��ZH�
must seek a general solution that allows us to recover 
projection matrices between an arbitrary number 
of potentially different cameras, given relationships 
between matched features in sets of two dimensional 
images.  
 In order to achieve this goal we need to model 
the spatial relationship between matched features in 
image coordinates, use the relationship of matched 
points to estimate possible projection matrices, 
project and triangulate points from each camera into 
world space, reproject the triangulated points onto 
the imaging plane, and iteratively minimize errors in 
reprojection in order to estimate an optimal projection 
matrix.  This process is referred to as Structure From 
Motion.
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Structure From Motion Pipeline

 In the SfM Pipeline that we have implemented, 
we start with a list of “keyframes” and a directory of 
source images extracted from a video captured from 
a head mounted camera.   
� 7KH�¿UVW�VWHS�LQ�WKH�6I0�SLSHOLQH�LV�WR�SURFHVV�
images.  Metadata is extracted from each image, 
images are scaled, focal lengths are calculated, and 
copies of the images made in a format that can be 
used for feature detection.  Metadata is extracted by 
examining EXIF tags, yielding intrinsic information 
about the camera – make, model, focal length in 
millimeters, sensor dimensions – and the intrinsics of 
the image produced – width and height.  If the images 
are determined to be too large they are determined to 
be too large.  Next, the images can be scaled.  While 
larger images may result in a greater number of 
features detected, and therefore a higher potential 
for pairwise matches, larger images will drastically 

Figure 70: Structure from motion Diagram.  Three im-
ages and their associated image pyramids that represent 
the pose and focal length of the camera.  The dashed lines 
show how the object in the scene maps to the two dimen-
sional planar surface.  



131 Pupil: So"ware Development

reduce the speed of reconstruction.  If the images 
are scaled, the scale factor is saved as a local variable 
and a copy of the scaled images are saved to the SfM 
folder in the data directory.  After optional scaling, we 
must then recalculate the focal length, in pixel units.  
7KH�QDPHV�RI�HDFK�LPDJH�¿OH�DQG�WKH�IRFDO�OHQJWKV�DUH�
ZULWWHQ�DV�HQWULHV�LQ�D�OLVW�DQG�VDYHG�WR�WKH�¿OH�V\VWHP���
After images are processed, SIFT key points and 
descriptors for each image are extracted and saved to 
D�¿OH���� �
 The second step is to match features.  
This process is similar to the description we gave 
above, but differs mainly because of the number 
of features that are being matched.  This processes 
uses a K-Dimensional Tree to structure the high 
dimensional nearest neighbor searches between 
feature descriptors.  
 Once features have been matched for each 
image pair, bundle adjustment can begin.  This is a 
process of optimization that results in the calculation 
of an optimal solution to an under constrained 
problem.  This process can be described in the 
following series of steps:

1. Calculation of Essential Matrices, or the 
relationship between key points in world 
coordinate  space.  
2. Estimation of Projection Matrices from 
computed Essential Matrices
3. Triangulation from estimated Projection 
Matrices
4. Reprojection of triangulated points to image 
plane
5. Error Calculation from difference between 
matched features on image plane and reprojected 
points
6. Bundle Adjustment: The simultaneous 
optimization of triangulated points and projection 
matrices in order to minimize error in reprojection.     
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The results of bundle adjustment are estimates for 
the Projection Matrices of each camera and a sparse 
cloud of triangulated feature key points with colors 
inherited from the pixel where the key point is located 
on the image plane. 
 If the sparse reconstruction is successful, 
then a dense reconstruction will be attempted using 

Prepare Photos 

Extract EXIF Data from images in Keyframe : width, height, focal length
Calculate Focal Length (in pixels)
Resize Photos (optional) 
Convert .jpg to .pgm for SIFT

Input

Source Images Directory
Keyframe List
Non-Keyframe List

Step One

SIFT Images (.pgm !les)
Resized Images (optional)
Image List (.txt !le)

Step Two

SIFT Keypoints (.key !les) 
Feature list (.txt !le)

Feature Engine

Detect Features with Feature Engine (Default SIFT)
Save feature position and vector as .key !le & Remove .pgm !le
Convert keypoint !le to Lowe’s SIFT format for Clustering
Save compressed keypoint !le

Matching Engine

Pairwise matching of features 
Clustering of Pairwise Matches

Bundle Adjustment

Run Noah Snavely’s “Bundler”: Input Image List, Match Table, Bundler Options
Calculates an optimal triangulation of two dimensional features by minimizing
reprojection error.
Radial Undistort Images

Structure From Motion (SfM) Pipeline File System: Data Directory

Step Three

Matches (.txt !le)
Pairwise Scores (.txt !le)
Match Table (Pairwise Index)

Output

Bundle:
 Projection Matrices &
 Triangulated Points
 Reconstruction (.ply !le)
Undistorted Images
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Run Yasutaka Furukawa’s “Patched Based Multiview Stereo” Algorithms
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Output

PMVS:
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Figure 71: Diagram of the Structure from Motion 
Pipeline.  The the gray box on the left shows the program 
ÀRZ�RI�WKH�6I0�3LSHOLQH���7KH�JUD\�ER[�RQ�WKH�ULJKW�VKRZV�
WKH�LQSXW�DQG�RXWSXW�¿OHV�RI�WKH�6I0�3LSHOLQH�DW�YDULRXV�
stages in the process.  This process begins with input from 
the Two Dimensional Browser.
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the same series of photographs and the projection 
matrices calculated from bundle adjustment.  Our 
pipeline currently uses Yasutaka Furukawa and Jean 
Ponce’s “Patch-based Multiview Stereo” algorithm, 
which takes the set of images and projection matrices 
calculated in our sparse reconstruction routine and 
then attempts to expand surface patches between the 
already constrained images and projection matrices 
(using Difference of Gaussian and Harris operators), 
match features by triangulating, expand patches, and 
¿OWHU� SDWFKHV� �RSWLPL]H� IRU�PLQLPDO� SURMHFWLRQ� DQG�
reprojection errors).  A detailed description of the 
algorithms can be found in Furukawa and Ponce’s 
Accurate, Dense, and Robust Multi-View Stereopsis.     
� 7KH�¿QDO�RXWSXW�LI�WKH�6I0�SLSHOLQH�LV�D�VHW�RI�
projection matrices for each image frame along with 
a point cloud that represents the constructed three 
dimensional space.
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Three Dimensional Browser
� 7KLV� ¿QDO� SLHFH� LQ� RXU� VRIWZDUH� WRROFKDLQ�
allows the user to view and analyze the subject’s 
patterns of visual attention as they moved through a 
space.  The three dimensional visualizer constructs 
a representation of the three dimensional space by 
merging data from the SfM Pipeline into a single 
representation.  This representation reveals: the 
subject’s movements as a path through a space, his 
¿HOG�RI�YLHZ�DV�UHFRUGHG�E\�WKH�ZRUOG�FDPHUD�LQ�WKH�
capture routine, a three dimensional point cloud 
construction as calculated by the SfM Pipeline, and 
the patterns of visual attention as three dimensional 
projections.
 The three dimensional is primarily written 
in Python and uses multiple external library most 
notably an OpenGL library named GlumPy and 
OpenCV to allow access to OpenGL functionality for 
rendering and display and loading of images.  The 
YLVXDOL]HU�DLPV�WR�EH�DQ�HDVLO\�PRGL¿DEOH�SODWIRUP�WR�
coalesce data from trials and visualize results. 
 Using the data generated by the SfM Pipeline 
the three dimensional browser generates a colored 
point cloud that represents the image pixels projected 
into three dimensional space. By loading the video 
capture stills and their corresponding projection 
matrices the space of the three dimensional 
construction is populated with each frame at the 
approximate location they were captured.  This 
part is a crucial contribution to the structure from 
motion pipeline as it allows us to determine the 
exact movements of the subject in space along with 
WKH�RULHQWDWLRQ�RI�WKHLU�¿HOG�RI�YLHZ���8VLQJ�WKH�SXSLO�
positions, that are associated with frames of the video, 
ZH�FDQ�QRZ�UH�DVVRFLDWH�WKH�SRLQW�RI�YLVXDO�¿[DWLRQ��
the subject’s gaze, with each image.  Superimposing 
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the position of the gaze onto the surface of the image, 
now oriented in space, we obtain a cone of cone of the 
subject’s gaze within the constructed space.  The cone 
represents the space of acute vision of the subject at 
WKDW� LQVWDQW� LQ� WLPH�� � ,I� WKH�H\H� LV�¿[DWLQJ�� WKHQ� WKH�
cone represents the space of visual attention.   
 The only information that is not currently 
available is the precise depth of the cone.  The depth of 
the cone relates to the visual depth plane the subject 
KDG�¿[DWHG�XSRQ�ZKLOH� WKH� IUDPH�ZDV�FDSWXUHG�� �$W�

Video Grab

While Play
 Grab frame (as 3d array)
 Increment frame counter
 Update Frame Count

Load Video 

Audio Grab

While Play
 Read Chunk

Load Audio 

Cameras

Setup Camera Pyramids
Create Pyramid VBO
Create Pupil Point VBO
Create Image Texture VBO

Load Projection Matricies
Load Keyframes List
Load Images from Keys
Load Eye Positions from Keys

Points

Load Points
Position & Color

Create Point VBO

Display 
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Initialize User Controls
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Update Audio

Render Points
Render Cameras
If Play
 Render Video
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Input

Video Audio Eye Positions Projection MatricesTriangulated Points Keyframe List Undistorted ImagesNon-Keyframe List

Three Dimensional Browser

File System: Data Directory

Figure 72: Diagram of the Three Dimensional Browser 
SURJUDP�ÀRZ���7KH�WKH�JUD\�ER[�RQ�WKH�WRS�VKRZV�WKH�¿OH�
V\VWHP�DQG�WKH�¿OHV�XVHG�WR�FRQVWUXFW�WKH�YLVXDOL]DWLRQ�LQ�
the browser.  The gray box on the bottom  shows the mod-
ules and processes used to prepare different media for the 
browser and synchronize streams in time.  The display 
function spawns an OpenGL window to visualize vertex 
EXIIHU�REMHFWV��LPDJH�WH[WXUHV��SRLQWV��FRQHV�RI�YLVXDO�¿[D-
tion. 
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this point one can either choose to set the length of the 
YLVXDO�FRQHV�JOREDOO\�RU�OHW�WKHP�HQG�DW�WKH�¿UVW�LQWHUVHFWLRQ�
with the point cloud.  The latter approach assumes that 
WKH�VXEMHFW�GRHV�QRW�ORRN�SDVW�DQ�REMHFW�LQ�KLV�¿HOG�RI�DFXWH�
vision.  This assumption may not always be true but can 
VHUYH� D� JRRG� LQGLFDWRU� IRU� ¿[DWLRQ� GHSWK�� � $Q� DOWHUQDWLYH�
approach would be to track both pupils and triangulate the 
visual depth of the gaze point.  We have not yet implemented 
this method, but it would serve as a promising addition to 
the entire toolchain.  
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� :H�GH¿QH�WULDOV�DV�VPDOO�WHVW�UXQV�WKDW�DUH�XVHG�
to demonstrate the capabilities of Pupil in both its two 
dimensional and three dimensional constructions.  
The trials begin as simplistic studies that are primarily 
concerned with testing certain aspects of the pipeline 
and move toward more sophisticated studies that 
introduce questions about a human experience of 
space.   However the trials are not quite experiments, 
as they lack proper preparation and rigor to serve as 
a basis for further claims or proofs.  At this stage we 
hope to be able to show what is possible and probe 
into possible areas of future inquiry.

Trial Setup
 The trials we present were performed with 
two people, however it is not necessary for trials to 
be conducted with two people.  In our trials, one 
person who is wearing the headset and whose eye 
movements will be recorded, will be referred to as the 
subject.  The second person will assist the subject in 
the calibration routine and will often ask questions or 
give prompts to the subject.  In some cases the subject 
and the operator will conduct a running discussion.    

Trial 1: Two Dimensional Operation
� 7KH�¿UVW�WULDO�LV�FRQFHUQHG�ZLWK�WKH�DFFXUDF\�
of the pupil detection and vector transformation 
FRHI¿FLHQWV� REWDLQHG� IURP� D� FDOLEUDWLRQ� UXQ�� � :H�
will show the necessary setup steps for this trial, but 
documentation of this type will be omitted from all 
other trials as it is an analogous procedure.

The Calibration Process:  
 Calibration is a process where the movements 
of the eye and the movements of the head are 
correlated such that the position of the eye can be 

Trials
Overview

Figure 73: Subject performing calibration routine.
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precisely mapped into the coordinate space of the 
VXEMHFW¶V�¿HOG�RI�YLVLRQ�FDPHUD��RU�³ZRUOG�FDPHUD´����
In practice this means that the subject has to look at a 
¿[HG�SRLQW�²�WKH�FHQWHU�RI�WKH�FLUFOH�SDWWHUQ�²�ZKLOH�
moving the head left and right and up and down 
IRU� DSSUR[LPDWHO\� RQH� PLQXWH�� � 'DWD� ¿WWLQJ� RI� WKH�
pattern centroid and the position occurs immediately 
after the calibration, and the trial can begin. During 
calibration the capture routine also saves information 
about the pattern for later calculation of the intrinsic 
camera parameters, such as focal length and radial 
distortion.  Calculating camera calibration  requires 
no action from the user as uses the same pattern for 
camera calibration as is used in correlating the pupil 
position with the world camera.
� 2QFH� FDOLEUDWLRQ� KDV� EHHQ� YHUL¿HG�� WKH� WULDO�
session can begin. The operator can start and stop 
recording of audio, pupil position and video as 
desired. 

Figure 74: Reading a text as a simple test.  Red dot 
shows the subject’s point of visual attention overlaid onto 
a text that the subject is reading. 
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In this trial the subject follows a speak aloud protocol, 
describing the object or detail in the environment to 
which they are attending. 

Reading text is another good method that can be 
used to test the accuracy of calibration.  It should be 
noted that voice audio and eye movements as raw 
data may not necessarily be synchronized due to, the 
eye is typically ahead of the voice (see chapter “Best 
possible reader”).  

Trial 2: Proof of concept Three Dimensional 
Pipeline and Browser
 The primary purpose of this trial can be 
considered as a proof of concept of the pupil software 
pipeline and the three dimensional visualization 
environment. The location of this recording is a 
small courtyard between building 2 and 14 on the 
MIT campus.  The subject’s task was to visually trace 
a horizontal contour located on the upper quarter 
of the sculpture, while moving freely through the 
environment.  Due to the physiological behaviors of 
human vision, not all misplacements of the eye position 
can be attributed to process errors.  As discussed in 
the beginning of this book, eye movements are not 
directly controllable.  Perfectly tracing a line with 
RQH¶V�JD]H�LV� LPSRVVLEOH�� �1RQHWKHOHVV��WKLV�DUWL¿FLDO�
and very constrained viewing behavior ensures that 
gross misplacements of the area of visual attention 
LQ�WKH�¿QDO�YLVXDOL]DWLRQ�PXVW�VWHP�IURP�SURFHVV�DQG�
display errors and do not represent uncontrolled eye 
movements of the subject.  Looking at smaller length 
scales this assumption does not hold true.

Figure 75: Subject observing and moving about a 
sculpture outside of Hayden Library at MIT.  Sculpture by 
Dimitri Hadzi, “Elmo-MIT,” 1963. 
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After partial circumambulation of the sculpture 
with a short interruption to examine a detail at the 
sculpture’s front side , the recording is stopped and 
the passed into the software pipeline. 

Using the two dimensional browser, 90 keyframes 
where selected based on the criteria (introduced in 
section Software Development) to be passed into 
the structure from motion pipeline. Extracting 
features, key point matching, bundle adjustment 
took approximately 100 minutes. Due to the feature 
rich space even the sparse point cloud yielded 
92,767 vertices. Using Patch based multi view stereo 
extraction to extend patches we only saw a mild 
increase to 125,052 points. This may be due to the 
highly fragmented appearance of most surfaces (ivy 
on the ground and trees in the background). 
In the future we plan on adding the remaining frames 
LQ�RUGHU�WR�¿OO�LQ������RI�WKH�UHFRUGHG�IUDPHV��OHDGLQJ�
to a dense camera path of an average 30 fps temporal 
density in the constructed space.

The output data was then loaded into the three 
dimensional visualizer to visually verify the result.  
Now we will give a tour of the three dimensional 
browser for the Hayden Library trial. 
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Figure 76: Looking through the image 
pyramid of a single key frame.  The red 
point shows the center of the subject’s 
visual attention.  Here the subject is at-
tending to the contour of the sculpture.    

Figure 77: The same frame as the pre-
YLRXV�¿JXUH��QRZ�REVHUYHG�IURP�D�VLPX-
lated third person perspective.  The red 
pyramid represents the projection matrix 
corresponding to that image and the sub-
ject’s pose in the world at that instant in 
time. The space constructed using SfM is 
shown here as a dense point cloud.  The 
white cone describes the subject’s vol-
ume of visual attention.  This cone inter-
sects with the three dimensional points, 
revealing the relationship between the 
subject’s gaze and the world.  
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Figure 78: Birds eye perspective that 
shows 90 keyframes captured from a 
single subject as they moved about the 
sculpture. The visual “tracing” of the a 
sculpture’s horizontal contour is well vis-
ible in this image.

Figure 79: Elevation perspective that 
shows 90 keyframes captured from a 
single subject as they moved about the 
sculpture.  Looking from a side view, 
the subject’s physical height becomes 
visible.  All frames are constrained to a 
small band of variance in the vertical di-
mension.
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Trial 3: Search in three dimensions
 This recording session took place in the Stata 
center on the MIT campus. Walking down the main 
corridor the subject was asked look for the highest 
room number, and read them out aloud as they 
moved through the space.  Here we present only a 
two dimensional series of images extracted from our 
two dimensional browser. 
 What becomes apparent in these trials is 
that visual tasks, like searching for a room number, 
form highly recognizable patterns of visual attention.   
7KLV� WULDO� FRQ¿UPV� SUHYLRXV� UHVHDUFK� RI� WRS�GRZQ�
motivation in human vision.  For example, the search 
space is pre constrained to plausible locations that 
WKH� VXEMHFW�EHOLHYHV�KH�ZLOO�¿QG� URRP�QXPEHUV�� � ,Q�
this trial, the subject did not attend to the ceiling or 
ÀRRU�DW�DOO���)XUWKHUPRUH��LQ�WKLV�WULDO�WKH�H\H�DOZD\V�
precedes head movements.  This observation is 
supported by all of our trials.      
 The frequency and speed at which the eye 
processes information from the world is astounding.  
In order to properly capture a task of search with a 
moving subject, one would need capture the world in 
higher temporal resolution than our current method.
  

Trial 4: Critique of a space
 Using the same location as the previous trial, 
the subject, a designer by training, was asked to 
critique the space as they moved through the main 
corridor.  Here we present a series of two dimensional 
images extracted from our browser.
� ,Q� WKLV� WULDO� ZH� ¿QG� WKDW� WKHUH� LV�PXFK� OHVV�
FRQVWUDLQW�LQ�WKH�DUHD�RI�YLVXDO�¿[DWLRQ���7KH�VXEMHFW�
examines a much wider range of the space, frequently 
attending to the ceiling.  Each one of these trials 

Figure 80: Three key frame images extracted from the 
two dimensional browser where the red dot shows the 
subject’s area of visual attention.  Each key frame shows 
the subject reading room numbers as they moved through 
the student street in the Stata center at MIT.  
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were conducted with an audio recorder.  We found 
that verbal descriptions, in this trial, were always 
SUHFHGHG�E\�WKH�¿[DWLRQ�SDWWHUQ�RI� WKH�H\H�� �'XULQJ�
FULWLTXH�WKH�DUHD�RI�YLVXDO�DWWHQWLRQ�UHPDLQHG�¿[DWHG�
on the feature being discussed or critiqued.  By 
FORVHO\�H[DPLQLQJ�WKH�YLVXDO�¿[DWLRQ�SDWWHUQV�LQ�RXU�
WZR�GLPHQVLRQDO�EURZVHU��ZH�¿QG�WKDW� WKH�¿[DWLRQV�
jump from one area to another when discussing a 
comparison between features in the world.
 In the second half of this trial, we observed 
D� SUHGRPLQDQW� SDWWHUQ� ZKHUH� WKH� VXEMHFW� ¿[DWHG�
upon edges and corners.  In reviewing the audio 
recordings, the subject did not verbally address the 
topic of edges, but did discuss broader observations 
DERXW�WKH�JHRPHWULHV�RI�WKH�VSDFH���7KH�WKUHH�¿JXUHV�
WR�WKH�ULJKW��H[HPSOLI\�WKH�VXEMHFW¶V�¿[DWLRQV�RQ�HGJHV���
6RPH�RI� WKHVH�³HGJHV´�DUH�GH¿QHG�E\�JHRPHWU\�DQG�
others by texture.  
 We believe that this observation is interesting 
as a parallel to computer vision, where edge detection 
is a method for making sense of the information 
embedded in images.  For computer vision, analogous 
WR�KXPDQ�YLVLRQ��DQ�HGJH�VLJQL¿HV�GLVFRQWLQXLW\�DQG�
therefore information.     

Trial 5: Navigation and intrigue
 This trial took place in the STATA center, 
beginning at a set of stairs that connect the second 
ÀRRU�WR�WKH�WKLUG�ÀRRU���7KH�VXEMHFW�KDG�QHYHU�YLVLWHG�
this space before, so he did not know what to expect 
spatially.  A virgin spatial experience.  Not only was 
this a special experience for the subject in its novelty, 
it also introduced noticeable navigational challenges, 
as the subject had to coordinate his ascent while 
inspecting the new environment.   
 Even though the capture only elapsed 30 

Figure 81: Three key frame images extracted from the 
two dimensional browser where the red dot shows the 
subject’s area of visual attention.  Each key frame shows 
WKH�VXEMHFW�¿[DWLQJ�RQ�³HGJHV´�RU�VDOLHQW�GLIIHUHQFHV�LQ�WKH�
space.  
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Figure 83: This screen capture from 
our three dimensional browser shows 
both the view of the subject on the right 
as a two dimensional image with the sub-
ject’s point of visual attention as a red 
dot, with the three dimensional point 
cloud aligned with the image.  On the left, 
the subject situated in the three dimen-
sional construction as viewed from a sim-
ulated third person perspective.  Here we 
see the subject on the landing, midway 
up the stairs, inspecting the space he an-
ticipates to arrive at, as it becomes visible 
from his current elevation.

Figure 82: The subject walked up 
D�ÀLJKW� RI� VWDLUV� IURP� WKH� VHFRQG� WR� WKH�
WKLUG� ÀRRU� RI� WKH� 6WDWD� FHQWHU� DW� 0,7���
7KLV�LV�WKH�VXEMHFW¶V�¿UVW�HQFRXQWHU�ZLWK�
this space.  The red pyramids are the 
pose of the subject in the space.  This 
capture lasted 30 seconds.  
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Figure 84: This image is a screen cap-
ture from the three dimensional browser 
that shows 87 keyframes that were used 
in the SfM construction.  From these im-
ages, even without the point cloud, we 
can make out the typology of the space. 

Figure 85: Side elevation view that 
shows the cones of visual attention and 
the points in the three dimensional mod-
el that intersect the cones.  
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VHFRQGV�� WKH� GHQVLW\� RI� ¿[DWLRQV� UHYHDO� WZR�PDLQ�PRWLIV��
that of motor planning and curiosity driven inspection.  
� ,Q�PRWRU�SODQQLQJ��WKH�VXEMHFW�¿[DWHV�RQ�WKH�HGJHV�
RI�WKH�VWDLU�WUHDGV�RI�HDFK�ÀLJKW�SULRU�WR�DVFHQGLQJ���7KLV�LV�
visible in the three dimensional browser, where the cones 
of visual attention show a distinctive pattern as the subject 
EHJLQV�DVFHQGLQJ�WKH�¿UVW�ÀLJKW�RI�VWDLUV��DQG�DJDLQ�DIWHU�WKH�
¿UVW�ODQGLQJ��
 The second motif becomes apparent as soon as 
motor planning does not seem to require visual attention.  
Here the patterns of visual attention can be characterized 
E\� DQ� DOWHUQDWLRQ� RI� ¿[DWLRQV� EHWZHHQ� IHDWXUHV� LQ� FORVH�
SUR[LPLW\�� VXFK� DV� WKH� KDQGUDLO�� DQG� GLVWDQW� ¿[DWLRQV�
toward the unfolding space at the top of the stairs.  

Discussion
 In conducting these trials we have accumulated 
a wealth of information, only a fraction of which we have 
been able to analyze at the time of writing.  As we have 
demonstrated, the amount of information the human eyes, 
and brain, are able to process even within a short duration 
of 10 to 30 seconds is astounding.  Furthermore, what we 
as observers can learn about a human experience — even 
in what may seem like incredibly brief temporal slices — 
QRW�RQO\� FRQ¿UPV�SULRU� UHVHDUFK�EXW��ZH�EHOLHYH�� VHWV� WKH�
foundations for future work in studying spatial experiences.  
� 7KH� ¿UVW� WZR� WULDOV� ZH� SUHVHQW� VHUYH� WZR� PDLQ�
purposes.  First, they support prior research human vision 
on a physiological and psychological level.   For example, we 
KDYH�FRQ¿UPHG�WKDW�QRW�RQO\�GR�KXPDQV�QHHG�WR�PRYH�WKHLU�
eyes in order to process their surrounding environment, but 
they also are unconscious of their own eye movements.  By 
recording the subject and employing speak aloud protocols, 
we gain insight into what the human subject believes that 
they are doing – or a glimpse of a subject’s cognition.  By 
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correlating the audio recordings and the patterns of visual 
DWWHQWLRQ� LQ� WKHVH� WULDOV� ZH� KDYH� FRQ¿UPHG� WKDW� KXPDQ�
vision is motivated both by high level cognitive demands 
and salient features in the world.  Second, these early trials 
demonstrate the precision and capabilities of Pupil.  We 
DUH�FHUWDLQO\�QRW�WKH�¿UVW�WR�FRQVWUXFW�D�KHDG�PRXQWHG�H\H�
tracking prototype.  However, with Pupil, we are able 
to capture the world with higher spatial resolution and 
movements of the eye at higher temporal resolution than 
most commercial solutions.  Furthermore, to our knowledge, 
ZH�DUH�WKH�¿UVW�UHVHDUFKHUV�WR�VLWXDWH�YLVXDO�DWWHQWLRQ�LQ�D�
three dimensional space.  The Hayden Library  trial serves 
as a demonstration of the precision of our instruments and 
the novelty of our representational methods.  
 Beginning with the third trial, constraints on the 
subjects are considerably relaxed in comparison with the 
prior two trials.  In the third trial the subject is allowed to 
freely move through a space while primed to search for “the 
highest room number.”  What we have learned from this trial 
is that verbal priming, or motivation, serves as a constraint 
in the task of visual search.  As the subject was searching for 
“room numbers,” the space of his search was constrained 
within a horizon area roughly between a door handle and 
top of a door.  The particularities of these constraints leads 
to questions about the prior experience and background 
RI�WKH�VXEMHFW�DQG�WKH�GHVLJQ�RI�WKH�VSDFH�� �6SHFL¿FDOO\� LQ�
the second trial, we observe the subject attending to the 
small placards in search of room numbers and projecting 
signage, but not to the “super graphics.”  From a design 
perspective we could begin to inquire into how the scale of 
informational graphics affect the experience of a space and 
attention of a subject.   
 In the fourth trial a subject, a designer, is asked 
to critique a space while moving through the space freely.  
,Q�WKLV�WULDO�ZH�REVHUYH�WKDW�WKH�VXEMHFW¶V�¿HOG�RI�YLVLRQ�LV�
much less constrained in comparison to trials that involve 
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visual search tasks.  This trial reveals interesting 
phenomena between vision and speech, where the 
subject’s visual attention precedes verbal description 
or critique.  Furthermore, we observed that the area 
of visual attention is in direct relationship to the 
topic of critique.  At moments when the subject is 
making a comparative spatial critique, the area of 
visual attention can be observed to be jumping back 
and forth in the space and making cycles, revisiting 
SULRU� DUHDV� RI� ¿[DWLRQ�� � :H� DOVR� IRXQG� WKDW� WKH�
subject attended to edges or corners when discussing 
geometric relationships.  In this trial, the subject was 
critiquing the collision between geometric primitives 
that intersect at skewed angles.  
� ,Q�WKH�¿IWK�WULDO��ZH�LQYHVWLJDWH�ZKDW�ZH�DVVXPH�
to be different visual tasks and the shift between the 
two tasks.  In this trial the subject was walking up a 
ÀLJKW�RI�VWDLUV�WKDW�KH�KDG�QHYHU�H[SHULHQFHG�SULRU�WR�
this trial.  Prior to ascending the stairs we observe 
WKH� VXEMHFW� ¿[DWLQJ� RQ� WKH� HGJHV� RI� VWDLU� WUHDGV�� D�
task that appears to be crucial for motion planning.  
We believe that the visual planning of motion occurs 
prior to the physical movement.  Interleaved between 
these planning motifs are patterns of visual attention 
that seem to be driven by the curiosity of the subject.  
7KHVH�¿[DWLRQV�DUH�FRQFHUQHG�ZLWK�ERWK�FORVH�VPDOO�
details and distant investigations into the gradually 
unfolding space at the top landing of the stairs.  
This dichotomy becomes apparent in our three 
dimensional browser.  By examining the cones of 
visual attention alone, the typology of the space and 
the subject’s motivations and actions are revealed.           
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        In the process of development of Pupil, we have 
discovered many new areas of inquiry that we would 
have liked to pursue but were limited by the duration 
of our thesis.  Furthermore, by conducting a series 
of trials, some of which are included in this book, we 
KDYH� LGHQWL¿HG� GH¿FLHQFLHV� LQ� RXU� LQVWUXPHQWV� DQG�
representational methods.  In this section we will 
outline areas of inquiry for future research and the 
next steps for the development of our platform. 

Three Dimensional Browser
��        Play interpolated video.  Currently our 
three dimensional browser uses only a subset 
of the video stream captured by Pupil.  This 
means that we are only showing a fraction of 
the information that we have collected.  In order 
to more fully represent the space of human 
experience, it will be necessary to include a 
higher temporal resolution.  We imagine that 
this feature could still employ what we call 
“keyframes” to mark frames used in the SfM 
pipeline, but would allow the video to play 
along a Bezier curve between these keyframes.  

��        Improve 3D navigation.  Currently 
navigation uses a three button mouse and a 
NH\ERDUG� DV�PRGL¿HU� NH\V� IRU� SDQQLQJ�� � 7KLV�
is enabled by GlumPy’s wrapper around 
OpenGL’s GLUT event handlers.  As the 
GlumPy project is rather young the GLUT back 
end is not fully developed and some keys are 
not accessible.  Minor changes need to be made 
in order to make the navigation smoother and 
more friendly to the user by enabling zooming 
with a scroll wheel, for example.  Of course, one 
could also imagine other modes of navigation 

Future Work
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that involve eye movements themselves, not as 
a “pointer” but as an extension of the body in a 
virtual space.  

��        Associate points with images.  After 
performing bundle adjustment with Bundler, 
we have a known correspondence between 
the three dimensional points and the two 
dimensional images.  With only a few small 
steps we can read these correspondences from 
WKH� EXQGOH�RXW� ¿OH� DQG� DVVRFLDWH� WKHVH� SRLQWV�
with each image.  This would provide a didactic 
understanding of how SfM works as well as 
an analytical tool to inspect which points are 
visible from each image – or each position of the 
subject in space.  This feature would also enable 
a more precise calculation of intersections 
between the area of visual attention and the 
point cloud. 

��        With video playback we will integrate audio 
output. The audio signal could be visualized as 
an abstract two or three dimensional object in 
the three dimensional browser environment. 

��        Transcription of the audio track could 
lead to annotation of the audio object and 
correlation of audio annotation and points of 
visual attention.

��        Points of visual attention could then be 
tagged with symbols, either based on audio-
visual correlation, computer based object-
recognition or human assisted tagging.

��� � � � 'XULQJ� ¿[DWLRQV�� WKH� DUHD� RI� YLVXDO�
attention often appears to be glued to a feature 
of interest, despite rapid head movements. 
%HFDXVH� VXFK�¿[DWLRQ�PDNHV�KHDY\�XVH�RI� WKH�
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YLVXDO�VWDELOL]DWLRQ�DQG�FRPSHQVDWLRQ�UHÀH[HV��
raw pupil position data shows movement. If 
we were to asses the movement of the area of 
visual attention in the world view using optical 
ÀRZ�� ZH� ZLOO� EH� DEOH� WR� FDOFXODWH� � UHODWLYH�
displacements of the center of the pupil on 
world space in relation to such features on the 
actual world image. This way we should be able 
WR�GHWHFW�¿[DWLRQ�HYHQ�XQGHU�KHDG�PRYHPHQWV��

��    The pupil position signal could then be 
DQDO\]HG��¿OWHULQJ��3&$��))7��DQG�YLVXDOL]HG�

��    Because the relative movements of 
¿[DWLRQV�KDYH� FKDUDFWHULVWLF� VLJQDO� SURSHUWLHV��
machine learning algorithms could be trained 
WR� GLVFULPLQDWH� EHWZHHQ� VDFFDGHV�� ¿[DWLRQV�
DQG� GULIW�� 6XFK� FODVVL¿FDWLRQ� FRXOG� EH� DGGHG�
to the pupil positions and used for evaluation 
and analyses in the two dimensional and thee 
dimensional browser.

��    Improved representation of peripheral vs. 
foveal vision.  Currently we do not represent 
the area of peripheral vision in the three 
dimensional browser.  We would like to enable 
a representation where the three dimensional 
points attended to are illuminated and in color, 
while the all that is peripheral is gray scale and 
potentially blurred.   

SfM-Pipeline
    The three dimensional pipeline worked and 
produces useful, accurate and rich output, but was 
rather picky and would occasionally fail.  We believe 
WKLV� KDSSHQHG�ZKHQ� LPDJH� TXDOLW\�ZDV� LQVXI¿FLHQW��
the image stream had spatial discontinuities, and 
spaces yielded few useful features.
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    The structure from motion library we use makes 
no assumption about the order or spatial continuity 
of the input image set, without these assumptions 
many constraints inherent to the captured images 
are disregarded.  In future implementations we plan 
to address this issue and hope to increase speed and 
robustness the 3D constructions by exploiting the 
additional constraints.  Ideally we would have time to 
write our own bundle adjustment algorithms.

��        Use of system constraint.  Currently our SfM 
Pipeline assumes an unordered set of images, 
without spatial and temporal consistency.  Our 
trials are always temporally ordered, therefore 
we hope to use this constraint to improve the 
quality of SfM constructions.  Due to these 
known constraints, we believe that we could 
implement a real time sparse reconstruction 
that would result in projection matrices 
from a sparse set of features tracked between 
sequential frames of a video stream.

��        Compare and benchmark different feature 
detectors in a real life example.  We have 
already implemented other feature detection 
algorithms in the SfM pipeline from the OpenCV 
library.  However, we have yet to test other 
feature detection algorithms other than SIFT.  
In order to determine which feature detection 
algorithms are best suited for a scene and for 
6I0�EXQGOH�DGMXVWPHQW��ZH�ZRXOG�QHHG�WR�¿UVW�
benchmark the performance of each with a real 
life example.  In the future it may be possible 
to employ more than one feature detection 
algorithm in order to improve performance.   

��        Multi thread key point matching.  Many 
elements of our SfM Pipeline are already multi 
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threaded, leveraging the power of contemporary 
multi core processors.  One bottleneck however 
in our pipeline is the key point matching 
routine, which uses a k-d tree to cluster and 
correlate the potential matches between 
features.  This process takes a lot of time and 
could be improved by parallel processing.

��       Multi core bundle adjustment.  Currently 
bundle adjustment algorithms we are using are 
only running on a single core.  Other algorithms, 
optimized for multi core processors exist and 
are available as open source.1  

��        Add to existing 3D construction.  We 
have implemented a way to add to the current 
SfM construction, using features available in 
the bundler package.  This feature allows us 
to calculate new projection matrices given an 
existing model.  However, this does not allow 
us to add new three dimensional points to the 
construction.  This feature would be useful not 
only for the calculation of the points, but on a 
higher level to inspect the relationship between 
a subject returning to a space or the overlapping 
paths of multiple subjects.

Two Dimensional Browser
��        Proper timeline scrubbing.  Once we have 
a proper decoder for the video compression we 
will be able to know exactly where keyframes 
are located in the video stream and interpolate 
between these smoothly.  This would allow one 
to scrub through the video instead of stepping 
and playing as is currently implemented. 

��        Visualize sound as a spectrogram.  By 
visualizing the sound as a spectrogram, we can 

93. Changchang Wu, “Multicore Bundle Adjustment” 
http://grail.cs.washington.edu/projects/mcba/, visited 
May, 2012;  Ceres Solver Project Page, “Ceres-Solver: A 
Nonlinear Least Squares Minimizer,” Visited, May 2012. 
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identify human speech events.  

��        Better representation of peripheral vs. 
foveal vision.  Currently we show the area of 
attention as a dot superimposed on the video 
stream.  This area should serve as an elliptical 
mask.  Outside of this mask we would simulate 
peripheral vision with a Gaussian blur over 
a grayscale image.  The blur falloff would be 
calibrated based on physiological constraints of 
the human eye. 

Capture Routine
        As future work increases in tracking robustness 
under varying lighting conditions will be addressed 
as we would like to be able to fully rely of this part of 
the system without having to occasionally check the 
results during the trail runs. Potential strategies for 
improvement are:

��        Using the Canny edge detection algorithms 
DQG�DUF�¿WWLQJ�LQ�FRPELQDWLRQ�ZLWK�D�5DQGRP�
6DPSOH� &RQVHQVXV� �5$16$&�� VFKHPH� WR� ¿QG�
the pupil center.2

��        Using RANSAC for calibration surface 
¿WWLQJ�

��        Another potential area of improvement 
would be speeding up bundle adjustment to 
allow for real-time 3D pose estimation in three 
dimensional space. Thus allowing for real-time 
interaction with a 3D-construction of the scene 
as experienced by the subject.

Electronics 

94. Martin A. Fischler and Robert C. Bolles (June 1981). 
“Random Sample Consensus: A Paradigm for Model Fitting 
with Applications to Image Analysis and Automated Cartog-
raphy”. Comm. of the ACM 24 (6): 381–395.
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        Improvements in electronics design of the 
capture system are driven by afford ability, reduction 
of system complexity, and reduction of visual and 
ergonomic obtrusiveness:

��        Reduce PCB footprint

��        Reduce component count

����������2Q�ERDUG�LPDJH�¿OWHULQJ�ZRXOG�DOORZ�IRU�
less load on the data interface and computational 
processing on the host computer.

Headset
��    Find ways to allow it to be used in conjunction 
with eye-glasses.

��    Explore different material options.
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 In this thesis we have provided a theoretical 
framework for the study of the nature of a human 
experience – vision – through a survey of historical 
precedents and contemporary theory.  We have 
developed our own studies on the relationships 
between a human subject and a constructed 
environment using a custom designed hardware and 
software platform that we developed – PUPIL.  Trials 
were conducted using the platform we developed that 
ERWK�UHÀH[LYHO\�UHYHDOHG�WKH�ELDVHV�DQG�DVVXPSWLRQV�
of our prototype and took steps toward understanding 
the complex relationships of a human experience 
of space.  Our inquiry into this relationship began 
with a simple question, what does one really see as 
they move through a space?  While this question 
may ultimately be unanswerable, we believe that we 
KDYH� WDNHQ� VLJQL¿FDQW� VWHSV� WRZDUGV� IUDPLQJ� WKLV�
question and have developed an arsenal of tools 
that will enable us and others in a diverse range of 
GLVFLSOLQHV� WR� SXUVXH� DQG� UH¿QH� WKHVH� TXHVWLRQV� LQ�
the near future.  The representation of human vision 
has, and will continue to be contested territory in 
GRPDLQV� WKDW� PDNH� FODLPV� WR� TXDQWL¿FDWLRQ�� WUXWK��
DQG� REMHFWLYH� NQRZOHGJH�� � ,Q� GLYHUVH� ¿HOGV�� IURP�
experimental psychology to architectural design – we 
¿QG�D�FROOLVLRQ�EHWZHHQ�DUW�DQG�VFLHQFH�DQG�UHYHUVDOV�
in the subjectivity/objectivity dipole.  We examine 
how representations of vision reveal how objectivity is 
constructed through different attitudes and practices 
in representation and instrumentation.  Furthermore, 
the discussion of an intercalated v between 
instrumentation, experimentation, and theory allows 
us to better situate not only the work of the historical 
actors we survey, but our own research, where we are 
developing new instruments that may enable us to see 
the world differently – to see how we see.  

Conclusion
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� 2EMHFWLYLW\�LV�QRW�¿[HG��LW�LV�D�FRQVWUXFWLRQ�WKDW�
is made manifest in representations.  This process 
of constructing objectivity is always a negotiation 
or series of exchanges instrumentation, theory, and 
experimentation.
 We conceptualize human vision as 
information processing, rather than image 
formation, as it allows us to make connections 
between the physiological realities of human vision 
and the algorithmic constructions of computer 
vision, but also because as a metaphor it immediately 
disassociates representations of vision from the 
realities of human vision.  This position reinforces 
a theoretical framework that reveals the roots of a 
malleable and shifting epistemology of objectivity and 
simultaneously allows one to appreciate the known 
physiological realities of human vision.  As we now 
understand it, the physiological realities of human 
vision reveal that what we actually see is a visually 
fragmented world.  The continuous world, that we 
perceive to “see,” is a sophisticated construction of 
information processed.  Our eyes move rapidly to 
scan through the world and send salient information 
about the environment around us to the optical 
nerves and up to the brain to be processed.  
 We capture the positions of the pupil as an 
artifact of the selective process of spatial experience, 
unique to each subject.  These physiological artifacts, 
LQ� FRPELQDWLRQ� ZLWK� ¿OP� UHFRUGV� RI� WKH� VXEMHFW¶V�
¿HOG�RI� YLHZ�SURYLGH�XV� LQVLJKW� LQWR�ERWK� WKH�ZD\�D�
subject processes information of an environment 
and the environment as image.  We have developed 
representational methods that coordinate a subjective 
experience and images of that environment, spatially 
and temporally.  This results in a dense cloud of 
light points that can be read as analytic records 



Conclusion 166

RI� D� VSHFL¿F� VSDFH� DQG� WKH� SRVLWLRQ� RI� D� VXEMHFW�
situated within that space at a moment in time.  
These resulting representations are constructions 
that were made possible through the development 
of new instrumentation — PUPIL.  With these 
representations we hope to understand how a human 
attends to a space and perhaps how one constructs a 
story of their experience in a space.  
 We have provided the instrumentation, 
and have established a theoretical framework, and 
representational methods.  Many of the questions we 
initially posed and developed during the course of 
this thesis remain open. However, we believe the next 
steps are incredibly promising and we hope that this 
line of inquiry will be continued by other researchers 
LQ�GLYHUVH�¿HOGV�������������������
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matches between each feature descriptor.  Matches calculated as outliers are indicated with a red 
‘x.’ A white rectangle is drawn on top of the right image which represents the perspective transfor-
mation of the left image onto the right image using the Homography matrix computed from the 
matches between the two images. 121

Figure 65: Two images of the courtyard (as seen in preceeding Figure).  Matched features from 
the images are used to compute a homographic transformation between the two sets of key points.  
After the homography is found, the image on the left is warped with a perspective transformation (a 
W\SH�RI�DI¿QH�WUDQVIRUPDWLRQ��ZLWKLQ�WKH�VSDFH�RI�WKH�ULJKW�LPDJH�ZLWK�WUDQVSDUHQF\���� 121

Figure 66: [Facing Page] Pinhole Camera Diagrams: Different geometric objects being captured on 
the image plane of a pinhole camera. Note, the image plane is shifted in front of the optic in order 
to emphasize the geometric relationships between the optic and the image sensor.  In a real camera 
the image sensor is behind the optic, but this causes the images to be inverted and convolutes the 
diagrammatic clarity.  In this representation all the geometric principles in optics are preserved 
despite the shift in the image sensor plane. 123

Figure 67: [top] A three dimensional rectangular prism in the worldview is captured on the image 
sensor. The image of the prism is inverted as the rays from the world pass through the single point 
of the pinhole camera. [bottom] The sensor plane is shifted in front of the lens for geometric clarity.
 123

Figure 68: Pinhole Camera Cross Section: [top] The three dimensional points U, V in object in the 
world are projected to the image plane as the points u, v. [middle] Two triangles can be formed 
between the points u,v and the optical center and U, V and the optical center. [bottom] Similar 
triangles ABC and abc. 124

Figure 69: Projection model diagram. Black edges of the pyramid connect the extents of a rectangu-
lar image sensor or image plane to an apex or camera center. Green dashed lines are imaginary rays 
that relate real world coordinates to coordinates in the image plane. We use this pyramidal diagram 
to graphically represent the attributes of the projection matrix.  127

Figure 70: Structure from motion Diagram.  Three images and their associated image pyramids 
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that represent the pose and focal length of the camera.  The dashed lines show how the object in the 
scene maps to the two dimensional planar surface.   130

Figure 71: Diagram of the Structure from Motion Pipeline.  The the gray box on the left shows the 
SURJUDP�ÀRZ�RI�WKH�6I0�3LSHOLQH���7KH�JUD\�ER[�RQ�WKH�ULJKW�VKRZV�WKH�LQSXW�DQG�RXWSXW�¿OHV�RI�WKH�
SfM Pipeline at various stages in the process.  This process begins with input from the Two Dimen-
sional Browser. 132

)LJXUH�����'LDJUDP�RI�WKH�7KUHH�'LPHQVLRQDO�%URZVHU�SURJUDP�ÀRZ���7KH�WKH�JUD\�ER[�RQ�WKH�WRS�
VKRZV�WKH�¿OH�V\VWHP�DQG�WKH�¿OHV�XVHG�WR�FRQVWUXFW�WKH�YLVXDOL]DWLRQ�LQ�WKH�EURZVHU���7KH�JUD\�ER[�
on the bottom  shows the modules and processes used to prepare different media for the browser 
and synchronize streams in time.  The display function spawns an OpenGL window to visualize 
YHUWH[�EXIIHU�REMHFWV��LPDJH�WH[WXUHV��SRLQWV��FRQHV�RI�YLVXDO�¿[DWLRQ��� 135

Figure 73: Subject performing calibration routine. 140

Figure 74: Reading a text as a simple test.  Red dot shows the subject’s point of visual attention 
overlaid onto a text that the subject is reading.  141

Figure 75: Subject observing and moving about a sculpture outside of Hayden Library at MIT.  
Sculpture by Dimitri Hadzi, “Elmo-MIT,” 1963.  142

Figure 76: Looking through the image pyramid of a single key frame.  The red point shows the 
center of the subject’s visual attention.  Here the subject is attending to the contour of the sculpture.    
 144

)LJXUH�����7KH�VDPH�IUDPH�DV�WKH�SUHYLRXV�¿JXUH��QRZ�REVHUYHG�IURP�D�VLPXODWHG�WKLUG�SHUVRQ�
perspective.  The red pyramid represents the projection matrix corresponding to that image and the 
subject’s pose in the world at that instant in time. The space constructed using SfM is shown here 
as a dense point cloud.  The white cone describes the subject’s volume of visual attention.  This cone 
intersects with the three dimensional points, revealing the relationship between the subject’s gaze 
and the world.   144

Figure 78: Birds eye perspective that shows 90 keyframes captured from a single subject as they 
moved about the sculpture. The visual “tracing” of the a sculpture’s horizontal contour is well vis-
ible in this image. 145

Figure 79: Elevation perspective that shows 90 keyframes captured from a single subject as they 
moved about the sculpture.  Looking from a side view, the subject’s physical height becomes visible.  
All frames are constrained to a small band of variance in the vertical dimension. 145

Figure 80: Three key frame images extracted from the two dimensional browser where the red dot 
shows the subject’s area of visual attention.  Each key frame shows the subject reading room num-
bers as they moved through the student street in the Stata center at MIT.   146

Figure 81: Three key frame images extracted from the two dimensional browser where the red dot 
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or salient differences in the space.   147
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FHQWHU�DW�0,7���7KLV�LV�WKH�VXEMHFW¶V�¿UVW�HQFRXQWHU�ZLWK�WKLV�VSDFH���7KH�UHG�S\UDPLGV�DUH�WKH�SRVH�
of the subject in the space.  This capture lasted 30 seconds.   148

Figure 83: This screen capture from our three dimensional browser shows both the view of the sub-
ject on the right as a two dimensional image with the subject’s point of visual attention as a red dot, 
with the three dimensional point cloud aligned with the image.  On the left, the subject situated in 
the three dimensional construction as viewed from a simulated third person perspective.  Here we 
see the subject on the landing, midway up the stairs, inspecting the space he anticipates to arrive at, 
as it becomes visible from his current elevation. 148

Figure 84: This image is a screen capture from the three dimensional browser that shows 87 key-
frames that were used in the SfM construction.  From these images, even without the point cloud, 
we can make out the typology of the space.  149

Figure 85: Side elevation view that shows the cones of visual attention and the points in the three 
dimensional model that intersect the cones.   149
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