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 Euclidean space ℝ𝒏

 Unit sphere 𝑺𝒏−𝟏

 Stiefel manifold 𝑽𝒌 ℝ𝒏

orthonormal k-frames

 Grassmann manifold  Gr 𝒌, 𝑽
k-dimensional linear subspaces of V

 Rotation group SO(𝒏)
 Semidefinite matrices 𝑺+

𝒏

From “Optimizing in smooth waters: optimization on manifolds” (Boumal, 2015)



SfM (Princeton Vision & Robotics group)

Search space: set of rotations

Slide courtesy Nicolas Boumal



https://elifesciences.org/articles/37558



Search space: cloud of points, up to rigid motion

Slide courtesy Nicolas Boumal



constraint

Example:



Constraints cut out a 
nonconvex, curved set in ℝ𝟑×𝟑

Naively:  Degree 2 & 3 polynomials

https://www.researchgate.net/figure/Visualization-of-the-spherical-and-Hopf-coordinates-on-SO3-using-angle-and-axis_fig1_45098059









http://opentranscripts.org/transcript/katherine-cross-at-the-conference-2015/



https://www.shutterstock.com/video/clip-27741358-beautiful-tiny-ladybug-on-corn-leaf-slow-mo



Optimize without stepping 
off of the manifold

https://afonsobandeira.files.wordpress.com/2015/03/steepestdescent_compare_euclidean_sphere.png



Gradient descent on ℝ𝒏

https://saugatbhattarai.com.np/what-is-gradient-descent-in-machine-learning/



What are the 
constituent parts of 
gradient descent?



Gradient descent on ℝ𝒏

Gradient direction

Means of walking along the domain



Gradient descent on ℝ𝒏

Gradient direction

Means of walking along the domain

Manifold gradient descent (roughly)



 Practical perspective:

Better algorithms
Automatic constraint satisfaction, 
specialized to the space

 Theoretical perspective:

Elegant mathematical 
characterization
Generalize convexity, gradient descent, …







nicolasboumal.net/#book



Proposition. 𝒅𝒇𝒙𝟎 is a linear operator.

Note: Technically we derived the 1D version.  Nothing changes!



Skipping:
Independence of choice of 𝒈.



Gradient descent on ℝ𝒏

Gradient direction

Means of walking along the domain

Manifold gradient descent (roughly)





𝜸𝒗 𝟏 where 𝜸𝒗 is 
(unique) geodesic from p

with velocity v.

https://en.wikipedia.org/wiki/Exponential_map_(Riemannian_geometry)



Straightest Geodesics on Polyhedral Surfaces (Polthier and Schmies)



From “Optimization Algorithms on 
Matrix Manifolds” (Absil et al.)



Same 
distance?

Pair (𝑴, 𝒈) of a differentiable
manifold 𝑴 and a pointwise 
positive definite inner product per 
point 𝒈𝒑 ⋅,⋅ : 𝑻𝒑𝑴× 𝑻𝒑𝑴 → ℝ.



Symmetric, bilinear, 
positive definite form





Claici, Bessmeltsev, Schaefer, and Solomon. "Isometry-Aware Preconditioning 
for Mesh Parameterization." SGP 2017, London. 



 Metric tensor 𝒈 ∈ ℝ𝒏×𝒏

 Gradient in coordinates 𝛁𝒇 ∈ ℝ𝒏





Gradient descent on ℝ𝒏

Gradient direction

Means of walking along the domain

Manifold gradient descent (roughly)



Identical strategies to Euclidean case:

• 𝜶𝒌 =
𝟏

𝒌

• Backtracking
• 1D optimization

https://www.phy.ornl.gov/csep/mo/node9.html

Advanced topic: 

Sufficient decrease



<omit>

Tough to define
On manifolds gives a different search direction



<omit>

https://www.groundai.com/project/non-convex-optimization-for-machine-learning/1





https://math.stackexchange.com/questions/2219831/difference-of-vectors-living-in-different-tangent-spaces



Project ambient gradient into the tangent plane



 Exponential map

 Projection









On the board:
• Relationship to eigenproblems
• Intrinsic gradient
• First-order algorithm
• Extension:  refining eigenvector estimates

Assume A is symmetric



 Exponential map

 Projection





On the board:
• Relationship to PCA
• Extensions:  Robust PCA, regularized PCA
• Intrinsic gradient
• First-order algorithm





From “Linear Dimensionality Reduction: Survey, Insights, and Generalizations”
(Cunningham & Ghahramani; JMLR 2015)











https://github.com/NicolasBoumal/manopt/tree/master/examples
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