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**Abstract**

This paper introduces Tiramisu, a polyhedral framework designed to generate high performance code for multiple platforms including multicores, GPUs, and distributed machines. Tiramisu introduces a scheduling language with novel extensions to explicitly manage the complexities that arise when targeting these systems. The extensions include explicit communication, synchronization, and mapping buffers to different memory hierarchies. Tiramisu relies on a flexible representation based on the polyhedral model and explicitly uses a well-defined four-level IR that allows full separation between the algorithms, loop transformations, data-layouts, and communication. This separation simplifies targeting multiple hardware architectures with the same algorithm. We evaluate Tiramisu by writing a set of image processing and stencil benchmarks and compare it with state-of-the-art compilers. We show that Tiramisu matches or outperforms existing compilers on different hardware architectures, including multicore CPUs, GPUs, and distributed machines.

**1 Introduction**

Generating efficient code for high performance systems is becoming more and more difficult as these architectures are increasing in complexity and diversity. Obtaining the best performance requires complex code and data layout transformations, management of complex memory hierarchies, and efficient data communication and synchronization.

For example, consider generalized matrix multiplication (gemm), which computes $C = \alpha AB + \beta C$ and is a building block of numerous algorithms, including simulations and convolutional neural networks. Highly-tuned implementations require fusing the multiplication and addition loops, as well as applying two-level tiling, vectorization, loop unrolling, array packing [15], register blocking, and data prefetching. Furthermore, tuned implementations separate partial tiles from full tiles, since partial tiles cannot fully benefit from the same optimizations. High performance GPU implementations require even more optimizations. Memory accesses should be coalesced, and data movement must be managed between global memory, shared memory, and registers, with synchronization primitives inserted where necessary. Automatically generating such complex code is still beyond the capabilities of state-of-the-art compilers. The importance of kernels such as gemm, along with the immense complexity of optimized implementations, motivate vendors to release highly hand-optimized libraries for such kernels. However, for most users, obtaining this level of performance for their own code is challenging, since the effort required to explore the space of possible implementations is intractable when hand-coding complex code transformations.

Previous work using the polyhedral model has shown success in implementing complex iteration space transformations [8, 17, 33, 40, 42, 44], data locality optimizations [16, 23], and memory management optimizations [10, 12, 25, 34, 39]. Although polyhedral compilers are able to represent these program and data transformations, they are still not successful in selecting transformations for the best performance. They still do not match the performance of highly hand-optimized kernels such as gemm. Blue bars in Figure 1 show the performance of state-of-the-art polyhedral compilers for gemm compared to the Intel MKL [22] and Nvidia cuBLAS [31] libraries. Fully-automatic polyhedral compilers such as Polly [17], Pluto [8], and PENCIL [2, 3] improve
productivity, but fail to obtain the desired level of performance since their search techniques consider only a subset of the necessary optimizations and they rely on less accurate machine models, leading the compiler to make suboptimal decisions. Other polyhedral frameworks, such as AlphaZ [46] and CHiLL [9], eschew full automation and instead expose a scheduling language that enables users to productively explore the space of possible transformations. While these frameworks achieve better performance, their scheduling languages are not designed to target GPUs and distributed systems. For example, they do not allow the user to partition computations, send data across nodes, map buffers to GPU shared or local memory, or insert required synchronization.

In this paper, we introduce Tiramisu, a polyhedral compiler with a scheduling language featuring novel extensions for targeting multiple high performance architectures. Tiramisu is well suited for implementing data parallel algorithms (loop nests manipulating arrays). It takes a high level representation of the program (pure algorithm and a set of scheduling commands), applies the necessary code transformations, and generates highly-optimized code for the target architecture. In addition to scheduling commands for loop and data-layout transformations, the Tiramisu scheduling language introduces novel commands for explicit communication and synchronization, and for mapping buffers to different memory hierarchies. In order to simplify the implementation of the scheduling language, Tiramisu explicitly divides the intermediate representation into four layers designed to hide the complexity and large variety of execution platforms by separating the architecture-independent algorithm from the code transformations, data-layout, and communication. Tiramisu targets multicore CPUs, GPUs (CUDA), distributed architectures and FPGA. This paper presents the first three backends while Sozzo et al. [38] present an FPGA backend.

The use of a scheduling language has been shown to be effective for generating efficient code by multiple compilers including CHiLL, AlphaZ, and Halide [35, 36]. Halide is the most successful example as it is now used in production by multiple companies. In comparison with Halide in particular, in addition to the introduction of novel scheduling extensions, Tiramisu also fundamentally differs from Halide in that it relies on the expressive polyhedral representation instead of the interval-based representation used by Halide. This allows Tiramisu to express non-rectangular iteration spaces, to support programs with cyclic data-flow graphs, and to apply any affine transformation (including iteration space skewing), all of which are not possible in Halide.

This paper makes the following contributions:

- We introduce a polyhedral compiler with a scheduling language that features novel extensions for controlling data communication, synchronization, and for mapping to different memory hierarchies. These extensions enable targeting multiple high-performance architectures including multicore CPUs, GPUs, and distributed machines.
- We explicitly divide the intermediate representation into four layers to simplify the implementation of the scheduling language. The four-layer IR separates the algorithm from code transformations and data-layout transformations, allowing for portability and simplifying the composition of architecture-specific lowering transformations.
- We evaluate Tiramisu on a set of image processing and stencil benchmarks and compare it with Halide, an industrial compiler with a scheduling language, and with PENCIL, a state-of-the-art polyhedral compiler. We show that Tiramisu matches or outperforms existing compilers on different hardware architectures, including multicore CPUs, GPUs, and distributed machines.

2 Related Work

Polyhedral compilers with automatic scheduling. Polyhedral compilers such as PENCIL [3, 4], Pluto [8], Polly [17], Tensor Comprehensions [42], and PolyMage [30] are fully automatic. Some of them are designed for specific domains (such as Tensor Comprehensions and PolyMage), while Pluto, PENCIL, and Polly are more general. While such fully automatic compilers provide productivity, they may not always obtain the best performance. This is due to many reasons: first, these compilers do not implement some key optimizations such as array packing [15], register blocking, data prefetching, and asynchronous communication (which are all supported by Tiramisu); second, they do not have a precise cost-model to decide which optimizations are profitable. For example, the Pluto [8] automatic scheduling algorithm (which is used for automatic scheduling in Pluto, PENCIL, Polly, and Tensor Comprehensions) tries to minimize the distance between producer and consumer statements while maximizing outermost parallelism, but it does not consider the data layout, redundant computations, or the complexity of the control of the generated code. PolyMage uses a custom scheduling algorithm designed for image processing code, but such an algorithm does not address all the complexities that arise when targeting GPUs and distributed systems. Instead of fully automatic scheduling, Tiramisu uses a more pragmatic approach and relies on a set of scheduling commands, giving the user full control over scheduling.

Polyhedral frameworks proposed by Amarasinghe and Lam [1] and Bondhugula [7] address the problem of code generation for distributed systems. Tiramisu makes a different design choice, relying on the user to provide scheduling commands to control choices in the generated code (synchronous/asynchronous communication, the granularity of communication, buffer sizes, when to send and receive, the cost of communication versus re-computation, etc.).

Even though Tiramisu focuses on providing mechanisms for code optimization, it is still possible to build a framework that provides policy on top of Tiramisu (i.e., a framework
Tiramisu is a domain-specific language (DSL) embedded in C++. It provides a pure C++ API that allows users to write a high level, architecture-independent algorithm and a set of scheduling commands that guide code generation. The input Tiramisu code can either be written directly by a programmer, or generated by a different DSL compiler. Tiramisu then constructs a high level intermediate representation (IR), applies the user-specified loop and data-layout transformations, and generates optimized backend code that takes advantage of target hardware features (LLVM IR for multicores and distributed machines and LLVM IR + CUDA for GPUs).

### Scopes
Tiramisu is designed for expressing data parallel algorithms, especially those that operate over dense arrays using loop nests and sequences of statements. These algorithms are often found in the areas of dense linear algebra and tensor algebra, stencil computations, image processing, and deep neural networks.

### 3.1 Specifying the Algorithm
The first part of a Tiramisu program specifies the algorithm without specifying loop optimizations (when and where the computations occur), data-layout (how data should be stored in memory), or communication. At this level there is no notion of data location; rather, values are communicated via explicit producer-consumer relationships.

The algorithm is a pure function that has inputs, outputs, and a sequence of statements. The statements are called computations in Tiramisu. Flow-control around these computations is restricted to for loops and conditionals; while loops, early exits and GOTOs cannot be expressed. To declare a computation, the user provides both the iteration domain of the computation and the expression to compute.

### Table 1. Comparison between different frameworks.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Tiramisu</th>
<th>AlphaZ/PENCIL</th>
<th>Pluto</th>
<th>Halide</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU code generation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>GPU code generation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Distributed CPU code generation</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Distributed GPU code generation</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Support all affine loop transformations</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Optimize data accesses</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Commands for loop transformations</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Commands for optimizing data accesses</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Commands for communication</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Commands for memory hierarchies</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Limited</td>
</tr>
<tr>
<td>Expressing cyclic data-flow graphs</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Support non-rectangular iteration spaces</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Limited</td>
</tr>
<tr>
<td>Instance-wise, exact dependence analysis</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Compile-time affine-set emptiness check</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Implement support for parametric tiling</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

// Declare the iterators i, j and c. var i(0, N-2), j(0, M-2), c(0, 3);

// Algorithm.
bx(i,j,c) = (in(i,j,c)+in(i,j+1,c)+in(i,j+2,c))/3;
by(i,j,c) = (bx(i,j,c)+bx(i+1,j,c)+bx(i+2,j,c))/3;

Figure 2. Blur algorithm without scheduling commands.
Figure 2 shows a blur algorithm written in Tiramisu, using bx and by, which are the two computations in this algorithm. The first computation, bx, computes a horizontal blur of the input, while the second computation, by, computes the final blur by averaging the output of the first stage. The iterators i, j, and c in line 2 define the iteration domain of bx and by (for brevity we ignore boundary conditions). The algorithm is semantically equivalent to the following code.

```plaintext
for (i in 0..N-2) 
for (j in 0..M-2) 
for (c in 0..3)
bx[i][j][c] = (in[i][j][c] + in[i][j+1][c] + in[i][j+2][c])/3
```

3.2 Scheduling Commands

Tiramisu provides a set of high-level scheduling commands for common optimizations. Table 2 shows examples of these commands. There are four types of scheduling commands:

- Commands for adding synchronization operations: the commands are not expressive enough, the user can use any necessary synchronization.
- Commands for mapping loop levels to hardware. Examples of these include loop parallelization, vectorization, and mapping loop levels to a GPU block or thread dimension. For example calling C.vectorize(j, 4) splits the j loop by a factor of 4 and maps the inner loop to vector instructions.
- Commands for manipulating data: these include (1) allocating arrays; (2) setting array properties including whether the array is stored in host, device, shared, or local memory (GPU); (3) copying data (between levels of memory hierarchies or between nodes); and (4) setting array accesses. In most cases, users need only to use high level commands for data manipulation. If the high level commands are not expressive enough, the user can use the more expressive low level commands.
- Commands for adding synchronization operations: the user can either declare a barrier or use the send and receive functions for point-to-point synchronization.

The novel commands that Tiramisu introduces are highlighted in bold in Table 2. They include array allocation, copying data between memory hierarchies, sending and receiving data between nodes, and synchronization. Calls to cache_shared_at(), cache_local_at(), allocate_at(), copy_at(), barrier_at() return an operation that can be scheduled like any other computation (an operation in Tiramisu is a special type of computation that does not return any value). The operations cache_shared_at() and cache_local_at() can be used to create a cache for a buffer (GPU only). They automatically compute the amount of data that needs to be cached, perform the data copy, and insert any necessary synchronization.

The use of allocate_at(), copy_at(), and barrier_at() allows Tiramisu to automatically compute iteration domains for the data copy, allocation, and synchronization operations. This is important because it relieves the user from guessing or computing the iteration domain manually, especially when exploring different possible schedules. For example, consider the example of copying a buffer from global memory to shared memory in a loop nest executing on a GPU. The size of the area to copy and the iteration domain of the copy operation itself (which is a simple assignment in this case) depends on whether the loop is tiled, the tile size, and whether any other loop transformation has already been applied. Computing the area to copy in this case is non-trivial.

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C.tile(i, j, t1, t2, i0, j0, i1, j1)</td>
<td>Tile the dimensions (i,j) of the computation C by t1 x t2. The names of the new dimensions are (i0, j0, i1, j1), where (i0, j0) are the outer tiles and (i1, j1) are the inner tiles.</td>
</tr>
<tr>
<td>C.interchange(i, j)</td>
<td>Interchange the dimensions of C (loop interchange)</td>
</tr>
<tr>
<td>C.shift(i, s)</td>
<td>Loop shifting (shift the dimension i by s iterations)</td>
</tr>
<tr>
<td>C.split(i, s, t1, t2)</td>
<td>Split the dimension i by s x (t1,t2)</td>
</tr>
<tr>
<td>C.compute_all(j)</td>
<td>Compute the computation C in the loop nest of C at loop level j. This might introduce redundant computations.</td>
</tr>
<tr>
<td>C.unroll(i, v)</td>
<td>Unroll the dimension i by a factor v</td>
</tr>
<tr>
<td>C.after(B, i)</td>
<td>Indicate that C should be ordered after B at the loop level i (they have the same order in all the loop levels above i)</td>
</tr>
<tr>
<td>C.inline()</td>
<td>Inline C in all of its consumers</td>
</tr>
<tr>
<td>C.set_schedule()</td>
<td>Transform the iteration domain of C using an affine relation (a map to transform Layer I to II expressed in the ISL syntax)</td>
</tr>
</tbody>
</table>

The size of the area to copy and the iteration domain of the copy operation itself (which is a simple assignment in this case) depends on whether the loop is tiled, the tile size, and whether any other loop transformation has already been applied. Computing the area to copy in this case is non-trivial.
Tiramisu simplifies this step by computing the iteration domain and the area of data to copy from the schedule.

To illustrate more Tiramisu scheduling commands, let us take the blur example again from Figure 2, and map the two outermost loops of bx and by to GPU. The necessary scheduling commands are shown in Figure 3-(a) (left). The tile_gpu() command tiles the computations then maps the new loops to GPU block and thread dimensions. The compute_at() command computes the tiles of bx. This transformation introduces redundant computations (in this case) and is known as overlapped tiling [24]. cache_shared_at() instructs Tiramisu to store the results of the bx computation in shared memory. The subsequent scheduling command (store_in()) specifies the access functions of bx and by. In this case, it indicates that these computations are stored in a SOA (struct-of-array) data layout (to allow for coalesced accesses). The final commands create data copy operations (host-to-device and device-to-host) and schedule them.

Suppose now that we want to distribute the blur example and run it on a distributed system with multicore CPU nodes. Figure 3-(b) (left) shows the scheduling commands to use in this case. We assume that the array \( \text{in}[][][] \) is initially distributed across nodes such that the node with rank R has the chunk \( \text{in}[R\times(N/Ranks)...(R+1)\times(N/Ranks),*,*,*] \). The split() command splits the outer loop, i, of bx by a splitting factor of N/Ranks. It creates two new loops q and z such that the outer loop, q, iterates over the ranks (i.e. the number of processes we want to distribute). The q loop iterator will be mapped later to an MPI rank. We also parallelize the new inner loop, z, and perform the same transformations on by.

create_send() and create_recv() define communication, which in this case, sends \( N \times 2 \times 3 \) contiguous data elements between nodes starting from \( \text{in}(0,0,0) \). The receiving node write the sent data starting from \( \text{in}(0,N,0) \). Note that the buffer \( \text{in} \) in this case is local to one node. qs and qr represent the iteration domains of th send and receive operations. qs-1 and qr+1 represent the send’s destination node and the receive’s source node, respectively. {ASYNC} defines an asynchronous send and {SYNC} defines a synchronous receive. In this example, we explicitly specify the send and receive operations for illustrative reasons, instead of relying on Tiramisu to automatically insert them. Explicit send and receive operations are only useful if the array accesses or the iteration domain are not affine (more details...
about non-affine code in Sec.5.2) because in such cases automatically computing the amount of data to exchange may not be accurate (the experimental section shows such cases). Finally, we tag the appropriate loops (the outer loops of bx, by, s, and r), to be distributed (i.e., we tag each iteration to be run on a different node).

All the other scheduling commands in Tiramisu can be composed with transfers and distributed loops, as long as the composition is semantically correct.

4 The Tiramisu IR

The main goal of Tiramisu’s multi-layer intermediate representation is to simplify the implementation of scheduling commands by applying them in a specific order. This section illustrates why, and describes the layers of the Tiramisu IR.

4.1 Why a Multi-layer IR?

Most intermediate representations use memory to communicate between program statements. This creates memory-based dependencies in the program, and forces data-layout to be chosen before deciding how the code is optimized and mapped to hardware. Optimizing a program for different hardware architectures usually requires modifying the data-layout and eliminating memory-based dependencies since they restrict optimization [27]. Thus, any data-layout specified before scheduling must be undone to allow more freedom for scheduling, and the code must be adapted to use the data-layout best-suited for the target hardware. Applying these data-layout transformations and the elimination of memory-based dependencies is challenging [10, 12, 18, 25, 26, 28, 29, 34, 41].

Another example that makes code generation complicated is mapping buffers to shared and local memory on GPU. The amount of data that needs to be copied to shared memory and when to perform synchronization all depend on how the code is optimized (for example, whether the code has two-level tiling or not). The same applies to deciding the amount of data to send or receive when generating distributed code. Instead of listing all tuples in a set, we describe the set using affine constraints. An example of a set of integer tuples is

\[ S = \{(1, 1), (2, 1), (3, 1), (1, 2), (2, 2), (3, 2)\} \]

where \( i \) and \( j \) are the dimensions of tuples in the set.

A map is a relation between two integer sets. For example

\[ S1(i, j) \rightarrow S2(i + 2, j + 2) \text{ where } 1 \leq i \leq 3 \wedge 1 \leq j \leq 2 \]

is a map between tuples in the set \( S1 \) and tuples in the set \( S2 \) (e.g. the tuple \( S1(i, j) \) maps to the tuple \( S2(i + 2, j + 2) \)).

All sets and maps in Tiramisu are implemented using the Integer Set Library (ISL) [43]. We also use the ISL library notation for sets and maps throughout the paper.

4.3 The Multi-Layer IR

A typical workflow for using Tiramisu is illustrated in Figure 4. The user writes the first layer of Tiramisu (which is the pure algorithm) and then provides a set of scheduling commands. The first layer of the IR is then transformed to
lower layers, and finally Tiramisu generates LLVM or other appropriate low-level IR. Tiramisu uses integer sets to represent each of the four IR layers and uses maps to represent transformations on the iteration domain and data-layout. The remainder of this section describes the four layers of the Tiramisu IR.

### 4.3.1 Layer I (Abstract Algorithm)

Layer I of Tiramisu specifies the algorithm without specifying when and where the computations occur or how data should be stored in memory (data-layout) or communication. As this level has no notion of data location, values are communicated via explicit producer-consumer relationships.

Let us take the example of the code in Figure 2 and let us only consider the computation by for simplicity. It is represented in Layer I as follows.

\[
\{(by(i, j, c) : 0 \leq i < N - 2 \land 0 \leq j < M - 2 \land 0 \leq c < 3) : (bx(i, j, c) + bx(i + 1, j, c) + bx(i + 2, j, c)) / 3\}
\]

The first part of this line, \(\{by(i, j, c) : 0 \leq i < N - 2 \land 0 \leq j < M - 2 \land 0 \leq c < 3\}\), specifies the iteration domain of the statement, while the second part is the computed expression. The iteration domain is the set of tuples \(by(i, j, c)\) such that \(0 \leq i < N - 2 \land 0 \leq j < M - 2 \land 0 \leq c < 3\). Computations in Layer I are not ordered; declaration order does not affect the order of execution, which is specified in Layer II.

### 4.3.2 Layer II (Computation Management)

Layer II of Tiramisu specifies the order of execution of computations and the processor on which they execute. This layer does not specify how intermediate values are stored in memory; this simplifies optimization passes since these transformations do not need to perform complicated data-layout transformations. The transformation of Layer I into Layer II is done automatically using scheduling commands.

Figure 3-(a) (right) shows the first optimized version of the code, produced by the set of scheduling and data-layout commands on the left side. The corresponding Layer II representation for the by computation is shown below:

\[
\{by(l, 0(gpuB), j0(gpuB), i1(gpuT), j1(gpuT), c) : i0 = \text{floor}(i/32) \land j0 = \text{floor}(j/32) \land i1 = 0(\text{floor}(i/32)) \land j1 = 0(\text{floor}(j/32)) \land 0 \leq i < N - 2 \land 0 \leq j < M - 2 \land 0 \leq c < 3 : (bx(i0 + 32 + i1, j0 + 32 + j1, c) + bx(i0 + 32 + i1 + 1, j0 + 32 + j1, c) + bx(i0 + 32 + i1 + 2, j0 + 32 + j1, c)) / 3\}
\]

Computations in Layer II are ordered based on their lexicographical order. The set (purple text in the previous example) is an ordered set of computations. The tag gpuB for the dimension \(i0\) and \(j0\) indicates that each iteration \((i0, j0)\) is mapped to the GPU block \((i0, j0)\). In Layer II, the total ordering of these tuples determines the execution order.

Unlike the first layer, computations in this layer are ordered and assigned to a particular processor; we know when and where they will run. This order is dictated by *time dimensions* and *space dimensions*. Time dimensions specify the order of execution relative to other computations while space dimensions specify on which processor each computation executes. The ordering of the time dimensions determines the execution order of each computation. Space dimensions only indicate where computations run, and are distinguished from time dimensions using tags, which consist of a processor type followed by zero or more properties. Currently, Tiramisu supports the following space tags:

- cpu: the dimension runs on a CPU in a shared memory system
- node: the dimension maps to nodes in a distributed system
- gpuT: the dimension maps to a gpu thread dimension
- gpuB: the dimension maps to a gpu block dimension

Tagging a dimension with a processor type indicates that the dimension will be distributed over processors of that type; for example, tagging a dimension with cpu will execute each iteration of that loop dimension on a separate CPU.

Other tags that optimize a dimension include:

- vec(s): vectorize the dimension (s is the vector length)
- unroll: unroll the dimension

Computations mapped to the same processor are ordered by projecting the computation set onto the time dimensions and comparing their lexicographical order.

### 4.3.3 Layer III (Data Management)

Layer III makes the data-layout concrete by specifying where intermediate values are stored. Any necessary buffer allocations/deallocations are also constructed in this level. This layer is generated automatically from Layer II by applying the scheduling commands for data mapping.

The data management layer specifies memory locations for storing computed values. It consists of the Layer II representation along with allocation/deallocation statements, and a set of access relations, which map a computation from Layer II to array elements read or written by that computation. Scalars are treated as single-element arrays. For each buffer, an allocation statement is created, specifying the type of the buffer and its size. Similarly, a deallocation statement is also added.

Possible data mappings in Tiramisu include mapping computations to structures-of-arrays, arrays-of-structures, and contraction of multidimensional arrays into arrays with fewer dimensions or into scalars. It is also possible to specify more complicated accesses such as the storage of computations \(c(i, j)\) into the array elements \(c(i \% 2, j \% 2)\) or into \(c(j, i)\).

In the example, setting the data access using \(by \cdot \text{store} \cdot \text{in}(c, i, j)\) indicates that the result of the computation \(by(i, j, c)\) is stored in the array element \(by[c, i, j]\). This command generates the following map in layer III:

\[
\{by(l, 10(gpuB), j0(gpuB), i1(gpuT), j1(gpuT), c) : i0 = \text{floor}(i/32) \land j0 = \text{floor}(j/32) \land i1 = 0(\text{floor}(i/32)) \land j1 = 0(\text{floor}(j/32)) \land 0 \leq i < N - 2 \land 0 \leq j < M - 2 \land 0 \leq c < 3 : (by[c, i0 + 32 + i1, j0 + 32 + j1]) / 3\}
\]

Data mapping in Tiramisu is an affine relation that maps a computation from Layer II to a buffer element.
allows any data-layout mapping that can be expressed as an affine relation.

4.3.4 Layer IV (Communication Management)

Layer IV adds synchronization and communication operations to the representation, mapping them to the time-space domain, and concretizes when statements for buffer allocation/deallocation occur. This layer is generated automatically from Layer III by applying user-specified commands. Any allocation or deallocation operation added in Layer III is also mapped to the time-space domain in this layer.

5 Compiling the Tiramisu IR Layers

Since the main contribution of this paper is not in introducing new techniques for code generation, we only provide a high level overview of how Tiramisu generates the IR layers and target code. Throughout the section, we refer the reader to the necessary literature related to code generation for more details.

In order to generate code, a Tiramisu user provides an algorithm and a set of scheduling commands. Code generation is performed in five phases. In the first phase, the Layer I representation is created automatically from the algorithm. In the second phase, Layer II is generated automatically by applying scheduling commands that apply loop nest transformations and tag loop level dimensions for specific hardware units. Commands for buffer allocation and data-layout mapping are considered in the third phase. These commands augment the Layer II representation; the result constitutes Layer III. The newly added buffer allocation statements are not yet scheduled. In the fourth phase, scheduling commands that map buffers to different memory hierarchies (tag_gpu_global(), tag_gpu_shared(), tag_gpu_local() and tag_gpu_constant()), those that specify communication (host_to_device(), device_to_host(), copy_at()) and synchronization are applied. All the new operations that are added in this phase and in the previous one are scheduled. The result of this phase is the Layer IV representation. In the final phase, an annotated abstract syntax tree (AST) is generated from Layer IV; this AST is traversed to generate the target code.

In the rest of this section we describe how scheduling commands transform Layers I, II, III and IV. We also describe how target code is generated from Layer IV.

Transforming Layer I into Layer II

Transforming Layer I into Layer II is done using two types of scheduling commands: (1) commands for loop nest transformations (such as tile(), split(), shift(), interchange()); and (2) commands for mapping loop levels to hardware (including parallelize(), vectorize(), gpu()).

The first type of scheduling command applies a map that transforms the iteration domain. For example, when a tiling command is applied on the by computation in Figure 2, it gets translated into the following map:

\[(by(i, j, c) \rightarrow by(i0, j0, i1, j1, c) : i0 = \lfloor i/32 \rfloor \land i1 = i \% 32 \land j0 = \lfloor j/32 \rfloor \land j1 = j \% 32 \land 0 \leq i < N \land 0 \leq j < N)\]

This map is then applied on the Layer I representation producing the Layer II representation (presented in the previous section). Composing transformations is done by composing different maps, since the composition of two affine maps is an affine map.

The second type of command adds space tags to dimensions to indicate whether which loop levels should be parallelized, vectorized, mapped to a GPU block, and so on.

Transforming Layer II into Layer III

This is done by augmenting Layer II with access relations. By default, Tiramisu uses identity access relations (i.e., access relations that store a computation \(C(i, j)\) into a buffer \(C(i, j)\)). If the store_in() command is used, the access relation is deduced from that command instead. Buffer allocations are also added while transforming Layer II into Layer III. The scheduling command b.allocate_at(C, i) creates a new statement that allocates the buffer b in the same loop nest of the computation C but at the loop level i. The iteration domain of the allocation statement is deduced automatically from the iteration domain of C as follows: in Layer II, the iteration domain of C is already transformed into the time-space domain. The iteration domain of b is equal to the iteration domain of C except that the dimensions after i (inner loop levels) are projected out and removed.

Transforming Layer III into Layer IV

Scheduling commands for data communication (send and receive), synchronization and for copying data between global, shared and local memory are all translated into statements. For example, the send() and receive() commands are translated into function calls that will be translated during code generation into MPI calls.

5.1 Code Generation

Generating code from the set of computations in Layer IV amounts to generating nested loops that visit each computation in the set, once and only once, while following the lexicographical ordering between the computations [5, 23, 34]. Tiramisu relies on an implementation of the Cloog [5] code generation algorithm provided by the ISL library [43]. The Tiramisu code generator takes Layer IV IR and generates an abstract syntax tree (AST). The AST is then traversed to generate lower level code for specific hardware architectures.

5.1.1 Multicore CPU

Tiramisu generates LLVM for multicore CPUs. When generating code that targets multicore shared memory systems, loop levels tagged with space cpu dimensions are translated into parallel loops in the generated code, using OpenMP-style parallelism. Loops tagged with the vec space dimensions are vectorized. Currently, we only support vectorization of loops that do not contain control flow.
5.1.2 GPU (CUDA)

The GPU code generator generates LLVM IR for the host code and CUDA code for the kernel code. Data copy commands and information about where to store buffers (shared, constant, or global memory) are all provided in Layer IV. Tiramisu translates these into the equivalent data copies and buffer allocations in the generated code. Computation dimensions tagged with GPU thread or GPU block tags are translated into the appropriate GPU thread and block IDs in the lowered code. The Tiramisu code generator can generate coalesced array accesses and can use shared and constant memories. It can also avoid thread divergence by separating full tiles (loop nests with a size that is multiple of the tile size) from partial tile (the remaining part of a loop). The final output of the GPU code generator is an optimized CUDA code.

5.1.3 Distributed Memory Systems

Tiramisu utilizes MPI to generate code for distributed memory systems. During code generation, we postprocess the generated code and convert each distributed loop into a conditional based on the rank of the executing process. For example:

```latex
\begin{align*}
\text{for}(q \in 1...N-1) \{ (...) \} \# \text{ distribute on } q \ \\
q = \text{get_rank}(); \quad \text{if} \ (q\geq1 \text{ and } q\leq1) \{ (...) \}
\end{align*}
```

5.2 Support for Non-Affine Iteration Spaces

Tiramisu represents non-affine array accesses, non-affine loop bounds, and non-affine conditionals in a way similar to Benabderrahmane et al. [6]. For example, a conditional is transformed into a predicate and attached to the computation. The list of accesses of the computation is the union of the accesses of the computation in the two branches of the conditional; this is an over-approximation. During code generation, a preprocessing step inserts the conditional back into the generated code. The efficiency of these techniques was confirmed in the PENCIL compiler [4]. Our experiences in general, as well as the experiments in this paper, show that these approximations do not hamper performance.

6 Evaluation

We evaluate Tiramisu on a set of image processing and stencil benchmarks. We compare it with two other compilers: Halide [35], an industrial-quality DSL for image processing that has a scheduling language, and PENCIL [3], a state-of-the-art fully automatic polyhedral compiler.

We performed the evaluation on a cluster of 16 nodes. Each node is a dual-socket machine with two 24-core Intel Xeon E5-2680v3 CPUs, 128 GB RAM, Ubuntu 14.04, and an Infiniband interconnect. We use the MVAPICH2 2.0 [21] implementation of MPI for the distributed tests. The multicore experiments (CPU) are performed on one of these nodes. GPU experiments are performed on an NVIDIA Tesla K40.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Frameworks</th>
<th>Benchmarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-node multicore</td>
<td>Tiramisu</td>
<td>edgeDetector</td>
</tr>
<tr>
<td>Halide</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>PENCIL</td>
<td>2.43</td>
<td>2.32</td>
</tr>
<tr>
<td>GPU</td>
<td>Tiramisu</td>
<td>1</td>
</tr>
<tr>
<td>Halide</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>PENCIL</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Distributed (16 nodes)</td>
<td>Tiramisu</td>
<td>-</td>
</tr>
<tr>
<td>Dist-Halide</td>
<td>-</td>
<td>1.31</td>
</tr>
</tbody>
</table>

Figure 5. A heatmap comparing the normalized execution times of code generated by Tiramisu with other frameworks (lower is better). Comparison is performed on three architectures: single-node multicore, GPU, distributed (16 nodes). "-" indicates unsupported benchmarks.

with 12 GB of RAM. Each experiment is repeated 30x and the median time is reported.

We used the following benchmarks in our evaluation: edgeDetector, a ring blur followed by Roberts edge detection [37]; cvtColor, which converts an RGB image to grayscale; convolution, a simple 2D convolution; warpAffine, which does affine warping on an image; gaussian, which performs a gaussian blur; nb, a synthetic pipeline composed of 4 stages that computes a negative and a brightened image from the same input image; and ticket #2373, a code snippet from a bug filed against Halide where the inferred bounds are over-approximated, causing the generated code to fail due to an assertion during execution. Four of these benchmarks have non-affine array accesses and non-affine conditionals for clamping (to handle boundary cases): edgeDetector, convolution, warpAffine and gaussian. We used a $2112 \times 3520$ RGB input image for the experiments.

Figure 5 compares the normalized execution time of code generated by Tiramisu to other state-of-the-art frameworks on three architectures: single-node multicore, GPU and distributed (16 nodes). For the single-node multicore and GPU we compare Tiramisu to Halide, and to PENCIL, a fully automatic polyhedral compiler. For the distributed architecture, we compare only to distributed Halide [11] since PENCIL does not generate distributed code and the only other polyhedral compiler that generates distributed code (pluto-mpi) does not support non-affine code (4/7 of our benchmarks have non-affine code).

**Single-node multicore** In four of the benchmarks, the performance of the code generated by Tiramisu matches the performance of Halide. We use the same schedule for both implementations; these schedules were hand-written by Halide experts. The results for edgeDetector, convolution, warpAffine and gaussian which have non-affine array accesses and conditionals show that Tiramisu handles such pattern efficiently.

Two of the other benchmarks, edgeDetector and ticket #2373, cannot be implemented in Halide. The following code snippet shows edgeDetector:

```latex
/* Ring Blur Filter */ 
R(i,j) = (Img(i-1,j-1) + Img(i-1,j)) + Img(i-1,j+1)+
```
The vector equivalent while unrolling increases register reuse vents Halide from performing precise bounds inference for innermost loop transforms all of these statements to their nest in this benchmark has 25 statements, vectorizing the have a high speedup over PENCIL because the unique loop optimizations. For warpAffine, both Tiramisu and Halide apply vectorization and unrolling on the innermost loops while PENCIL does not since the multi-core code generator of PENCIL does not implement these two optimizations. For warpAffine, both Tiramisu and Halide have a high speedup over PENCIL because the unique loop nest in this benchmark has 25 statements, vectorizing the innermost loop transforms all of these statements to their vector equivalent while unrolling increases register reuse.

In comparison with PENCIL, the slowdown in gaussian is due to a suboptimal decision made by the PENCIL compiler. The gaussian kernel is composed of two successive loop nests (each of them has three loop levels). PENCIL decides to interchange the two innermost loop levels in order to enable the fusion of the two successive loop nests. This decision minimizes the distance between the producer and the consumer statements (first and second loop nests), but it also reduces spatial locality because it leads to non-contiguous memory accesses. The right decision in this cases is a trade-off. Such a trade-off is not captured by the Pluto automatic scheduling command. The use of these two commands is the only difference between the Tiramisu and Halide in these benchmarks is the use of tag_gpu_constant() in Tiramisu. Data copy times, for all the filters, are the same for Tiramisu and Halide. For nb, the code generated by Tiramisu achieves 1.7× speedup over that generated by Halide because Tiramisu is able to apply loop fusion which Halide cannot apply.

In comparison with PENCIL, the speedup in convolution and gaussian is due to the fact that PENCIL generates unnecessarily complicated control flow within the CUDA kernel which leads to thread divergence. In distributed: distributed Halide overestimates the amount of data it needs to send, and unnecessarily packs together contiguous data into a separate buffer before sending. Halide overestimates the amount of data it needs to send because the benchmarks have array accesses that cannot be analyzed statically (the array accesses are clamped to handle boundary cases), therefore Halide cannot compute the exact amount of data to send. To avoid this problem, Tiramisu uses explicit communication using the send() and receive() scheduling commands. The use of these two commands is the only difference between the Tiramisu and distributed Halide. These commands allow the user to specify exactly

and instruction level parallelism on the 24 cores of the test machine.

**GPU**

For the GPU backend, the reported times are the total execution times (data copy and kernel execution). Code generated by Tiramisu for convolution and gaussian is faster than that of Halide because code generated by Tiramisu uses constant memory to store the weights array, while the current version of Halide does not use constant memory for its PTX backend. The only difference between the schedule of Tiramisu and Halide in these benchmarks is the use of tag_gpu_constant() in Tiramisu. Data copy times, for all the filters, are the same for Tiramisu and Halide. For nb, the code generated by Tiramisu is faster than that of Halide because code generated by Tiramisu is able to apply loop fusion which Halide cannot apply.

In distributed: distributed Halide overestimates the amount of data it needs to send, and unnecessarily packs together contiguous data into a separate buffer before sending. Halide overestimates the amount of data it needs to send because the benchmarks have array accesses that cannot be analyzed statically (the array accesses are clamped to handle boundary cases), therefore Halide cannot compute the exact amount of data to send. To avoid this problem, Tiramisu uses explicit communication using the send() and receive() scheduling commands. The use of these two commands is the only difference between the Tiramisu and distributed Halide. These commands allow the user to specify exactly
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In comparison with PENCIL, the speedup in convolution and gaussian is due to the fact that PENCIL generates unnecessarily complicated control flow within the CUDA kernel which leads to thread divergence. In distributed: distributed Halide overestimates the amount of data it needs to send, and unnecessarily packs together contiguous data into a separate buffer before sending. Halide overestimates the amount of data it needs to send because the benchmarks have array accesses that cannot be analyzed statically (the array accesses are clamped to handle boundary cases), therefore Halide cannot compute the exact amount of data to send. To avoid this problem, Tiramisu uses explicit communication using the send() and receive() scheduling commands. The use of these two commands is the only difference between the Tiramisu and distributed Halide. These commands allow the user to specify exactly
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For the GPU backend, the reported times are the total execution times (data copy and kernel execution). Code generated by Tiramisu for convolution and gaussian is faster than that of Halide because code generated by Tiramisu uses constant memory to store the weights array, while the current version of Halide does not use constant memory for its PTX backend. The only difference between the schedule of Tiramisu and Halide in these benchmarks is the use of tag_gpu_constant() in Tiramisu. Data copy times, for all the filters, are the same for Tiramisu and Halide. For nb, the code generated by Tiramisu is able to apply loop fusion which Halide cannot apply.

In comparison with PENCIL, the speedup in convolution and gaussian is due to the fact that PENCIL generates unnecessarily complicated control flow within the CUDA kernel which leads to thread divergence. In distributed: distributed Halide overestimates the amount of data it needs to send, and unnecessarily packs together contiguous data into a separate buffer before sending. Halide overestimates the amount of data it needs to send because the benchmarks have array accesses that cannot be analyzed statically (the array accesses are clamped to handle boundary cases), therefore Halide cannot compute the exact amount of data to send. To avoid this problem, Tiramisu uses explicit communication using the send() and receive() scheduling commands. The use of these two commands is the only difference between the Tiramisu and distributed Halide. These commands allow the user to specify exactly

and instruction level parallelism on the 24 cores of the test machine.
the amount of data to send and also allow the compiler to avoid unnecessary packing.

Figure 6 shows the execution time of the kernels with distributed Tiramisu when running on 2, 4, 8, and 16 nodes. This graph shows that distributed code generated from Tiramisu scales well as the number of nodes increases (strong scaling).
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8 Conclusion
This paper introduces Tiramisu, an optimization framework that features a scheduling language with scheduling commands for targeting multicore CPUs, GPUs, and distributed systems. A four-layer intermediate representation that separates the algorithm, when and where computations occur, the data layout and the communication is used to implement the scheduling language. We evaluate Tiramisu by targeting a variety of backends and demonstrate that it generates code matching and outperforming state-of-the-art frameworks.
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