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Abstract

Convergent scheduling is a general instruction scheduling framework that simplifies and facilitates the application of a multitude of arbitrary constraints and scheduling heuristics required to schedule instructions for modern complex processors. A convergent scheduler is composed of independent passes, each implementing a heuristic that addresses a particular problem or constraint. The passes share a simple, common interface that allows the spatial and temporal preferences associated with each instruction to be queried and modified. With each heuristic independently applying its scheduling constraint in succession, the final result is a well formed instruction schedule that is able to satisfy most of the constraints.

We have implemented a set of different passes that addresses scheduling constraints such as partitioning, load balancing, communication bandwidth, and register pressure. By applying a hand-selected, fixed ordering of the passes we are able to obtain an average increase in speedup on a reference 4-cluster VLIW architecture of 28% when compared to Desoli’s PCC algorithm, 14% when compared to UAS, and a speedup of 21% over the existing space-time scheduler of the Raw processor.

Then, we applied machine-learning techniques to automatically search for good pass orderings, when moving to different VLIW architectures. The architecture-specific pass orderings yield speedups ranging from 12% to 95% over the baseline order. The cross validation studies we ran show that our automatically generated orderings perform well beyond the benchmarks on which they were ‘trained’: benchmarks that were not in the training set are within 6% of the performance they would obtain had they been in the training set.

1. Introduction

Instruction scheduling on modern microprocessors is becoming increasingly difficult. In almost all practical instances, it is NP-complete, and it often faces multiple contradictory constraints, e.g. code sequences that expose more instruction level parallelism (ILP) also have longer live ranges which induce higher register pressure.

To complicate matters, spatial architectures, such as clustered VLIWs, Raw [1], Grid processors [2], and ILDPs [3], distribute their computing resources. The extra degree of
scheduling freedom that such architectures introduce complicates the scheduling problem: communication costs between distant resources, communication resource contention, and increased register pressure must be taken into account. As shown in Figure 1, an effective scheduler must find the proper balance between parallelism and locality.

In addition, some instructions on spatial architectures have specific spatial requirements. These requirements arise from two sources. First, some load and store instructions must access memory banks on specific clusters, either for correctness or for performance reasons [4, 5]. Second, when a value is live across scheduling regions, its definitions and uses must be mapped to a consistent cluster [6]. We call instructions with these spatial requirements preplaced instructions. A good scheduler must be sensitive to constraints imposed by preplaced instructions in order to generate a good schedule.

A scheduler also faces difficulties because different heuristics work well for different types of graphs. Figure 2 depicts two representative data dependence graphs: Graph (a) is typical of graphs seen in non-numeric programs, while Graph (b) is representative of graphs coming from applying loop unrolling to numeric programs. For long, narrow graphs, critical-path based heuristics are likely to work well. For fat, parallel graphs, it is more important to minimize communication and exploit the coarse-grain parallelism. To perform well for arbitrary graphs, a scheduler must have multiple heuristics in its arsenal.

Traditional scheduling frameworks handle conflicting constraints and heuristics in an ad hoc manner. One approach is to direct all efforts toward the most serious problem. For example, many RISC schedulers focus on finding IILP and ignore register pressure altogether. Another approach is to address the constraints one at a time in a sequence of passes. This
Figure 2: Example of data dependence graphs. Nodes represent instructions and edges represent data dependences between instructions.

approach, however, introduces pass ordering problems, as decisions made by the early passes are based on partial information and can adversely affect the quality of decisions made by subsequent passes. A third approach is to attempt to address all the problems together. For example, there have been reasonable attempts to perform instruction scheduling and register allocation at the same time [7]. However, extending such frameworks to support preplaced instructions is difficult – no such extension exists today.

This paper presents convergent scheduling, a radical departure from traditional scheduling methods. Convergent scheduling is a general scheduling framework that makes it easy to specify arbitrary constraints and scheduling heuristics. A convergent scheduler is composed of independent passes. Each pass implements a heuristic that addresses a particular problem such as ILP or register pressure.

All passes in the convergent scheduler share a common interface. The input or output to each pass is a collection of spatial and temporal preferences of instructions. A pass operates by analyzing the current preferences and modifying them. As the scheduler applies the pass in succession, the preference distribution converges to a final schedule that incorporates the preferences of all the constraints and heuristics. Preferences are represented as a three-input function that maps an instruction, space, and time triple to a weight.

Passes can be run multiple times, and in any order. Thus, while mitigating ordering problems due to hard constraints, a convergent scheduler is presented with a limitless number of legal pass orders. Initially, we tediously hand-tuned the pass order. Then, we applied machine learning techniques to automatically find good orderings for a convergent scheduler. Because different parallel architectures have unique scheduling needs, the speedups our system is able to obtain by creating architecture-specific pass orderings is impressive.
Equally impressive is the ease with which it finds effective sequences. In less than two days, using a modestly sized cluster of workstations, our system is able to discover architecture-specific sequences that produce speedups ranging from 12% to 95% over our hand-tuned sequence, and generally outperforms UAS [8] and PCC [9].

The contributions of this paper are:

- a novel interface between scheduling passes based on weighted preferences,
- a novel approach to address the combined problems of cluster assignment, scheduling, and register pressure,
- the formulation of a set of powerful heuristics to address both general constraints and architecture-specific issues,
- a demonstration of the effectiveness of convergent scheduling compared to traditional techniques,
- the use of machine learning to adapt convergent scheduling to new architectures in an effective way.

The rest of this work is organized as follows. Section 2 introduces convergent scheduling and uses an example to illustrate how it works. Section 3 describes the convergent scheduling interface between passes. Section 4 describes the collection of passes currently implemented in our framework. Then, Section 5 describes Genetic Programming, the machine-learning technique we used to explore the pass-order solution space. Sections 6 and 7 present our experimental results, using basic convergent scheduling, and using evolution with Genetic Programming. Section 8 gives an overview of related work. Finally, Section 9 concludes, summarizing the main achievements of our work.

2. Convergent Scheduling

In the convergent scheduling framework, passes communicate their choices as changes in the relative preferences of instructions for clusters and time slots. The spatial and temporal preferences of each instruction are represented as weights in a preference map; a pass influences the scheduling of an instruction by changing them. When convergent scheduling completes, the cluster and time slot in the map with the highest weight are designated as preferred. The instruction is assigned to the preferred cluster, and the preferred time is used as the instruction priority for list scheduling.

Different heuristics work to improve the schedule in different ways. The critical path strengthening heuristic (PATH), for example, expresses a preference to keep all the instructions in critical paths together in the same cluster. The communication minimization heuristic (COMM) tries to keep dependent neighboring instructions in the same cluster. The preplacement heuristic (PLACE) prefers that preplaced instructions and their neighbors are placed on the clusters selected by the preplaced instructions. The load balance heuristic (LOAD) reduces the preferences on highly loaded clusters and increases them on the less loaded ones. Other heuristics will be introduced in Section 4.

Figure 3 shows how convergent scheduling operates on a small code sequence from fppp. Initially, the weights are evenly distributed, as shown in (b). We apply the noise
Figure 3: Convergent scheduling operates on a code sequence from fpppp. Figure (a) shows the data dependence graph representation of the scheduled code. Nodes represent instructions; edges represent dependences between instructions. Triangular nodes are preplaced, with different shades corresponding to different clusters. Figures (b)-(g) show how the convergent schedule is modified by a series of passes. This example only illustrates space scheduling, not time scheduling. Each figure in Figures 3b-g is a cluster preference map. A row represents an instruction. The row numbers correspond to the instruction numbers in (a). A column represents a cluster. The color of each entry represents the level of preference an instruction has for that cluster. The lighter the color, the stronger the preference.

*Introduction* heuristic (NOISE) to break symmetry, resulting in (c). This heuristic helps increase parallelism by distributing instructions to different clusters. Then, we run *critical path strengthening* (PATH), which increases the weight of the instructions in the critical path (i.e., instructions 23, 25, 26, etc.) in the first cluster (d). Then we run the *communication minimization* (COMM) and the *load balance* (LOAD) heuristics, resulting in (e). These heuristics lead to several changes: the first few instructions are pushed out of the first cluster, and groups of instructions start to assemble in specific clusters (e.g., instructions 19, 20, 21, and 22 in cluster 3).
Next, we run PLACE and PLACEPROP, which bias instructions using information from preplaced nodes. The result is shown in (f). The pass causes a lot of disturbances: preplaced instructions strongly attract neighbors of preplaced instructions to their clusters. Observe how the group 19–21 is attracted to cluster 4. Finally we run communication minimization (COMM) another time. The final schedule is shown in (g).

Convergent scheduling has the following features:

1. Its scheduling decisions are made cooperatively rather than exclusively.

2. The interface allows a pass to express confidence about its decisions. A pass needs not make a poor and unrecoverable decision just because it has to make a decision. On the other side, any pass can strongly affect the final choice if needed.

3. Convergent scheduling can naturally recover from a temporary wrong decision made by one pass. In the example, when we apply noise to (b), most nodes are initially moved away from the first cluster. Subsequently, however, nodes with strong ties to cluster one, such as nodes 1–6, are eventually moved back, while nodes without strong ties, such as node 0, remain away.

4. Most compilers allow only very limited exchange of information among passes. In contrast, the weight-based interface to convergent scheduling is very expressive.

5. The framework allows a heuristic to be applied multiple times, either independently or as part of an iterative process. This feature is useful to provide feedback between passes and to avoid pass ordering problems.

6. The simple interface (preference maps) between passes makes it easy for the compiler writer to handle new constraints or design new heuristics. Passes for different heuristics are written independently, and the expressive, common interface reduces design complexity. This offers an easy way to retarget a compiler and to address peculiarities of the underlying architecture. If, for example, an architecture is able to exploit auto-increment on memory-access with a specific instruction, one pass could try to keep together memory-accesses and increments, so that the scheduler will find them together and will be able to exploit the advanced instructions.

3. Convergent Interface

Convergent scheduling operates on individual scheduling units, which may be basic blocks, traces [10], hyperblocks [11] etc. It stores preferences in a three dimensional matrix $W_{i,c,t}$, where $i$ spans over all instructions in the scheduling unit, $c$ over the clusters in the architecture, and $t$ over time. We allocate as many time slots as the critical-path length.

Initially, all the weights are distributed evenly. A pass examines the dependence graph and the weight matrix to determine the characteristics of the preferred schedule so far. Then, it expresses its preferences by manipulating the preference map. Passes are not required to perform changes that affect the preferred schedule. If they are indifferent to one or more choices, they can keep the weights the same.

Let $i$ span over instructions, $c$ over clusters, $t$ over time-slots. The following invariants are maintained:
∀i, t, c : 0 \leq W_{i,t,c} \leq 1
\forall i : \sum_{t,c} W_{i,t,c} = 1

Given an instruction \( i \), we define the following:\(^1\)

\[
\text{preferred\_time}(i) = \arg \max \left\{ t : \sum_c W_{i,t,c} \right\}
\]
\[
\text{preferred\_cluster}(i) = \arg \max \left\{ c : \sum_t W_{i,t,c} \right\}
\]
\[
\text{runnerup\_cluster}(i) = \arg \max \left\{ c : \sum_t W_{i,t,c} \mid c \neq \text{preferred\_cluster}(i) \right\}
\]
\[
\text{confidence}(i) = \frac{\sum_t W_{i,t,\text{preferred\_cluster}(i)}}{\sum_t W_{i,t,\text{runnerup\_cluster}(i)}}
\]

The preferred values are those that maximize the sum of the preferences over time and clusters, while the confidence of an instruction measures how confident the convergent scheduler is about its current spatial assignment. It is computed as the ratio of the weights of the top two clusters. The following basic operations are available on weights:

- Any weight \( W_{i,t,c} \) can be increased/decreased by a constant, or multiplied by a factor.

- The preference matrix of one instruction can be combined to that of another instruction, with a relative weight \( w \) (\( 0 \leq w \leq 1 \)). This way we propagate high-confidence decisions to neighboring instructions. We never perform this full operation because it is expensive. Instead, we only do this along the space dimension, or only within a small range along the time dimension.

  for each \( (c, t) \), \( W_{t,1, c} \leftarrow (1 - w) W_{t,1, c} + w W_{t,2, c} \)

- The system incrementally keeps track of the sums of the weights over both space and time, so that they can be determined in \( O(1) \) time. It also memorizes the preferred time and preferred cluster of each instruction.

- The preferences can be normalized to guarantee our invariants; the normalization simply performs:

  for each \( (i, c, t) \), \( W_{i,t,c} \leftarrow \frac{W_{i,t,c}}{\sum_{t,c} W_{i,t,c}} \)

---

1. Given an expression to be maximized within a range, \( \max \) returns the maximum value reached by the expression, while \( \arg \max \) is the value of the variable that maximizes it. For instance \( \max \{ x \in \mathbb{R} : x - x^2 \} \) is 1/4, while \( \arg \max \{ x \in \mathbb{R} : x - x^2 \} \) is 1/2, because for the value \( x = 1/2 \), we reach the maximum 1/4.
4. Collection of Heuristics

This section presents a collection of heuristics we have implemented for convergent scheduling. Each heuristic attempts to address a single constraint and only communicates with other heuristics via the weight matrix. There are no restrictions on the order or the number of times each heuristic is applied. In our first experiments, heuristics and their order were manually tuned, with a tedious trial-and-error process. In Section 5, we describe a more systematic approach to ordering passes, based on Genetic Programming.

Whenever necessary, we run normalization at the end of every pass to ensure the invariants described in Section 3. This step is implicit in the description below.

**Initial Time Assignment (INITTIME).** Instructions in the middle of the dependence graph cannot be scheduled before their predecessors, nor after their successors. So, if \( CPL \) is the length of the critical path and, for any instruction, \( l_p \) is the length of the longest path from the top of the graph to it (latency of predecessor chain), and \( l_s \) is the longest path from it to any leaf (latency of successor chain), the instruction can be scheduled only in the time slots between \( l_p \) and \( CPL - l_s \). If an instruction is part of the critical path, only one time-slot will be feasible. This pass squashes to zero all the weights outside this range. A pass similar to this one can address the fact that some instructions cannot be scheduled in all clusters in some architectures, simply by squashing the weights for the unfeasible clusters.

\[
\text{for each } (i, t < l_p \cup t > CPL - l_s, c), \quad W_{i,t,c} \leftarrow 0
\]

**Noise Introduction (NOISE).** This pass introduces a small amount of noise in the weight distribution. The noise helps break symmetry and spreads instructions around to facilitate scheduling for parallelism.

\[
\text{for each } (i, t, c), \quad W_{i,t,c} \leftarrow W_{i,t,c} + \text{rand}() / \text{RAND\_MAX}
\]

**Preplacement (PLACE).** This pass increases the weight for preplaced instructions to be placed in their home cluster. Since this condition is required for correctness, the weight increase is large. Given preplaced instruction \( i \), let \( cp(i) \) be its preplaced cluster. Then,

\[
\text{for each } (i \in PREPLACED, t), \quad W_{i,t,cp(i)} \leftarrow 100W_{i,t,cp(i)}
\]

**Push to First Cluster (FIRST).** In our clustered VLIW infrastructure, an invariant is that all the data are available in the first cluster at the beginning of every scheduling unit. For this architecture, we want to give advantage to a schedule utilizing the first cluster more, where data are already available, versus the other clusters, were copies might be needed. We express this preference as follows:

\[
\text{for each } (i, t), \quad W_{i,t,1} \leftarrow 1.2W_{i,t,1}
\]

**Critical Path Strengthening (PATH).** This pass tries to keep all the instructions on a critical path (CP) in the same cluster. If instructions in the paths have bias for a particular cluster, the path is moved to that cluster. Otherwise the least loaded cluster is selected. If different portions of the paths have strong bias toward different clusters (e.g., when there are two or more preplaced instructions on the path), the critical path is broken in two or
more pieces and kept locally close to the relevant home clusters. Let \( cc(i) \) be the chosen cluster for the CP.

\[
\text{for each } (i \in CP, t, c), \quad W_{i, t, cc(i)} \leftarrow 3W_{i, t, cc(i)}
\]

**Communication Minimization (COMM).** This pass reduces communication load by increasing the weight for an instruction to be in the same clusters where most of neighbors (successors and predecessors in the dependence graph) are. This is done by summing the weights of all the neighbors in a specific cluster, and using that to skew weights in the correct direction. We have also implemented a variant of this that considers *grand-parents* and *grand-children*, and we usually run it together with COMM.

\[
\text{for each } (i, t, c), \quad W_{i, t, c} \leftarrow W_{i, t, c} \sum_{n \text{neighbors of } i} W_{n, t, c}
\]

**Assignment Strengthening (BEST).** This pass simply boosts the preference for the preferred slot for every instruction. This is useful as a last pass, but also as a middle pass, because it solidifies the current preference mappings. Let \( t_i \) and \( c_i \) be the preferred time and cluster for instruction \( i \):

\[
\text{for each } (i), \quad W_{i, t_i, c_i} \leftarrow 2W_{i, t_i, c_i}
\]

**Preplacement Propagation (PLACEPROP).** This pass propagates preplacement information to all instructions. For each non-preplaced instruction \( i \), we divide its weight for each cluster \( c \) by its distance to the closest preplaced instruction in \( c \). Let \( \text{dist}(i, c) \) be this distance. Then,

\[
\text{for each } (i \notin PREPLACED, t, c), \quad W_{i, t, c} \leftarrow W_{i, t, c} / \text{dist}(i, c)
\]

**Load Balance (LOAD).** This pass performs load balancing across clusters. Each weight on a cluster is divided by the total load on that cluster, computed as the sum of the preferences of all instructions:

\[
\text{for each } (i, t, c), \quad W_{i, t, c} \leftarrow W_{i, t, c} / \text{load}(c)
\]

**Level Distribute (LEVEL).** This pass distributes instructions at the same *level* across clusters. Given instruction \( i \), we define \( \text{level}(i) \) to be its distance from the furthest root. Level distribution has two goals. The primary goal is to distribute parallelism across clusters. The second goal is to minimize potential communication. To this end, the pass tries to distribute instructions that are far apart, while keeping together instructions that are near each other.

To perform the dual goals of instruction distribution without excessive communication, instructions on a level are partitioned into bins. Initially, the bin \( B_c \) for each cluster \( c \) contains instructions whose preferred cluster is \( c \), and whose confidence is greater than a threshold (2.0). Then, we perform the following:
LevelDistribute: int l, int g
I_i = Instruction i | level(i) = l
foreach Cluster c
    I_g = I_g - B_c
    I_g = \{i | i \in I_k; distance(i, find_closest_bin(i)) > g\}
while I_l \neq \phi
    B = round_robin_next_bin()
    i_{closest} = \arg max\{i \in I_g : distance(i, B)\}
    B = B \cup i_{closest}
    I_l = I_l - i_{closest}
    Update I_g

The parameter g controls the minimum distance granularity at which we distribute instructions across bins. The distance between an instruction i and a bin B is the minimum distance between i and any instruction in B.

LEVEL can be applied multiple times to different levels. Currently we apply it every four levels on Raw. The four levels correspond approximately to the minimum granularity of parallelism that Raw can profitably exploit given its communication cost.

Path Propagation (PATHPROP). This pass selects high confidence instructions and propagates their convergent matrices along a path. The confidence threshold t is an input parameter. Let i_h be the selected confident instruction. The following code propagates i_h along a downward path. A similar function, which visits predecessors, propagates i_h along an upward path.

find i | i \in successor(i_h); confidence(i) < confidence(i_h)
while (i \neq nil)
    for each (c, t), W_{i, t, c} \leftarrow 0.5W_{i, t, c} + 0.5W_{i_h, t, c}
    find i_n | i_n \in successor(i); confidence(i_n) < confidence(i_h)
    i \leftarrow i_n

Emphasize Critical Path Distance (EMPHCP). This pass attempts to help the convergence of the time information by emphasizing the level of each instruction. The level of an instruction is a good time approximation because it is when the instruction can be scheduled if a machine has infinite resources. In detail:

for each (i, c), W_{i, level(i), c} \leftarrow 1.2W_{i, level(i), c}

5. Genetic Programming

From one generation to the next, architectures in the same processor family may have extremely different internal organizations, and thus have unique compilation needs. We have therefore developed a machine-learning tool to automatically customize our convergent scheduler to any given architecture. The tool generates a sequence of passes from those described above.

Of the many available machine-learning techniques, we chose to employ Genetic Programming (GP) because its attributes fit the needs of our application. Like many other evolutionary algorithms, it is based on the thesis that a computational version of fitness-based selection, reproductive inheritance and blind variation acting upon a population will
lead the individuals in subsequent generations to adapt toward better performance in their environment.

GP’s attractive features include its ability to explore high-dimensional spaces, its high scalability (it can run effectively on a distributed cluster of workstations), and the fact that its solutions are human-readable, compared with other algorithms (e.g. neural networks) where the solution is embedded in a very complex state space.

In the general GP framework, individuals are represented as parse trees (or equivalently, as LISP s-expressions). In our case, the parse trees represent a sequence of conditionally executed passes. Table 1 shows the grammar we use to describe pass orders. The \langle \text{variable} \rangle \rangle expression is used to extract pertinent information about the status of the schedule, and the shape of the block under analysis. This introspection allows the scheduler to run different passes based on the state of the schedule. Table 2 shows the four variables used by our system.

The algorithm starts by creating an initial population of 200 random expressions. It then compiles and runs each of the benchmarks in our training set for each individual in the population. Each individual is then assigned a fitness based on how fast each of the associated programs in the training set executes. In our case, the fitness is simply
the average speedup for the benchmarks in the training set, compared to the hand-tuned sequence used in the previous section. We also reward parsimony by giving preference to the shorter of two otherwise equivalently fit sequences.

The weakest individuals (20%) are discarded, and replaced with new individuals: half of them completely randomly, the other half created via the crossover operator from the fittest individuals. To guard against stagnant populations, GP often uses mutation. One possible mutation simply replaces a randomly chosen subtree with a new random expression. The GP algorithm halts when a user-defined number of iterations (40, in our case) has been reached.

6. Results: Basic (Hand-tuned) Convergent Scheduling

We have implemented convergent scheduling in two systems: the Raw architecture [1] and the Chorus clustered VLIW infrastructure developed at MIT [12].

Experimental Environment. The Raw machine prototype has 16 tiles in a 4×4 mesh. Each tile has its own instruction memory, data memory, registers, processor pipeline, and ALUs. Its instruction set is based on the MIPS R4000. The tiles are connected via point-to-point, mesh networks. In addition to a traditional, wormhole dynamic network, Raw has a programmable, compiler-controlled static network that can be used to route scalar values between the register file/ALUs on different tiles (for details, please refer to [6]). Latency on the static network is three cycles for two neighboring tiles; each additional hop takes one extra cycle of latency.

RawCC, the Raw compiler, takes a sequential C or Fortran program and parallelizes it across Raw tiles. It is built on top of the MachSUIF intermediate representation [13]. RawCC divides each input program into one or more scheduling traces. For each trace, RawCC constructs the data precedence graph and performs space-time scheduling on each graph. Then, it applies a traditional register allocator to the code on each tile.

The Chorus clustered VLIW system is a flexible compiler/simulator environment, which can simulate many different configurations of clustered VLIW machines. The configuration we used most is a machine with four identical clusters. Each cluster has four functional units: one integer ALU, one integer ALU/Memory, one floating-point unit, and one transfer unit. Instruction latencies are based on the MIPS R4000. The transfer unit moves values between register files on different clusters. It takes one cycle to copy a register value from one cluster to another. Memory addresses are interleaved across clusters for maximum parallelism. Memory operations can request remote data, with a penalty of one cycle.

The Chorus compiler shares with RawCC the same high level structure. Like RawCC, it is implemented on top of MachSUIF. It first performs space-time scheduling, followed by traditional single-cluster register allocation [14]. Both RawCC and the Chorus compiler employ congruence transformation and analysis to increase and analyze the predictability of memory references [5]. This analysis creates preplaced memory reference instructions that must be placed on specific tiles or clusters. For dense matrix loops, the congruence pass usually unrolls the loops by the number of clusters or tiles. This unrolling also increases the size of the scheduling regions, so that no additional unrolling is necessary to expose parallelism.
Table 3: Hand-tuned sequence of heuristics used by the convergent scheduler for (a) the Raw machine and (b) clustered VLIW.

In both compilers, when a value is live across multiple scheduling regions, its definitions and uses must be mapped to a consistent cluster. On RawCC, this cluster is the cluster of the first definition/use encountered by the compiler; subsequent definitions and uses become preplaced instructions. On Chorus, all values that are live across multiple scheduling regions are mapped to the first cluster.

**Architecture-specific Heuristics.** Table 3 lists the heuristics used by the convergent scheduler for Raw and Chorus. These orders were hand-tuned to the architectures, with a trial-and-error process. The heuristics are run in the order given.

The convergent scheduler interfaces with the existing schedulers as follows. The output of the convergent scheduler is split into two parts: (1) a map describing the preferred partition, i.e., an assignment for every instruction to a specific cluster, and (2) the temporal assignment of each instruction.

Both Chorus and RawCC use the spatial assignments given by the convergent scheduler. Chorus uses the temporal assignments as priorities for the list scheduler. For RawCC, however, the temporal assignments are computed independently by its own instruction scheduler.

**Benchmarks.** Our sources of benchmarks include the Raw benchmark suite (jacobi, life) [15], Nasa7 of Spec92 (cholesky, vpenta, and mxm), and Spec95 (tomcatv, fppp-kernel). Fppp-kernel is the inner loop of fppp that consumes 50% of the run-time. Sha is an implementation of Secure Hash Algorithm. Fir is a FIR filter. Rbsorf is a Red Black SOR relaxation. Vvmul is a simple matrix multiplication. Yuv does RGB to YUV color conversion. Some problem sizes have been changed to cut down on simulation time, but they do not affect the results qualitatively. For technical limitations of our compilers, some benchmarks were not available for Chorus or RAW.

**Performance Comparisons.** We compared our results with the baseline RawCC and Chorus compilers. Table 4 compares the performance of convergent scheduling to RawCC.

---

2. RawCC does use SSA (Single Static Assignment) renaming to eliminate false dependences, which in turn reduces these preplacement constraints.
<table>
<thead>
<tr>
<th>Benchmark/Tiles</th>
<th>Base</th>
<th>Convergent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>cholesky</td>
<td>1.14</td>
<td>2.21</td>
</tr>
<tr>
<td>tomcatv</td>
<td>1.18</td>
<td>1.83</td>
</tr>
<tr>
<td>vpenta</td>
<td>1.86</td>
<td>2.85</td>
</tr>
<tr>
<td>mm</td>
<td>1.77</td>
<td>2.40</td>
</tr>
<tr>
<td>fpppp</td>
<td>1.54</td>
<td>3.09</td>
</tr>
<tr>
<td>sha</td>
<td>1.11</td>
<td>2.05</td>
</tr>
<tr>
<td>swim</td>
<td>1.40</td>
<td>2.04</td>
</tr>
<tr>
<td>jacobi</td>
<td>1.33</td>
<td>2.43</td>
</tr>
<tr>
<td>life</td>
<td>1.65</td>
<td>3.02</td>
</tr>
</tbody>
</table>

Table 4: RawCC speedup. Speedup is relative to performance on one tile.

Figure 4: Performance comparisons between RawCC and Convergent scheduling on a 16-tile Raw machine. Speedup is relative to performance on one tile.

for two to 16 tiles. Figure 4 plots the same data for 16 tiles. Results show that convergent scheduling consistently outperforms baseline RawCC for all tile configurations for most of the benchmarks, with an average improvement of 21% for 16 tiles.

Many of our benchmarks are dense matrix code with preplaced memory instructions from congruence analysis. For these benchmarks, convergent scheduling always outperforms baseline RawCC. The reason is that convergent scheduling is able to actively take advantage of preplacement information to guide the placement of other instructions. This information leads to very good natural assignments of instructions.

For fpppp-kernel and sha, convergent scheduling performs worse than baseline RawCC because preplaced instructions do not suggest many good assignments. Attaining good speedups on these benchmarks requires finding and exploiting very fine-grained parallelism. Our level distribution pass has been less efficient in this regard than the clustering counterpart in RawCC — we expect that integrating a clustering pass to convergent scheduling will address this problem.

14
Figure 5 shows the relative number of instructions whose preferred tiles are changed by each convergent pass on Raw. The plots measure static instruction counts, and they exclude passes that only modify temporal preferences. For benchmarks with useful preplacement information, the convergent scheduler is able to converge to good solutions quickly, by propagating the preplacement information and using the load balancing heuristic. In contrast, preplacement provides little useful information for fpppp-kernel and sha. These benchmarks thus require other critical paths, parallelism, and communication heuristics to converge to good assignments.

Some pass orderings could take the scheduling to local minima, but this did not happen in our experiments. Some central passes, i.e. PATHPROP or LEVEL, can move a large part of instructions in order to reach a better solution. Nonetheless, a final agreement is reached: in all cases, the last PATHPROP does not change many instructions.

Figure 6 compares the performance of convergent scheduling to two existing assignment/scheduling techniques for clustered VLIW: UAS [8] and PCC [9]. We augment each existing algorithm with preplacement information. For UAS, we modify the CPSC heuristic described in the original paper to give the highest priority to the home cluster of preplaced instructions. For PCC, the algorithm for estimating schedule lengths and communication costs properly accounts for preplacement information, by modeling the extra costs incurred by the clustered VLIW machine for a non-local memory access. Convergent scheduling outperforms UAS and PCC by 14% and 28%, respectively, on a 4-cluster VLIW machine. Like in Raw, the convergent scheduler is able to use preplacement information to find good natural partitions for our dense matrix benchmarks. Figure 7 shows the relative number of static instructions whose preferred tiles are changed by each convergent pass on Chorus. Passes that only modify temporal preferences are excluded.

**Compile-time Scalability.** We examined the scalability of convergent scheduling. Scalability is important because there is an increasing need for instruction assignment and scheduling algorithms to handle larger blocks. In fact, to extract the amount of instruction-level parallelism needed by modern and future microprocessors, compilers need to work
Figure 6: Performance comparisons between PCC, UAS, and Convergent scheduling on a 4-cluster VLIW. Speedup is relative to a single-cluster machine.

Figure 7: Convergence of spatial assignments on Chorus.

on more advanced block representations, such as hyperblocks and tree-regions, with a larger scheduling scope.

Figure 8 compares the compile-time of convergent scheduling with that of UAS and PCC on Chorus. Both convergent scheduling and PCC use an independent list scheduler after instruction assignment — our measurements include time spent in the scheduler. The figure shows that convergent scheduling and UAS take about the same amount of time. They both scale considerably better than PCC. We note that PCC is highly sensitive to the number of components it initially divides the instructions into. Compile-time can be dramatically reduced if the number of components is kept small. However, we find that for our benchmarks, reducing the number of components also results in much poorer assignment quality.
7. Results: Genetic Programming

We tested our Genetic Programming framework on our clustered VLIW infrastructure, and we compared it with PCC [9] and UAS [8]. To verify the way our evolutionary system is able to learn to exploit new architectures, we run our experiments on three new configurations, which are modifications of the baseline used in the previous section.

Baseline (4cl). This is the configuration used in the previous experiments. The baseline architecture is a 4-cluster VLIW with rich interconnectivity. In this configuration, the clusters are fully connected with a 4x4 crossbar. Thus, the clusters can exchange up to four words every cycle. The delay for the communication is 1 cycle. Register file, functional units and L1 cache are split into the clusters – even though every address of the memory can be accessed by any cluster – with a penalty of 1 cycle for non-local addresses. The cache takes 6 cycles to access and the register file takes 2 cycles. In addition, memory writes take 1 cycle. Each cluster has 64 general-purpose registers and 64 floating-point registers.

Limited Bus (4cl-comm). This architecture is similar to the baseline architecture, the only difference being inter-cluster communication capabilities. This architecture only routes one word of data per cycle on a shared bus, which can be snooped, thus creating a basic broadcasting capability. Because this model has limited bandwidth, the space-time scheduler must be more conservative in splitting computation across clusters.

Limited Bus (2cl-comm). Another experiment uses an architecture that is substantially weaker than the baseline. It is the same as machine 4cl-comm, except it only has 2 clusters.

Limited Registers (4cl-regs). The final machine configuration on which we test our system is identical to the baseline architecture, except that each cluster has half the number of registers (32 general-purpose and 32 floating-point registers).
Figure 9: Speedup on 4cl-comm compared with 1-cluster convergent scheduling (original sequence). CONV is the baseline sequence (hand-tuned in our previous work), and EVOLVED is the performance of the sequence evolved for this architecture.

Figure 10: Speedup on 2cl-comm.

For each of these four architectures, we evolved an application-independent sequence of passes: our fitness function reward the pass orderings that performs well on all the benchmarks.\(^3\) Results are shown in Figures 9, 10, and 11. The evolved sequence (Evolved

\(^3\) As said before, the fitness measures the average speed-up of the benchmarks compiled with a given sequence.
in the figures) outperformed the initial sequence (Conv. in the figures), which was hand-tuned for the baseline architecture, of 95%, 12% and 68% in the three architectures.

The evolved convergent scheduler outperforms UAS and PCC, except in the case of limited registers, where performance is lower by 6% and 2% respectively. We are investigating new passes that address this aspect. Also, the original hand-tuned sequence is over-tuned for the baseline architecture, and it is generally outperformed by UAS and PCC in the other configurations.

**Leave-one-out Cross Validation.** We also tested the robustness of our system by using leave-one-out cross validation. The evolution was re-run excluding one of the seven benchmarks, and the resulting evolved pass ordering was tested again on the excluded benchmark. The seven cross-validation evolutions reached results very similar (within 6%) to the full evolution, for the excluded benchmarks too (see Table 5).
With these initial experiments, we verified that convergent scheduling is well suited to a set of different architectures. An improved sequence of passes can be found running our evolutionary framework on 20 dual Pentium 4 machines, in less than 40 hours. Once found, it can be used as the core of an architecture-specific application-independent compiler.

8. Related Work

Spatial architectures require cluster assignment, scheduling, and register allocation. We have provided a general framework that can perform all three tasks together (by adding preference maps for registers as well), but the focus of this paper is the application of convergent scheduling to cluster assignment.

Many compilers for spatial architectures address the three problems separately. Much research has focused on novel ways to do cluster assignment, coupled with traditional list scheduling and register allocation methods. The pioneering work in cluster assignment is BUG [4]. BUG uses a two-phase algorithm. First, the algorithm traverses a dependence graph bottom-up to propagate information about preplaced instructions. Then, it traverses the graph top-down and greedily maps each instruction to the cluster that can execute it earliest. The Multiflow compiler uses a variant of BUG [16], without the support for preplaced instructions.

PCC is an iterative assignment approach based on partial components [9]. It builds partial components by visiting the data dependence graph bottom-up, critical-path first. The maximum size of a component is limited by a parameter, \( \phi_{\text{th}} \). It uses simple heuristics to select a value for \( \phi_{\text{th}} \) that balances the trade-off between performance and compile-time, although the exact method is not discussed in detail in the original paper. The components are initially assigned to clusters based on simple load balancing and communication criteria. The assignments are subsequently improved through iterative descent, by checking whether moving a sub-component to another cluster improves the schedule. RawCC leverages techniques developed for multiprocessor task graph scheduling [6]. Assignment is performed in three steps: clustering groups instructions that have little parallelism; merging reduces the number of clusters through merging; placement maps clusters to tiles. During placement, RawCC also handles constraints from preplaced instructions.

In [17], the solution differs from the above approaches in the ordering of passes. It performs scheduling before assignment. The assignment pass uses a min-cut algorithm adapted from circuit partitioning that tries to minimize communication. This algorithm, however, does not directly attempt to optimize the execution length of input DAGs.

To avoid pass ordering problems, recent works have proposed combined solutions. Lerner describes an iterative combined approach, based on simulated annealing, to perform scheduling and partitioning on a VLIW DSP [18]. UAS performs assignment and scheduling together by integrating assignment into a cycle-driven list scheduler [8]. CARS performs all three tasks — assignment, scheduling, and register allocation — in one step, by integrating both assignment and register allocation into a modified cycle-driven list scheduler [19].

Lerner proposes an interesting interface to different passes based on graph replacement [20]. His approach enables independently designed data-flow passes to be composed and run together. The composed pass is able to achieve the precision of iterating independent passes, but without the compile-time cost of iteration. In all these approaches,
however, every decision is irrevocable and final. In contrast, convergent scheduling provides a general framework that allows decisions to be postponed or reversed.

Pass ordering issues on clustered architectures is a relatively new area; a more classical pass ordering problem occurs in scalar optimizations. Some approaches in those areas share similar goals and features with convergent scheduling. Cooper et al. used a Genetic Algorithm solution to evolve the order of passes [21]. Their approach finds good general solutions, and it performs even better when the evolution is applied independently on each benchmark. Our research extends this work in many significant ways. First, our learning representation allows for conditional execution of passes, while theirs does not. Second, we simultaneously train on multiple benchmarks to create general-purpose solutions. Finally, our Genetic Programming representation allows us to search solutions of variable length: by rewarding parsimony, we can find very compact solutions, when possible, or more complex solutions when simple sequences are not suitable. On the contrary, Cooper's approach, based on Genetic Algorithm, is limited to solutions of a fixed size. We believe the convergent scheduling solution space is more interesting than that of an ordinary back-end. The symmetry and unselfishness of convergent scheduling passes implies an interesting and immense solution space.

A recent work by Kulkarni et al. [22] describes new techniques to improve the efficiency of Genetic Algorithms. Their results might reduce the time needed to search our optimized pass orderings.

9. Conclusions

Time-to-market pressures make it difficult to effectively target next generation processors. Convergent scheduling's simple interface alleviates such constraints by facilitating rapid prototyping of passes. As shown, convergent scheduling simplifies compiler design by providing a common interface by which independent passes can cooperatively exchange their beliefs about the space-time schedule. Also, any pass can be run freely before or after any other, so simplifying the cost of deploying and testing a new compiler. Nonetheless, we show that our convergent scheduling compiler is still fast and effective.

Our work shows also how machine-learning techniques can be used to automatically search the pass-order solution space. Our Genetic Programming technique allowed us to easily re-target new architectures, by discovering more effective sequences. A compiler can be tuned to a new architecture by running our evolutionary system for convergent scheduling. Cross validation tests show that performance improvement is not limited to the benchmarks on which the sequence is trained: the one-time evolution will return a general purpose compiler tuned to the new architecture. This process can be repeated for any new machine, adding, if needed, some architecture-specific passes to the framework.

The results shows that convergent scheduling is effective on a variety of architectures, offers quick compilation (comparable to other modern compilers), adapts to different architectural configuration. We believe convergent scheduling is a novel, effective approach to compiling for modern machines.
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