
XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

Towards Understanding the Complex Correlation 
between ML and Systems 

Murali Emani, Argonne National Laboratory 
 

 
Abstract— Machine learning (ML) is increasingly becoming 

critical in science applications. Emphasis on ML for systems and 
Systems for ML is highly stressed upon. There are emerging 
workloads with very interesting characteristics such as sparse 
data, AI-guided simulations. On the other hand, there is a surge of 
regular and AI-specialized hardware accelerators. There are 
unique capabilities along with challenges in leveraging these 
hardware. It is important to understand the deeper interactions 
across applications, middleware and hardware. Here, I will 
present our work on understanding how to better characterize 
Deep Learning workloads for scalability (Systems for ML) and 
auto-guided optimization of GPU Unified memories (ML for 
systems). I will also give an overview of our AI-hardware 
landscape. 
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