It is not far fetched to imagine the “print” approach is the most widely used debugging utility. Novice and expert programmers alike use this approach to print out information as their buggy code executes in order to reveal clues about their code defects. This approach works reasonably well in sequential programs with a single thread of execution, but is not likely to be as useful for debugging parallel programs because of the multiple threads of execution.

What complicates the debugging process for parallel codes, and if you were to build a debugging tool, what features might you provide to help programmers track down their bugs productively?

The non-deterministic nature of parallel execution with multiple threads makes it difficult to diagnose problems because execution behavior may not be repeatable. Hence symptoms such as race conditions or deadlock may disappear from one run to another, or the addition of debugging code (e.g., print statement) affect timing in such a way that race conditions or deadlocks seemingly disappear.

Debugging tools for parallel programming have to provide functionality to diagnose behavior that may arise from non-deterministic execution. For example, address-value traces may be useful in diagnosing race conditions, and tracking communication patterns between threads can help to identify deadlock issues. Additionally checkpointing and replay features may also be useful, as are visualization facilities although scaling the visual debuggers to hundreds or thousands of threads may prove difficult.