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Introduction

In the old villages of the Philippines, when a family moved to a new place, they not only took the kitchen sink with them, they took the entire house.  Traditional Filipino houses were built with bamboo and thatch, and raised a few feet from the ground on stilt-like poles.  These houses were light enough so that if a family needed to move to a new place, it was actually more economical for them to move the entire house to its new site rather than build a new house.  Obviously, though, they could not do this by themselves, so their neighbors would get together and help them.  They began by placing long bamboo poles length-wise and cross-wise under the house.  Once this framework was in place, volunteers from the neighborhood gathered under it, and carried the whole house together on their backs all the way to its new site.  Everyone happily did his or her own part—from the framework builders, to the house carriers, to the people on the roof pushing tree branches out of the way, and the ones preparing food and refreshments for everyone.  Even children took part by carrying small items.  At the end of the day, everyone gathered at the new site for a small neighborhood fiesta to celebrate their success.

This spirit of communal unity and cooperation, of people helping each other and working together, is called bayanihan.
  Like its counterparts in other cultures, including gotong royong in Malaysia and Indonesia, harambee in Africa, and barn raising in the United States, bayanihan makes it possible to achieve seemingly impossible feats through the concerted effort of many people with a common goal and a sense of unity.

My Ph.D. thesis project, Project Bayanihan, seeks to bring the bayanihan spirit into the realm of world-wide computing by studying the idea of volunteer computing.  Volunteer computing makes it possible to solve hard computational problems by allowing people around the world to easily pool their existing computing resources, and work together in a concerted effort.  In this proposal, I present the idea of volunteer computing, discuss its many potential benefits, and identify research issues that must be addressed in implementing it.  Then, I describe how I plan to explore these many issues in my thesis, and develop a prototype system that will allow people to start using volunteer computing for real applications, as well as serve as substantial groundwork for further research.

Background and Motivations

Parallel Processing, NOWs, and Metacomputing

Volunteer computing is based on the idea of parallel processing – a large computational problem that takes a long time to solve on a single computer can be solved up to N times faster by first cutting it up into smaller independent parts, and then having N computers work in parallel on different parts of the problem at the same time.  

Today’s supercomputers work in this manner.  A supercomputer typically contains tens, hundreds, or even thousands of interconnected processors. The combined power of all these processors working in parallel makes it possible to solve in a few minutes or hours computationally-intensive problems that would take days, months, or years to solve on a normal computer.  Examples of such problems include high-energy physics simulations, global climate modeling and simulations, molecular structure analysis for chemical and biological research, data mining (i.e., searching for useful patterns in large sets of data) for business applications, and many others.  Unfortunately, although they are fast, supercomputers are also extremely expensive, typically costing millions of dollars each, not including the expensive maintenance, software, and support costs due to the use of specialized processors, interconnections, and hardware.  For this reason, only large government- or industry-funded research labs are currently able to afford supercomputers.

In response to this problem, several research groups in the past decade have developed systems that allow ordinary PCs and workstations on a network to be used in parallel as a virtual supercomputer.  With these systems, universities and companies can harness the power of existing machines on their networks, and enjoy the benefits of supercomputing at little or no extra cost.  Often, these systems took advantage of idle cycles – times when a computer is not being used, either because the user is not there (e.g., at night), or the user is not performing any computations (e.g., the user is visually reading a web page).  Such systems, sometimes called NOWs (networks-of-workstations), or SCANs (supercomputers-at-night), have successfully been installed and used in many research labs and universities, and several standardized programming systems for them already exist.

In the past five years, the explosive growth in the number of computers connected to the Internet has sparked a movement towards extending the range of NOWs and SCANs beyond the boundaries of individual organizations, and allowing people to pool their computing resources into global networks of networks of computers.  In 1994, for example, a world-wide network of 1,600 computers succeeded in solving a 17-year old cryptographic challenge by factoring a 129-digit number [24].  Today, the Great Internet Mersenne Prime Search (GIMPS) [39], is using a similar but larger network to expand the range of known prime numbers.  At present, several research groups have started working on generalizing the principles behind these ad hoc systems, and developing general-purpose metacomputing systems [27,16].  Their goal is to eventually allow people to use global networks of networks of computers as one big virtual metacomputer.

Volunteer Computing

Volunteer computing is a form of metacomputing that maximizes the ease with which people can have their machines be part of a metacomputer.  Most existing NOW and metacomputing systems, while very flexible and powerful, require significant human effort to set up.  First, programmers need to take into account the different types of computers (PCs, Macintoshes, UNIX workstations, etc.) in the metacomputing network, and generate versions of their programs for each distinct type.  Then, the system administrators of the participating machines have to install these programs on all machines under their respective domains.  Finally, the administrators of all participating domains must coordinate and give each other access rights to their machines, as required by the metacomputing software.  All this means that it can take days, weeks, or even months to set up a large metacomputing network – that is, if it can be set up at all.  The idea behind volunteer computing is to eliminate these setup requirements, and make it so easy to join a computing network that anyone, even a casual computer user without any technical knowledge, can do it.  In this way, we not only make it possible to build much larger metacomputers much more quickly, but also make metacomputing and all its benefits more accessible to the common Internet user.

We can catch a glimpse of the enormous potentials of volunteer computing from the recent success of distributed.net, a cooperative group of programmers and thousands of volunteers around the world who, on October 19, 1997, solved the $10,000 RSA RC-56 decryption challenge after trying 34 quadrillion different keys [5].  At the time the search ended, distributed.net had over 4,000 active volunteer teams (having anywhere from one to hundreds of computers each), and was searching through keys at a rate of over 7 billion per second – equivalent to the combined power of about 26,000 high-end PCs.  Over the span of the 250 days it took to crack the code, they received results from as many as 500,000 different computers (unique network addresses) around the world [11].

A large part of the success of this project can be attributed to the relative ease with which users were able to participate in the computation. The programming team at distributed.net wrote versions of their programs for almost all the different processor and operating system combinations in use today.  They also set up a number of server machines that automatically received results from volunteers through the Internet.  With these in place, all that volunteers needed to do to join was to download the appropriate version of the software, install it on their machines, and then run the software in the background.  There was no need for distributed.net administrators to personally install software on the volunteer machines and no need for volunteers to coordinate with each other beforehand.  (That is, the process was easy enough that the volunteers could do it themselves, and the software did not require explicitly giving out access rights.)

Recent advances in World Wide Web technology offer to make volunteer computing even easier.  Key among these is Sun Microsystems’ Java technology [37], which allows people to write platform-independent programs called applets, that can be placed on a web page together with ordinary text and images.  When a user views a web page, any applets on the page are automatically downloaded by the user’s browser and executed on the user’s machine, where they can provide dynamic and interactive features to the web page not possible with ordinary text and images. Java applets can be used to enhance web pages with such features as animations, interactive demos, and user-friendly input forms.  Java’s built-in networking features also allow applets to be used for interactive multi-user applications that allow people to interact with each other and share ideas through the Web, such as games, “chat rooms”, and “shared whiteboards”.  Java’s versatility has made it one of the most popular and fastest-growing software technologies today.  All major web browsers now support Java, and thousands of individuals, companies, and schools are now using Java for a wide variety of personal, commercial, and educational purposes.  (The Gamelan Java repository web site [13] contains a good collection of these applets.)

Java’s applet technology, coupled with its popularity and ubiquity, offers us an opportunity to make volunteer computing both easier and more accessible than in systems like distributed.net.  With Java, programmers who want to set up a metacomputing network can write their software as Java applets and post them on a web page.  Then, people who want to volunteer need only view the web page with their browsers, and wait.  The applets are downloaded automatically and run without any human intervention.  The volunteers do not even have to install any software themselves.  In this way, adding a computer to a metacomputing network – something that used to require expert administrators and take days of setup time in conventional NOWs and metacomputers – can be done by the average user with literally a single mouse click.


The implications and potentials of this technology are enormous.  By making it easy for every one of the world’s millions of computer users, experts and casual users alike, to have their computers work together, volunteer computing creates many new technological and social possibilities.  Project Bayanihan seeks to identify these and to develop theories and technologies to turn them into reality.

Potential Benefits and Applications

The potential benefits of volunteer computing range from the local to the global.  Volunteer computing can be used within and between organizations not only to provide inexpensive supercomputing capabilities, but also to facilitate and encourage global collaboration and sharing of resources.  With the appropriate economic models and mechanisms, it can also be used in commercial systems where computing power becomes a commodity that people can buy, sell, or trade.  Finally, volunteer computing has the potential capability to harness the millions of the computers on the Internet, and use them towards solving hard computational problems for the common good of the whole world.

Intra-organization volunteer computing

Many companies and universities today have internal networks (intranets) with many PCs and workstations that remain idle most of the time – not only during off-hours, but also during office hours when they are mostly used for non-computational tasks such as word processing.  Volunteer computing can be used to pool together the computing power of these existing and under-utilized resources to attain supercomputing power that would otherwise be unaffordable.  This not only makes it possible for research organizations to satisfy their computational needs inexpensively, but also creates an opportunity for other organizations to consider the use of computational solutions and tools where they haven’t done so before.


For example, companies with heavy computational needs can use volunteer computing systems as an inexpensive alternative or supplement to supercomputers.  Some applications include: physical simulations and modeling (e.g., airflow simulation in aircraft companies, crash simulation in car companies, structural analysis in construction firms, chemical modeling in chemical, biomedical, and pharmaceutical labs, etc.), intensive data analysis and data mining (e.g., for biomedical labs involved in genome research, for financial analysts and consulting firms, etc.), and high-quality 3D graphics and animations (e.g., for media and advertising companies).


At the same time, companies that have hitherto deemed computational solutions or tools too expensive can start benefiting from them.  For example, manufacturing companies can benefit from computational analysis and process simulations of their complex pipelines.  These can be used to expose bottlenecks and weak points in processes, predict the effects of changes, and lead to finding ways to make them more efficient and cost-effective.  Marketing departments of companies can do data mining on sales and consumer data, finding patterns that can help them formulate strategies in production and advertising.  In general, by providing an affordable way to do computation-intensive analysis, volunteer computing can let companies enhance the intuitive analysis and ad hoc methods currently used in planning and decision making, and make them more informed and systematic. 


Like companies, universities and research labs can use volunteer computing to turn their existing networks of workstations into virtual supercomputers that they can use for their research.  This is especially useful in financially-constrained institutions, such as universities in developing countries that cannot afford to buy supercomputers and have thus far been unable to even consider doing computation-intensive research.  Even in non-research-oriented universities that do not have a true need for supercomputing, virtual supercomputers built through volunteer computing can be used to teach supercomputing techniques, giving students skills they can use when they go to graduate school or industry.


Most of the applications mentioned here can be implemented with conventional NOW or SCAN software, and are in fact already being implemented in a growing number of organizations today.  The advantage of volunteer computing over these is that: 1) it makes implementing applications dramatically easier for administrators and users alike, and 2) by doing so, it makes the technology accessible to many more organizations, including those that do not have the time and expertise to use conventional NOWs.  For example, if a company decides to use its machines for parallel processing, system administrators do not need to spend time manually installing software on all the company machines anymore.  They can simply post the appropriate Java applets on the company web site, and then tell their employees to point their browsers to a certain web page.  The employees do so, and leave their machines running before they go home at night.  In this way, a company-wide volunteer computing network can be set up literally overnight, instead of taking days or weeks for installing software and educating users as it would in conventional systems.

IntEr-organization volunteer computing

The same mechanisms that make volunteer computing within individual organizations work can be used to make volunteer computing between organizations work as well.  By volunteering their computing resources to each other, or to a common pool, organizations around the world can share their computing resources, making new forms of world-wide collaborative research possible.


Much research today is going into developing technologies for collaboratories – world-wide virtual laboratories where researchers in different labs around the world can interact freely with each other and share data and ideas, as if they were all in one big laboratory [41,28].  Technologies currently under development include videoconferencing, shared whiteboards, remote instrument control, and shared databases.  Volunteer computing can enhance collaboratories by allowing researchers to share not only data and ideas, but computing power as well.


Even organizations that do not collaborate very closely can use volunteer computing mechanisms to barter trade their resources, depending on their need.  This has interesting geographical possibilities.  For example, a university in the United States can allow a lab in Japan to use its CPUs at night (when it is day in Japan) in exchange for being able to use the Japanese lab’s CPUs during the day (when it is night in Japan).   In this way, we get a win-win situation where both labs get twice the processing power when they need it.


Taken to an extreme, pooling and barter trade of computing resources between organizations can lead to the formation of cycle pools – massive pools of processing power to which people can contribute idle cycles, and from which people can tap needed processing cycles.  This can be used for organizations’ individual gains, as in the example above, but can also be a venue for larger organizations to help smaller ones and contribute toward a better social balance of resources.  For example, a large university with more idle computer power than it needs can donate its idle cycles to the pool, and allow smaller universities and schools to make use of them for their own teaching and research needs.

Commercial Systems

By giving people the ability to trade computing resources depending on their needs, volunteer computing effectively turns processing power into a commodity.   With appropriate and reliable mechanisms for electronic currency, accounting, and brokering, market systems become possible, allowing people and groups to buy, sell, and trade computing power.  Companies needing extra processing power for simulations, for example, can contact a broker machine to purchase processing power.  The broker would then get the desired processing power from a cycle pool formed by companies selling their extra idle cycles.  Even individuals may be allowed to buy and sell computing power.  

Commercial applications of volunteer computing also include contract systems, where computing power is used as payment for goods and services received by users.  For example, information providers such as search engines, news sites, and shareware sites, might require their users to run a Java applet in the background while they sit idle reading through an article or downloading a file.  Such terms can be represented as a two-sided contract that both sides should find acceptable.  For example, while it is actually possible in today’s browsers to hide Java applets inside web pages so that they run without users knowing about them, most users will consider this ethically unacceptable, and possibly even a form of theft (of computing power).  Sites that require users to volunteer must say so clearly, and allow users to back-out if they do not agree to the terms.

If appropriate economic models and mechanisms are developed, commercial volunteer computing systems can allow people not only to save money as they can in organization-based systems, but to make money as well.  Such an incentive can attract a lot of attention, participation, and support from industry for volunteer computing.  In the end, what happened to the Internet may happen to volunteer computing as well – it will start out as something primarily used in academia, and then when it becomes mature, it will be adopted by industry, which will profit immensely from it.

NOIAs

Many experts, both in industry and in the academic community, predict that in the near future, information appliances – devices for retrieving information from the Internet which are as easy to use as everyday appliances such as TVs and VCRs – will become commonplace.  In the United States today, companies such as WebTV [40] are starting to develop and sell information appliances in the form of “set-top boxes”, while cable companies such as MediaOne [25] are starting to support high-speed cable modems that use the same cable that carries the TV signals to connect users to the Internet up to 50 times faster than a telephone modem can.  It is not hard to imagine that within the next five or ten years, the information appliance will be as commonplace as the VCR, and high-speed Internet access as commonplace as cable TV.

This brings up an interesting idea: what if we use volunteer computing to allow users of these information appliances to volunteer their appliances’ idle cycles?  These nodes can perform computation, for example, when the user is not using the information appliance, or while the user is reading a web page.  Such networks-of-information-appliances, or NOIAs, as I call them (incidentally, the acronym also means “mind” in Greek [, and may evoke an image of a brain-like massively parallel network of millions of small processors around the world), have the potential for being the most powerful supercomputers in the world since: 1) they can have tens of millions of processors (i.e., potentially as many as the number of people with cable TV), and 2) although they are only active when the user is idle, we can expect the user to be idle most of the time.

NOIAs can be contract systems.  Cable companies or Internet service providers (ISPs) can sign a contract with their clients that would require clients to leave their information appliance boxes on and connected to the network 24 hours a day, running Java applets in the background when the user is idle. This may be acceptable to many clients since most people today are used to leaving their VCR on 24 hours a day anyway.  In some cases, however, clients may object to having someone else use their appliances when they are not using it, so a reasonable compromise may be to always give clients the option of not participating, but give benefits such as discounts or premium services to clients who do.  In addition, volunteering clients may be allowed to indicate which kinds of computations they do and do not want to be involved in.  For example, a client may allow her appliance to be used for biomedical research directed at lung cancer, but not for tobacco companies doing data mining to improve their advertising strategy.

It may take some time before information appliances and high-speed Internet access become widely available enough to make NOIAs possible.  However, it is useful to keep them in consideration since techniques developed for the other forms of volunteer computing are likely to be applicable to NOIAs when their time comes.

True Volunteer Computing

Finally, and perhaps most interesting of all, there are true volunteer computing systems, where the participants are volunteers in the true sense of the word.  That is, they: 1) come and leave of their own free will, 2) are unknown to the administrators before they volunteer – i.e., they can come from anywhere, not just from the administrators’ domains, and 3) do not expect substantial compensation.

By allowing anyone on the Internet to join as they please, true volunteer computing systems have the potential for pooling together the computing power of the millions of computers on the Internet.  Today, it is estimated that there are about 30 million computers on the Internet.  If we can somehow get even a small fraction of these to work together, we would have a world-wide supercomputer more powerful than any single supercomputer by several orders of magnitude.  The experience of distributed.net, which managed to involve as many as half a million computers over 250 days in cracking the RC5-56 challenge despite requiring some technical knowledge on the part of volunteers, shows that this idea is not as far-fetched as it may sound at first.  Because it lets users volunteer through the web using just their browsers, Java-based volunteer computing systems can be even larger than distributed.net, and can be formed much more quickly.  

The experiences of popular web sites have shown that it is possible to attract as many as thousands, or even millions of users in a matter of hours.  In July 1997, for example, the NASA Mars Pathfinder web sites received 46 million “hits” per day as people came to view images from Mars [26].  Since each visit from a user actually consists of several hits, this does not mean 46 million unique users.  Nevertheless, it represents at least tens and probably hundreds of thousands of users, and earned the NASA web site a place in the 1997 Guinness Book of World Records.  Digital’s AltaVista, a popular web search engine, may be even more impressive.  It has been serving 20 million searches per day and 18 million unique users per month for the past several months [10].  All these examples show that ultimately, the size and speed of a Java-based true volunteer computing system are limited only by how well it can attract people, and how many volunteers it is prepared to handle. 

This leads to the question of what kinds of applications can attract a large number of volunteers.  To date, the most popular and successful applications have been what we might call “cool” challenges – challenging computational problems that people join just for fun and the pride of being part of a global effort.  So far, these have mostly involved mathematical problems such as searching for prime numbers (e.g., GIMPS), and cryptographic challenges (e.g., the 1994 factoring effort, and distributed.net).  Other possibly more interesting cool challenges include: chess (imagine a “Kasparov vs. the World match”, where Kasparov plays against a world-wide volunteer computing network), international computer olympics (countries form their own volunteer computing networks, which then play against each other in competitions, such as chess, where the winner is determined by a combination of algorithm design and the number of loyal citizens willing to participate), and distributed graphics applications (“Join in the making of Toy Story III!”).

Scientific problems in areas that appeal to the public can also attract volunteers. Recently, the SETI@home project [34], has started soliciting for volunteers willing to allow their home computers’ idle cycles to be used for analyzing radio telescope data for unusual patterns that may indicate extraterrestrial life.  With the help of publicity from TV and from the movie Contact, SETI@home attracted 35,000 potential volunteers within three months.  (These are people who expressed willingness to participate; the actual computation has not started yet.) 

Ultimately, true volunteer computing can be used for worthy causes – practical, useful, and relevant problems that serve the common good. Worthy causes can be local or global.  Local worthy causes are those relevant to a particular city, country, or geographic area.  These can include traffic simulation studies for congested mega-cities, and local weather and seismological simulation research.  Global worthy causes have a wider scope, and include those that can help humankind as a whole, such as molecular modeling and simulations for vaccine and pharmaceutical research, and simulating the effects of environmental policies on global warming and other environmental effects.  

With true volunteer computing, an organization with a worthy cause can invite concerned Internet users to donate their idle cycles by simply visiting a web page and leaving their browsers running in the background while their work.  Volunteers contribute processing power towards the worthy cause willingly, and according to their own capacity.  The end result is electronic bayanihan – people working together for the good of their community and even the world.

Research Issues and Challenges

Making volunteer computing into a reality involves many interesting and challenging questions, issues, and problems.  These include technical issues that need to be addressed in making volunteer computing possible and effective, economic issues, and social issues concerned with how this technology can and will affect society.  

Technical Issues

The technical issues can be classified broadly into accessibility, programmability, reliability, and scalability and performance.

Accessibility

Since the goal in volunteer computing is to potentially allow anyone on the Internet to participate, volunteer computing systems must be easy to use, and platform-independent.  Volunteering must require as little technical knowledge from volunteers as possible.  Even a seemingly simple procedure such as downloading and installing a program may be too complex, since most computer users today generally only know how to use applications, not how to install them.  At the same time, users should be able to participate regardless of what type of machine and operating system they use, and preferably without having to identify their platform type.

In order not to discourage people from joining, volunteer computing systems must also be secure.  Since programs will be executed on the volunteers’ machines, volunteers must be given the assurance that these programs will not do harm to their machines.  In current NOW and metacomputing systems, as well as volunteer systems such as distributed.net, programs run in user-mode, which means that they can access any of their users’ files and data, including sensitive data such as credit card information and passwords.  Clearly, such a serious security risk would (and should) make people wary of volunteering and thus poses a major obstacle in achieving volunteer computing networks of larger sizes.  In fact, in response to some incidents with Trojan horses created by hackers, distributed.net has recently started posting warnings telling volunteers to make sure that they only download programs directly from distributed.net.

Finally, volunteer computing systems should have a good user interface design to encourage volunteers to stay.  In most traditional parallel applications, user interfaces for the processing nodes are unnecessary because these nodes are usually hidden inside a large supercomputer and cannot be accessed independently anyway.  In volunteer computing systems, however, volunteers need an interface for doing such things as starting and stopping applets, or setting their priority.  They also need some sort of progress indicator to assure them that their machines are actually doing useful work.  User interfaces for viewing results and statistics, or for submitting jobs or specifying parameters, are also important.  Whereas these are traditionally available only to the server's administrators, we may want to make them available to users as well.  In commercial systems, for example, users would like a good interface for submitting problems, and receiving results.

Among technologies available today, Java satisfies these requirements best.  As we have seen earlier, web-based systems using Java applets are both easy-to-use and platform-independent, allowing anyone with a Java-capable web browser (available on all major platforms today) to volunteer simply by visiting a web site.  Furthermore, Java applets are executed in a secure “sandbox” that prevents them from accessing or destroying the user’s data.  Finally, Java provides a flexible graphical user interface (GUI) library that makes user interface design relatively easy.  Other systems with similar features exist, and can also be used for volunteer computing, (e.g., MIT’s Curl [21]).  Currently, however, Java’s popularity and ubiquitous presence make it the most practical choice.

Programmability

Programming tools and libraries for volunteer computing must allow programmers to implement a wide variety of parallel applications, and be able to do so easily and quickly.  


To make this possible, programming libraries and tools must be platform-independent so that programmers, like users, do not have to worry about the different platforms on which their programs may be run.  The libraries should provide standard interfaces for network communications, graphical user interfaces, data packets, etc., such that programmers can just write one version of the program, and not have to modify it for each distinct platform. Libraries and tools should also support modularity and reusability.  Programmers should be able to reuse already-made parts in their programs, as well as create parts that can be reused in the future, or used by others.  Ideally, parts in the software library should be like LEGO  bricks – simple yet connectable, and consequently, highly versatile and reusable.

Again, Java is a good starting point in this regard.  Aside from providing a platform-independent interface to the programmer, it is also object-oriented, encouraging (even forcing) programmers to program in a modular and reusable manner.

Programmers must also have ways to write parallel programs easily.  While this is a problem in all parallel systems, including supercomputers, NOWs, and metacomputers, it is an even harder problem in volunteer computing, since volunteer nodes can have different kinds of CPUs, and can join and leave a computation at any time. For example, in traditional parallel programming, it is not uncommon to write an instruction that says something like, “At time 10, Processor 1 sends data A to Processor 2.”  This may not work in a volunteer computing system because Processor 1 may be a slow machine, and will not have data A ready by time 10, or worse, Processor 2 may leave the system, in which case Processor 1 is stuck with no one to send to.  In general, parallel programming models for volunteer computing need to support adaptive parallelism.  That is they must work without assuming the existence of a fixed number of nodes, or depending on any static timing information about the system.  Various strategies for implementing adaptive parallelism such as Linda/Piranha [15], eager scheduling [4], and Cilk [6] are known, and can be starting points, but there is still a lot of room for improvement and further research.

Reliability

Because of their size, volunteer computing systems are especially prone to faults.  Not counting the problem of volunteers leaving (which is already covered by adaptive parallelism), faults can include not only unintentional random faults, such as data loss or corruption due to faulty network links or faulty processors, but also intentional faults caused by malicious nodes submitting erroneous data.  


In general, fault-tolerance can only be achieved using some form of redundancy.  For example, we may give the same piece of work to three different processors, and have them vote on the correct answer.  Such replication techniques are used today in many critical systems, including satellites and spacecraft.  Unfortunately, however, they are quite inefficient since repeating work r times means taking r times longer to solve the whole problem.  Thus, an interesting research problem is to develop effective but efficient fault-tolerance techniques.  One possible approach, for example, is spot-checking with blacklisting, where results are only double-checked occasionally, but faulty nodes that are caught are not used again.  This is less reliable than replication, but potentially much more efficient.

Commercial and true volunteer computing networks are also susceptible to malicious attacks from volunteers.  One type of attack is sabotage, where volunteers (and possibly also non-volunteers) intentionally submit erroneous results.  Instead of doing the computation it is asked to do, for example, a saboteur might simply return random numbers as results.  Unchecked, such an error can propagate and render all future computations invalid – even those from honest volunteers.  Another type of attack is spying, where volunteers steal sensitive information from the data they are given.  Suppose, for example, that a company A purchases computing power from a commercial cycle pool in order to process its sales data.  Without some form of protection, a competitor B can then spy on A’s data by joining the cycle pool and volunteering to do work.

Guarding against malicious attacks is a very challenging problem.  It is also one that has not been studied very well since, so far, people have been able to trust the parts in their computer not to intentionally sabotage their computations.  Possible ways of addressing this problem include using cryptographic techniques such as digital signatures and checksums to protect against volunteers sending back random results, encrypted computation to protect against spying and attempts to forge digital signatures and checksums, and dynamic obfuscation (i.e., instruction scrambling) techniques from computer virus research to simulate encrypted computation when it is not possible.  These techniques are discussed in more detail in my paper [30], but remain to be implemented and tried.  

In some cases, reliability problems can be addressed by problem choice.  Some problems do not really require 100% accuracy, such as sound or graphics processing where a little static or a few scattered erroneous pixels would be unnoticeable.  Others, such as search problems with rare results, have easily verifiable results that can be checked by the server without loss of performance.  

Perhaps the most interesting problems, though, are those that use self-correcting algorithms, where erroneous results can at worst only delay the answer, not invalidate it.  For example, some optimization problems can use so-called genetic algorithms [20] based on the principle of natural selection.  These algorithms begin with a set of randomized solutions, and run for many cycles.  In each cycle, a desirability function is used to screen out less desirable solutions.  Those that remain are allowed to live and possibly “mate” with other solutions.  Some are also randomly mutated to introduce variety and to prevent the population from getting stuck with a sub-optimal solution.  After many cycles, the solution to the problem is taken from the set of “survivors”.  Volunteer computing systems employing genetic algorithms have a good chance of being resilient to faults and sabotage since any non-desirable solutions returned by faulty processors or saboteurs will be screened-out by the desirability function.  At worst, saboteurs can only make the algorithm take longer by introducing undesirable solutions into the system.  At best, they may even inadvertently introduce benevolent mutations that will lead to the desired solutions more quickly.

Scalability and Performance

To reach their full potential, volunteer computing systems must be scalable.  That is, they must be capable of solving arbitrarily large problems by using arbitrarily large numbers of volunteers.  


One obstacle to scalability is the need to have servers to distribute work, collect results, and coordinate the worker machines.  Single-server systems are easy to set up and good for small systems but are eventually limited in size to the finite number of worker machines that the server can handle.  For medium-sized systems such as inter-organization networks, a pool of servers may be used to support the bigger load, just like the NASA Pathfinder web site used “mirror sites” around the world to handle its load.  For true volunteer systems that can potentially have millions of participants, however, even such server pools may not be sufficient.  In such cases, a possible solution might be to employ volunteer servers to serve other volunteers.  This is not easy, however.  Not only does it involve challenging implementation problems, but it also raises more reliability questions such as what happens if the volunteer server crashes or leaves, or even what happens if the volunteer server is malicious.


Another problem related to scalability is the question of overall performance. Unlike supercomputers, which employ high-speed processors with high-speed interconnections, volunteer computing networks are composed of slower processors with much slower connections.  (A modem line, for example, is thousands, or even millions, of times slower than the inter-processor links in today’s supercomputers).  So far, we have argued that this is not necessarily a problem since volunteer computing allows us to employ far many more processors than supercomputers do, and so presumably can make up for the difference by sheer numbers.  Intuitively, this may sound plausible, but whether it is actually true remains a question.

To answer this question, it would be helpful not only to do experiments and make empirical observations, but to try to identify theoretical limits as well.  In particular, it would be useful to derive a general set of equations relating parameters such as the total number of processors, the processing speed of each one, the processing speed of the servers, communication delays, problem granularity (i.e., computation/communication ratio), and other factors, in such a way that we can determine requirements for one parameter given the values of others.  In addition, it may also be useful to look into unconventional forms of computing for ways to get around these limits.  After all, we know that the brain is able to achieve enormous processing capabilities by using very many very simple components (i.e., neurons).  Can we do something similar with volunteer networks and NOIAs?  Research on neural networks, cellular automata, and more recently, amorphous computing [1], which all use very small components to perform computation, may be starting points for this kind of theoretical research.

Economic Issues

Models and Mechanisms for Commercial Systems

In implementing commercial volunteer computing systems, we need to have models for the value of processing power.  How does supply and demand affect the value of processing power?  How about quality of service?  How does one arrive at guidelines for fair barter trade?  We also need mechanisms to implement these models.  These include electronic currency mechanisms to allow money to be electronically exchanged in a safe and reliable manner, an accurate system for accounting of processing cycles, and efficient brokering mechanisms for managing the trading of processing cycles.  


Because these mechanisms deal with real money, it is important that they are accurate and robust.  Loopholes that permit crimes such as electronic forgery (of currency), and “cycle theft” to occur can lead not only to loss of computational power and data, but also to direct financial losses.  Because of the difficulty in implementing these mechanisms, commercial volunteer computing systems based on them will probably not be possible in the near future, even if all the (non-economic) technical issues can be resolved.  Nevertheless, some research groups, such as the SuperWeb group at the University of California at Santa Barbara (UCSB) [2], are already pursuing this goal by looking into the results of researchers in different but related areas, such as electronic commerce and digital cash.  Meanwhile, it may also be worthwhile to look into implementing commercial systems with more relaxed mechanisms, such as barter trade, that may be less accurate, but at least cannot result in large direct financial losses.

Hidden Costs

One of the early arguments for using NOWs (networks of workstations) instead of supercomputers was that of cost-effectiveness: whereas a single supercomputer costs millions of dollars, a NOW uses existing workstations and thus costs next to nothing.  In this way, NOWs can bring parallel processing capabilities to people who cannot afford to buy supercomputers.  When considering massive NOWs such as volunteer computing networks or NOIAs, however, the validity of this argument may not be so clear anymore.  Several issues arise and require further study.


For one, the cumulative cost of supplying electrical power to a massive NOW with thousands or millions of nodes may eventually offset the cost advantage gained from using existing hardware.  Because of overhead, fault-tolerance redundancy requirements, and other factors, we expect that a massive NOW with the same processing power as a supercomputer would need several times as many nodes.  Furthermore, each of these nodes would be an entire PC or workstation instead of just a single processor.  Thus, it is easily conceivable that a NOW can use much more total power than a supercomputer.  

We might argue that this power is already being spent by computers sitting idle, and that we are just putting it to better use.  This may be true, but it deserves more study.  It may be that with power-saving mechanisms, PCs and information appliances would spend less energy when idle.  As a very simple example, when a user is not using his information appliance, he can turn it off.  If we required the user to allow his information appliance to be used in a NOIA as part of his contract, then he cannot turn it off and it will be spending energy which he would not normally be spending otherwise.

Another source of hidden costs is the network.  The high-speed links needed to alleviate congestion and improve performance in massive cycle pools may end-up costing more than a supercomputer.  These links are often leased from a telephone company, and thus can be quite expensive. Furthermore, if a volunteer computation uses a public network such as the Internet, then moving data between computers can cause congestion in some areas, which can then affect unrelated Internet traffic, and cause equivalent financial losses in places uninvolved with the project.

I do not think that these problems would be enough to make volunteer computing completely untenable.  However, I think that they are real concerns and should be studied.

Social Issues

Finally, volunteer computing raises up a number of social questions and possibilities.  Among these are:

· How do you attract people to true volunteer computing efforts?  What kinds of problems would people like to help solve?  Would the offer of compensation  attract more people?  If so, what forms of compensation?  (For example, distributed.net offered part of the $10,000 prize from RSA to the team who found the key).

· How will people react to NOIAs?  Will they allow their computers to be used? Is it ethical to require them to participate as part of a contract?   Will people see it as a form of charity and community spirit, or will they see it as a form of taxation?  How can NOIAs be put to good use?

· In what ways will volunteer computing change and enhance global collaborative relationships?  By allowing people to work together on a common goal, regardless of physical and political boundaries, can volunteer computing somehow foster global unity and peace?  Is world-wide bayanihan really possible?

As we have seen, volunteer computing can offer us many new possibilities in computing.  Ultimately, the basic social question is: how can we use volunteer computing to improve life on earth?

Project Bayanihan: The Thesis and beyond

The ultimate goal of Project Bayanihan is to investigate all these technical, economic, and social issues, and develop useful theory and technology that will make volunteer computing a ubiquitous technology that will benefit the average computer user.  Clearly, however, this goal cannot be achieved in one big step or in one Ph.D. thesis.  There are enough issues, and enough different possible approaches to these issues, that the potential for research cannot be exhausted within a few years or by a few researchers.  (In fact, several research groups have already been formed around the world that are dedicated to studying these issues, or even just subsets of these issues.)


In my thesis, therefore, I do not intend to exhaust the topic of volunteer computing.  I do hope, however, to lay substantial groundwork that will enable and facilitate further research into volunteer computing by myself and by others.  Specifically, my thesis objectives are:

1. to identify the potentials in volunteer computing, as well as the research challenges that need to be addressed in order to realize these potentials;

2. to develop a flexible framework that can be used not only to implement  volunteer computing systems that can be applied to real computational problems, but also to explore different approaches to various research issues;

3. to use this framework to initiate exploration into the many technical issues we have identified (i.e., accessibility, programmability, reliability, scalability, and performance) by trying one or two specific approaches to each of them, observing the results, and identifying directions for future research; and 

4. to produce a software package for public beta testing that will enable others to create volunteer computing systems that can be used for at least some classes of practical parallel problems within their organizations.

While time and resource constraints limit me to focusing primarily on intra-organization volunteer systems, I do hope to produce results that can be extended, by myself or by others, to implement inter-organization systems and true volunteer systems in the future.  I do not expect to be able to explore the economic and social issues of volunteer computing myself in the near future, but I believe that in the time it will take to study inter-organization and true volunteer systems, others researchers in the electronic commerce and information technology industries will probably make significant developments technologies such as electronic currency and set-top boxes.  When this happens, we can use their results in building commercial volunteer systems and NOIAs as well.

Current Work

I started work on Project Bayanihan in May 1996, first recognizing the potentials of Java-based volunteer computing, and identifying the many research challenges discussed earlier in this proposal.  (These were also published in [30].)  Since then, I have made significant progress towards my other thesis objectives as well, having successfully developed a flexible object-oriented framework, and used it to implement simple volunteer computing applications and experiment with different approaches to several technical issues.  In the next few months, I plan to continue with these experiments as well as prepare my software for public use.  I intend to finish my thesis in the Spring term of 1999.

The Bayanihan Software Framework

I have developed an extensible object-oriented software framework that allows researchers to implement different ways of addressing technical issues such as adaptive parallelism, reliability, user-interface design, and scalability, while at the same time making it easy for programmers to set up Java-based volunteer computing systems for their own applications.  This framework provides programmers with a set of basic components and an infrastructure for composing, interconnecting, and extending them.  It uses the distributed object programming package HORB [19], to make programming easier by allowing programmers to concentrate on designing objects and specifying how they interact, rather than on low-level details such as data formats and communication protocols.


Figure 1 shows an example of a volunteer computing system built using the Bayanihan framework.  A Bayanihan system consists of many clients connected to a server.  A server is typically a command-line Java application running on a machine with a web server for serving out Java applets.  It contains one or more problem objects representing different parallel applications.  Each problem has a program object that creates application-specific data objects, and places them in data pools managed by different manager objects.  A client can either be a browser-based Java applet or a command-line Java application downloaded from the server and executed on a volunteer's machine.  There can be different kinds of clients, each containing an engine object that communicates with a corresponding manager object by exchanging data objects (through an intermediate advocate object).  A worker client for performing computation, for example, would have a work engine that would get and process work data objects from the work manager, while a watcher client for viewing results and statistics would have a watch engine that would get result data objects from a watch manager.  Data objects are generally polymorphic, and know how to process themselves.  A work object for a specific application, for example, would implement its own doWork() method, which the work engine then calls to run the computation.  Both the engine and data objects have associated GUI (graphical user interface) objects that provide a user interface.
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Figure 1: A Bayanihan system with generic (shaded) and application-specific (double-bordered) objects
Writing an application using the Bayanihan framework typically involves first selecting and using existing generic library components (shown shaded in Figure 1), and then defining new application-specific components (shown double-bordered) by extending existing base classes.  In this way, application programmers can write a wide variety of applications that share a common programming model by using a common set of pre-defined engine, manager, and data pool objects, and then defining different data, GUI, and program objects according to the application.  At the same time, the framework also allows programmers and researchers to change the generic objects themselves, making it easy to implement and experiment with new generic functionality and mechanisms.  For example, researchers can experiment with performance optimization by writing work manager objects with different scheduling algorithms.  Similarly, replication-based fault-tolerance mechanisms can be implemented by extending (i.e., subclassing) the manager and data pool objects.  Programmers can even implement entirely new parallel programming models by creating new sets of engines, managers, and data pools.

writing Applications and Exploring Issues

Using this framework, I (with the valuable advice and help of others) have successfully implemented a number of applications, as well as initiated explorations into various research issues.  Some of our current results include:

· Accessibility.  The Bayanihan software works with any web browser that can run Java 1.0 applets.  No other software is required, and volunteers can join simply by clicking a link on a web page.  For more complex applications, volunteers can also use Java applications which need to be downloaded and installed manually, but are have less file and network access restrictions than applets.

· Programming Interface and Applications.  I have developed a set of generic components that support a simple master-worker-style programming model wherein the server divides a parallel problem into independent work packets which are then distributed to the volunteer workers [27].  This general model can be used for easily-partitionable or "embarassingly parallel" problems.  I have used this model to implement a number of applications including factoring [27], distributed web-crawling [27], and fractal rendering (i.e., Mandelbrot set) [27], and have also supervised students who have written a code breaking application for the RSA RC5 challenge [27], and a general sub-framework for parallel genetic algorithms [28].  Recently, I have also used the master-worker model to implement the Bulk Synchronous Parallel (BSP) programming model [27].  This model [27] makes programming easier by providing programmers with familiar remote memory access and message-passing functions, while enforcing timing semantics on these communication operations that make implementation in a volunteer computing environment relatively easy.  By implementing BSP with Bayanihan, we hope to enable programmers to port the growing collection of BSP programs [26] to Java and make it easier to do realistic research using volunteer computing systems.

· User Interface Design.  The framework's modular design gives programmers great flexibility in designing user interfaces.  For example, programmers can create application-specific GUI objects to view the same object in different ways, as well as generic GUI objects to view different objects in the same way.  The framework also enable programmers to write watcher applets that allow users to view results and control computation interactively using web browsers.

· Adaptive Parallelism.  The master-worker model employs a form of eager scheduling [26], a simple technique for adaptive parallelism wherein fast workers which run out of new work to do are allowed to bypass slow or crashed workers and take over their work load when necessary [27].  Eager scheduling allows the computation to take full advantage of available computational power while providing resiliency in the face of volunteers leaving or crashing at anytime.

· Fault and Sabotage Tolerance.  To protect against both unintentional faults and malicious sabotage, I have implemented transparent support for traditional replication and voting techniques, as well as spot-checking, wherein the server randomly serves workers jobs with known results, blacklists those that return wrong results, and backtracks through all other results depending on them.  Early experiments produced promising results. Spot-checking, for example, even without blacklisting, was significantly more efficient than voting and was able to maintain an error rate of only a few percent even in cases where there were more saboteurs than honest volunteers [27].

· Performance and Scalability.  Sequential timing tests show that with just-in-time (JIT) compilation, sequential Java performance is comparable to that of native C code for highly repetitive computational code [27,27].  Parallel tests with up to 16 workers produced good speedups (i.e., about 90% of the ideal) for coarse-grain computations.  However, as in all NOW-based parallel systems today, performance degrades as the problem granularity decreases [27]. To reduce congestion in large-scale systems or systems with slow network links, I have also implemented basic mechanisms for volunteer servers that can be used by moving communication load away from the central server [27].

Remaining Work

In the next few months, I intend to wrap up this thesis research, and write the thesis document itself, which I hope to finish and defend by April 1999.  While a lot of research work has already been done, there are still some loose ends that I hope to tie before I finish.  These include:

· Cleaning-up the framework for public use.  Experiences with students using my framework has shown that while the framework is usable and flexible, it is poorly documented, and requires a steep learning curve.  I plan to clean up the code to make it easier for others to understand and use.

· Improving Bayanihan BSP performance.  The recently-developed Bayanihan BSP programming model shows great potential for making it easy to write a wide variety of practical volunteer computing applications.  The current implementation of this model, however, is only a proof-of-concept implementation that sacrifices performance and scalability for easy implementability.  To be useful for real applications, we need to improve this implementation by adding mechanisms such as lazy checkpointing and migration, caching, and peer-to-peer communication [27].

· More fault and sabotage tolerance.  Although the fault-tolerance results presented in [27] are very encouraging, they are clearly just the beginning of much potential research.  One interesting open question is what happens with spot-checking when saboteurs do not always give wrong answers, or when they give a wrong answer once and then stop.  It seems that while doing so can reduce the chances of a saboteur getting caught and thus increase error rate, it also reduces the rate at which a saboteur submits erroneous results.  Thus, intuitively, we might expect that there is a limit to maximum absolute error rate that a saboteur can cause no matter what strategy it uses.  Another interesting research possibility is that of finding ways to combine voting, spot-checking, backtracking, and blacklisting to reduce error rates even further.  I hope to make progress towards answering these questions through a combination of theoretical mathematical analysis and empirical testing.  For the latter, I plan to develop a simulator that will allow us to try the fault-tolerance mechanisms with large numbers of (simulated) volunteer workers, some of whom can be saboteurs.  If there is still time, I may also try to supplement the existing fault-tolerance techniques with digital signatures, checksums, dynamic obfuscation, to reduce the error rate even further.  However, I think this is unlikely.

· More practical applications.  I hope to demonstrate Bayanihan's versatility and practical value by using it in more practical and realistic applications.  The BSP model, if implemented efficiently, can make this task dramatically easier, as it will allow programmers to port existing BSP programs as well as write new applications using a familiar model.  I plan to give my framework to researchers in Japan and the Philippines, and help them use it for their own applications.  As new applications for  Bayanihan are developed, I plan to collect and study timing results from these applications.

In the end, I plan to produce a simple but usable prototype software package fit for public use that would allow a programmer to set up a simple volunteer computing system within his or her own intranet.

Context

Project Bayanihan contributes a unique approach to a growing number of other projects developing general-purpose software packages for metacomputing in general and Java-based volunteer computing in particular.

Previous and Related Work

Early metacomputing systems include Condor [12], started in 1988 from the University of Wisconsin in Madison, which allowed programmers to harness the idle cycles of existing computers for computational use.  Others allowing the use of networks of workstations to provide inexpensive supercomputing facilitites include the NOW project at U.C. Berkeley [3] (from which the acronym originated), and the Parallel Virtual Machine (PVM) library developed at Oak Ridge National Laboratory [14], which now enjoys widespread use among universities and research labs for both research and teaching purposes.  


More recent metacomputing projects have started going beyond university-wide networks, and addressing the problems of security, reliability, and scalability in nation-wide and global networks.  These include Legion [23] at the University of Virginia, and Globus [17] at the Argonne National Laboratory and the University of Southern California.  Perhaps the biggest project so far is the Partnerships for Advanced Computational Infrastructure (PACI) program, which will receive $340 million from the National Science Foundation over the next five years to develop a “National Technology Grid” for the United States [36].  Unfortunately, although these systems are very flexible and very powerful, their complexity set up requirements currently prevents them from being used outside of research labs with the necessary expertise.


In the past two years, several Java-based metacomputing projects have been started that seek to drastically reduce setup requirements and bring metacomputing closer to the reach of the common user.  Most notable of these are probably Charlotte at New York University [4], which provides the programmer with an easy-to-use framework for developing applications using the “eager scheduling” form of adaptive parallelism, and SuperWeb/Javelin at U.C. Santa Barbara [2], which originally proposed the idea of Java-based commercial market systems, and is actively seeking to develop the mechanisms for it.  Although these projects do not use the term “volunteer computing” (which I coined), their ideas and goals are basically the same as those I have discussed here.  (In fact, although most of the basic ideas presented here were developed independently, their present form has benefitted from discussions with these groups.)

Unique Contributions

While the ideas and goals behind Project Bayanihan may seem very similar to those of these other projects, Project Bayanihan brings with it a unique approach.  Among the things that distinguish Project Bayanihan from other projects are:

1. Focus on Accessibility.  Unlike large projects such as Legion, Globus, and PACI, Project Bayanihan balances the need for complex features with the need for simplicity and usability by the common user.  It is interesting to note, for example, that the largest world-wide computational network built so far, distributed.net, did not come from any of these groups, but from a small group of hobbyists who developed a simple way to make it easier for ordinary Internet users to join their network.

2. Focus on Flexibility.  While current Java-based systems such as Charlotte and SuperWeb provide the programmer with a way to easily generate different kinds of applications, they generally restrict programmers to following a particular programming model.  With Project Bayanihan, we are making full use of object-oriented techniques to build a general-purpose framework for implementing and experimenting not only with different applications, but with different programming models and mechanisms as well. 

Conclusion

In this electronic age, it may be hard to find people still carrying their neighbors’ houses on long bamboo poles – even in the villages of the Philippines.  But in the global village that the Internet has become, the community spirit of bayanihan can live on through volunteer computing.  With my thesis project, Project Bayanihan, I hope to develop theory and technology that, much like the bamboo poles of old, will serve as the underlying framework that will enable people around the world to work together as one and accomplish the seemingly impossible.
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� Pronounced like "buy-uh-nee-hun" with the stress on the third syllable.  The image shown above is from “Bayanihan”, a mural by Philippine National Artist Carlos “Botong” Francisco, commissioned by Unilab, Philippines in 1962.  It is used here with permission from Unilab.


� HORB is similar to Sun's standard Remote Method Invocation (RMI) package [� PAGEREF _Ref408055239 \h ��27�] in that it allows programmers to use objects distributed across several machines as if they were all on one machine. 
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