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Abstract

Monolithic superscalar architectures will not scale into
the next era of computer architecture. Their design is based
on structures with a high degree of connectivity that will
not be available in future chips in which a clock cycle cov-
ers a tiny fraction of the area. Their performance is based
on reckless speculation that will not be tolerated in future
complexity-effective designs. The processor of the future
is composed of many decoupled elements working inde-
pendently but in collaboration. As went the supercomput-
ers, so will the superprocessors.

A promising next-generation architecture has been
demonstrated in decoupled access/execute machines.
These processors have split apart the memory access and
execution portions of a program, and thus have immedi-
ately exposed a large amount of ILP. By allowing these
streams to slip relative to each other, these machines enjoy
the benefits of out-of-order execution and memory latency
hiding with very little overhead. Additionally, the queues
which connect these decoupled elements together provide
the benefits of register renaming without the complexity
required in superscalar architectures.

This work presents decoupled control flow, the next step
which will enable processors of the future to reach new lev-
els of performance. In a decoupled control/access/execute
(CAE) machine, a control processor runs ahead and feeds
directives to the memory access processor and the main
execution processor; the directives are in the form of com-
mands to execute basic blocks. The execution engine is
then responsible for processing streams of valid instruc-
tions and data values, obtained without the overhead of
speculation. This is a fundamental departure from the
model in which an execution engine must actively fetch
instructions and data values, or speculate to hide latency.
As a result, new levels of performance are obtainable.
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