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Motivation

Goal: learn how psychological factors affect human
negotiation in environments that include

* hierarchy between goals, tasks and resources
* strategic complexity
* social relationships

Method:

* formally represent factors within a computational
framework

¢ learn a hierarchical model from observing people
* evaluate model’s ability to
¢ predict behavior

¢ generalize across different types of people and
environments

COlOI‘Cd TI'aIIS (Grosz and Kraus ‘04)

A framework for investigating decision-making between computers
and/or people. Interesting for people to play; possible for computers

to play

provides analogy to task settings; abstracts away from
domain specific knowledge.

flexible and extendible. Can vary (among others)
* complexity of interaction

* uncertainty of observations

* environment type (competitive/collaborative)
* negotiation protocol
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MURI relevance

Features of repeated interaction across cultures
¢ Belief revision (e.g., ping-pong diplomacy); must
account for inconsistent/incorrect beliefs.
* Dynamic reasoning
* prospective: what is the ramification (cost) of a
potential action in an uncertain future ?
* retrospective: what is the extent to which we
reward/punish others for their actions ?
* need to consider other’s intentions, their beliefs about
each other’s intentions, etc...

Modeling Intention

Agent j’s merit - the (normalized) difference between the
“fair” outcome for 7 and the outcome 7 believes 7 will choose.

1> s merit>0: (i believes that) j is “kind”

-1<j’s merit < 0 : (i believes that) jis “nasty”

(@’s beliefs about) Retrospective merit for j: payoft forj * /5
merit

Fairness Equilibrium (Rabin ‘99): agents positively
reciprocate kindness; negatively reciprocate nastiness.
example (prisoner’s dilemma) : both players believe the
other intends to be nice/nasty, and both players cooperate/
defect.

We define a fair exchange as the Nash Bargaining solution
concept.

Modeling Repeated
negotiation

Psychological
utility function

Prospective Retrospective other's payoff Individual
payoff payoff payoff

Reciprocal behavior One-shot behavior

Intentions are updated by agents at each round

Assume a finite set of types; each type’s utility function
weighs social factors differently.

Learn a mixture model
* probability distribution over types

* for each type, learn weights for each social factors

(GGenerative Model

Each instance (round) consists of a set of CT rounds. Each
round 7 including an offer ¢; and reply ;. Each action is
generated by (unobserved) type #,z..

P({Cl,...,T‘l},...,{cn,...,T‘n} |t1,t2) =

P(er | t1,mg)P(ry1 | ¢1,t2, mo)P(ca | to,my) ... P(ry | che1,t2, my_1)







