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Abstract
This thesis presents repeated game analysis as an important and practical tool ~for
networked application and protocol designers. Incentives are a potential concern for
a large number of networked applications. Well-studied examples include routing and
peer-to-peer networks. To the extent that incentives significantly impact the outcome
of a system, system designers require tools and frameworks to better understand how
their design decisions impact these incentive concerns.

Repetition is a prevalent and critical aspect of many networking applications and
protocols. Most networked protocols and architectures seek to optimize performance
over a longer timescale and many have explicit support for repetition. Similarly, most
players in networked applications are interested in longer horizons, whether they be
firms building a business or typical individuals trying to use a system. Fortunately, the
study of repeated interaction between multiple self-interested parties, repeated games,
is a well-understood and developed area of economic and game theoretic research. A
key conclusion from that literature is that the outcome of the repeated game can differ
qualitatively from that of the one-shot game. Nonetheless, the tools of repeated games
have rarely if ever been brought to bear on networking problems.

Our work presents the descriptive and prescriptive power of repeated game anal-
ysis by making specific contributions to several relevant networking problems. The
applications considered are inherently repeated in practice, yet our research is the
first to consider the repeated model for each particular problem. In the case of inter-
domain routing, we first show that user-directed routing (e.g., overlays) transforms
routing into a meaningfully repeated game. This motivates us to consider protocols
that integrate incentives into routing systems. In designing such a routing protocol,
we again use repeated games to identify important properties including the protocol
period and the format of certain protocol fields. Leveraging this insight, we show how
it is possible to address the problem of the repeated dynamic and arrive at a more
desirable outcome. In the case of multicast overlay networks, we show how repeated
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games can be used to explain the paradox of cooperative user behavior. In contrast
to prior models, our repeated model explains the scaling properties of these networks
in an endogenous fashion. This enables meaningful examination of the impact archi-
tecture and protocol design decisions have on the system outcome. We therefore use
this model, with simulation, to descry system parameters and properties important
in building robust networks.

These examples demonstrate the important and practical insights that repeated
game analysis can yield. Further, we argue that the results obtained in the particular
problems stern from properties fundamental to networked applications - and their
natural relationship with properties of repeated games. This strongly suggests that
the tools and techniques of this research can be applied more generally. Indeed, we
hope that these results represent the beginning of an increased use of repeated games
for the study and design of networked applications.

Thesis Supervisor: Dr. David Clark
Title: Senior Research Scientist
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Chapter 1

Introduction

The Internet and networked systems in general continue to grow in several dimen-

sions - of particular interest are the number of applications on these networks and

their importance in daily life. Individual users ascribe extreme significance to their

email, web, and cell phone connectivity. Businesses not only depend on these services,

but moreover some firms - such as ISPs - exist solely to facilitate these services. In

these cases, the users' incentives to maximize their experience and/or firms' desires

to maximize their profits can be significant. This in turn can impact how they use

the relevant applications and protocols, how efficiently the application or set of ap-

plications operate, and even which applications continue to exist and which fail and

disappear.

A byproduct of this is that for a large class of applications, incentives must be an

additional first order concern in the design process. It is a tempting but ultimately

naive approach to simply design an elegant or seemingly efficient system and then

later worry about incentives. Users will act upon their incentives in the context of the

particular system and its protocols. Therefore, decisions made by the application or

system designer which a priori seem benign may therefore become vitally important.

Worse, systems believed to perform well may significantly degrade in practice - and

there is not necessarily a simple solution to the incentive problem that can be readily

added to the system after the fact. Thus, while self-interest is not necessarily bad, it

is vitally important to find tools that are effective in helping to identify and address

these tensions via system design.

Game theory is an area which holds promise for producing such valuable tools.

A "game" is a strategic interaction between multiple self-interested parties. Game

theory provides a rich set of tools for understanding how such players may desire

to act in practice and how the rules and structure of the environment can impact
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these behaviors. Consequently, several researchers have recently begun to apply game

theoretic tools to networking problems in an attempt to build more efficient and robust

systems.

However, the application of game theory to networking applications is not simple.

Like many other modeling tools, game theory therefore requires careful selection of

the appropriate concepts - balancing the goals of creating a model that is simultane-

ously valid yet tractable. Further, Internet-style networking is a particularly difficult

problem domain. Most applications seek to optimize multiple goals, some of which

are even in tension with each other. Worse, in some applications the players may not

agree on the goals of the system and in others, the goals may be constantly evolving

and changing. Within these applications, we often find complex and intricate proto-

cols, with multiple parameters often used in an imprecise fashion. Therefore, finding

tools that are truly effective for networked applications can be challenging.

In this thesis, we examine one such tool that holds promise for providing significant

aid for system design: repeated game analysis. Informally, repeated game analysis

considers an interaction not as a single event but rather a sequence of similar events

occurring over time; with the actions in one period potentially impacting the state

of the world and the actions of players in future periods. We believe that repeated

game analysis is an important and practical tool for the design of net-
worked applications and support this claim by analyzing three specific important

networking applications. Our analysis is motivated by three key reasons:

1. Repetition is an inherent aspect of almost all networked problems.
Routing and congestion control are examples of processes which are constantly

repeated in similar circumstances. Individual users repeatedly interact with

the same networks, often to accomplish the same or a similar set of tasks.

Further, in peer-to-peer environments, users repeatedly interact with the same,

or behaviorally similar, users.

2. Repeated games are a well-understood area of game theory. The liter-

ature here provides appropriate tools and concepts for the analysis of repeated

games. These concepts have been shown to be robust to a wide array of prac-

tical assumptions and these dynamics have been observed and documented in

practice.

3. Repetition can significantly alter the outcome of a game. In particular,
the outcome of repeated games can differ in kind, not merely in degree, from
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the outcome of the particular stage-game. This is a critical, fundamental, and

robust result of the repeated game theory literature. It is also, to some degree,

intuitive - when an interaction is to be repeated, it is natural to believe that

the strategies and outcomes can change significantly. This is the crucial reason

why repeated games must be considered in domains, such as networking, where

repetition is prevalent.

This thesis presents the first use of repeated games as a primary tool for net-

worked application design. Our work contrasts significantly with most prior work

and literature in the area of game theory applied to networking, which has focused

on the one-shot game. By capturing the repeated dynamic, our models have a higher

degree of fidelity, permitting us to appreciate relationships that do not exist in the

one-shot game. Consequently, they uniquely permit us to descry important system

parameters that are of practical importance and consequence.

1.1 A Fundamental Relationship Between

Networked Applications and Repeated Games

The prevalence of repetition, as discussed above, suggests that repeated games are an

appropriate model for networked applications. More importantly, in the applications

considered in this thesis, our use of repeated-game models yields results with practical

significance. This, we argue, stems from a fascinating and useful alignment between

properties fundamental to networking applications and those fundamental to repeated

games. These relationships make repeated games both important and practical for

networked applications. Moreover, they suggest that the intuition and techniques of

this thesis generalize to a large class of networking applications.

Networked applications are varied, but there are several properties which are fun-

damental to many networked applications. In the context of this thesis, there are four

key relevant properties common to most networked applications. We first overview

these properties and then explain their significance to repeated games.

1. Networked Applications Involve Multiple Interacting Self-Interested
Parties. Networks, by definition, facilitate communication between multiple,

often independent, parties. Often these interactions can also share infrastruc-

ture with other unknown parties. Further, as the Internet and other networks
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become more commercialized, various firmns have entered the milieu to pro-

vide additional services. These firms are, by definition, independent and self-

interested.

2. Interactions of Networked Applications are Repeated. Networks are
inherently built for operations and communications that are repeated. In some

cases, such as routing, the repeated interaction is almost identical and between

the same parties. In other cases, such as web-browsing or peer-to-peer networks,

the parties in an interaction and the content exchanged can vary. However, the

types of interactions, and in many cases the players involved can remain stable

over a long period of time.

3. Networked Applications Face Constraints. These constraints stem from

a number of sources. Some are related to the fundamental goal of the system,

for example, a routing system will probably require relatively stable paths.

Other potential constraints that can be driven by the application include privacy

concerns, cost concerns, and/or a desire to eschew heavyweight mechanisms in

the interest of flexibility and scalability. Still other constraints can come from

the network. On the Internet, and in most networked systems, these typically

include an inability for nodes to monitor each other, a lack of identities, or a

lack of a mechanism for micro-payments.

4. Actions within Networked Applications are Highly Parameterized.
Depending on the application, these parameters can govern a number of im-

portant factors, such as the period between rounds of the protocol, how a tree

formation protocol should run, or a measure of the state of the network. Further,

there are meta-parameters, such as how many bits we allocate to certain param-

eters in protocol headers. While the presence of many parameters may be seen

both as desirable (for flexibility) or undesirable (for complexity), many of these

parameters are unavoidable. Indeed, even a parameter that is set dynamically

still impacts the system. In other cases, the value can be left unspecified, but

that too is a setting of the parameter (often to be infinitely small or infinitely

large).

Properties 1 and 2 suggest that repeated games are an essential consideration for

networking applications. Property 1 is the motivation for much recent work applying

game theoretic tools to networking applications. As discussed, repetition qualitatively

impacts the actions of the players and the system outcome. Consequently, property
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2 implies that any game theoretic analysis of a networked application must consider

the impact of the repeated case.

In contrast to properties 1 and 2, property 3 suggests why repeated games are

of practical importance and utility. These constraints significantly and meaningfully

limit the space of architectures and thus mechanisms that can be employed. From

a game theoretic perspective, this means even if a solution to the one-shot game

exists, it may be impossible to realize the corresponding mechanism. For example,

in Chapter 4, we explain why the strong one-shot game results of Feigenbaum et

al [32] in the area of routing do not hold in the repeated game. In other cases,

consideration of the repeated game may provide a simpler approach and/or may be

the only explanation for behavior currently observed in practice. Instead of working

hard to modify the problem statement, straining the constraints of what is practical,

or worse - assuming away the constraints - a far more practical and useful approach

may be to consider the repeated game as a simpler model, especially as it captures

the players' natural concern for the future. For example, in Chapter 5, we show

that modeling multicast application overlays as a repeated game presents a potential

alternative to architectures that rely on heavy-weight mechanisms such as payment

or identity systems.

The parameterized action space (Property 4) is significant in two different ways.

It should not be surprising that in many cases, selection of an appropriate parameter

value is important. With many parameters, there are thus many values that must

be selected. For this, there are a number of tools, including game theory-as well as

control theory and machine learning. In many cases, it is desirable for the system to

dynamically select the parameter values.

However, there is also a far more fundamental and elegant relationship that is

unique to parameterized action spaces and repeated gamnes. In a networked protocol,

values exchanged are inherently discrete. However, in the repeated game, the granu-

larity of the action space has a qualitative impact on the equilibrium outcome'. For a

networked protocol, therefore, the parameter granularity can significantly impact the

system outcome and hence takes on newfound importance. Repeated game analysis

can therefore help to understand which parameters are significant, how they impact

the outcome, and in some cases in what direction the outcome moves as a parameter

is changed. For example, in the routing example of Chapter 4, we show that the

number of bits allocated to certain protocol fields can significant impact the system

'This is unlike the one-shot game where for the most part the granularity is rounding error. We
discuss this in more detail in Section 2.5
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outcome.

Taken together, while properties and 2 motivate the research of this thesis,

it is properties 3 and 4 which facilitate the insight and practical conclusions that

are obtained. These four properties are not unique to the problems considered in

this thesis, but rather general to a large class of networked applications. They thus

suggest that repeated games may be a practical tool in many other instances. Indeed,

we believe that the concepts and methodology presented in this thesis can be applied

to a variety of networked applications, including but not limited to ad-hoc networks,

several general wireless networks, and a large number of peer-to-peer problems.

1.2 Research and Thesis Overview

While the techniques are general, this thesis explores the application of repeated

games to specific networking problems. Each example is offered to demonstrate the

benefits of repeated games in a different context. For each problem, we seek to

understand the dynamics at play, how the system parameters and design decisions

impact the system outcome, and how such decisions and parameters can be used

to build more robust, stable, and/or efficient systems. In doing so, we discover key

insights into the individual problems, uniquely facilitated by the tool of repeated

games. This approach contrasts with prior work not only in the fact that we look

at the repeated game but also because we do not necessarily attempt to achieve a

particular social choice function (e.g., a strategyproof mechanism) since such a result

may be impractical and/or undesirable. (We discuss this further in Section 6.2.)

Before beginning with the individual problems, Chapter 2 presents a set of back-

ground material. It reviews the relevant tools from game theory and repeated game

theory. It also discusses some related work that spans the multiple problems. (Each

problem chapter presents the related work specific to that problem.) After this back-

ground, the thesis examines three important problems involving networked applica-

tions.

Chapter 3 uses repeated games as a higher-level modeling tool to understand more

fully recent changes in the dynamics of inter-network routing and to motivate a design

approach. User-directed routing, currently in the form of overlays, peer-to-peer net-

works, and potentially in the form of source-based routing, transform the stability and

thus the nature and action-space of inter-network relationships. Recognizing this, we

examine models of routing and see that enhancing the models with the notion of the

relevant repeated game delineates a problem that was previously not well-understood.
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We argue that this analysis warrants consideration of a design architecture where pric-

ing and routing are more logically coupled, and present a set of principles for how to

do so.

Chapter 4 uses repeated games to produce a formal model which permits insightful

analysis to answer a specific protocol-design challenge. Motivated by the notion of

coupling pricing and routing, we ask the question, "How should one design a protocol

to convey pricing information for routes?" We present previously unrecognized prob-

lems that may result in the context of routing. To understand when and how these

problems may arise, and to enable protocol designers to understand how their de-

sign decisions impact this behavior, we model and analyze the problem as a repeated

game. This allows us to descry several system parameters that are very important,

but which a priori seem insignificant. Because these results relate to specific protocol

parameters, they are thus directly applicable to routing protocol design.

Chapter 5 uses repeated games as a natural motivation and endogenous modeling

tool to explain the dynamics of application overlay multicast networks and then sim-

ulates the game to understand how to build more robust networks. The efficiency of

application overlay multicast networks comes from the tree-formation protocol used.

However, in practice, user-nodes have both the means and motive to alter the struc-

ture of the tree to improve their experience. This can be done by moving up the the

tree, which may improve the quality of the incoming data, and/or by not support-

ing children, which may consume CPU and bandwidth. We formalize this problem,

and show that it is hard to resolve without using very heavyweight mechanisms such

as payment or verification schemes. These mechanisms don't exist today, and even

if they did, their cost of implementation motivates the need to understand exactly

where and when such machinery is needed and/or beneficial. However, even without

such mechanisms, users are inherently interested in the continued existence of the

network. This inherent notion is naturally captured in the the repeated model. The

model therefore provides a simple (and practical) way to model cooperative behavior

and contrasts with prior modeling as the incentive to cooperate is endogenous to the

model. This in turn allows us to analyze how the software and protocol used can

affect the efficiency of the network.

After presenting these examples, we step back in Chapter 6 to discuss the common

themes and lessons from the examples and discuss repeated games as a general tool

for system developers.
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1.3 Key Contributions

As discussed, this thesis makes contributions at two levels. In three particular relevant

networking p)robleins, we obtain important new results. These results, coupled with

our higher-level analysis suggest that repeated games can be a generally useful tool

for networked application design. We summarize these contributions:

* Repeated Games as a Tool for Networked Applications

< Demonstration of the applicability of repeated games to networked appli-

cations via three distinct examples. Further, each example demonstrates

a different facet of repeated games as a tool.

< An argument that the importance and practicality of repeated games stems

from a fundamental relationship between repeated games and networked

applications. This is significant as it suggests a broad applicability of the

tools and techniques.

* Benefits and Feasibility of Incentive Based Routing

c Demonstration that user-directed routing has transformed routing to the

point that the repeated game model is the most appropriate.

< Observation that when viewed via the lens of a repeated game model,

inter-domain routing may lack the stability that is desirable from a system-

design perspective.

< Motivation for the design decision to couple routing and pricing mecha-

nisms.

* The Design of Incentive-Based Routing Systems

< Specific protocol parameters including the protocol period, the granularity

of the format, and the width of the price field can have a significant on the

outcome of the system.

< These parameters have specific relationships which can be leveraged to

control the system, if desired.

* Building Robust Application Overlay Networks
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< A proof that underlying incentive problems coupled with practical prob-

lems such NAT-based Sybil attacks2 , prevents any algorithm from guaran-

teeing non-trivial efficiency.

< A model of cooperation, based on the repeated dynamics and users' concern

for the future. This model is novel in that it makes cooperation endogenous

to the model. As such, it provides a simpler explaination for observed

phenomena and facilitates the comparison of alternative architectures.

< Practial results on how to build systems that scale more efficiently. We

find that the inherent structure of NICE trees provides robustness in selfish

environments. Further, we discover the importance of the cluster size

parameter, which, under reasonable assumptions, can be used to improve

the robustness of the system.

1.4 Bibliographic Notes

Parts of Chapter 3 appeared as On the Benefits and Feasibility of Incentive Based

Routing, Mike Afergan and John Wroclawski, in The Proceedings of the ACM SIG-

COMM Workshop on Practice and Theory of Incentives in Networked Systems, ACM

Press, 2004 [1]. At the time of the submission of this thesis, parts of Chapters 4 and 5

are both under submission for publication. Chapter 5 is joint work with Rahul Sami.

2 A Network Address Translator (NAT) is a networking device that enables many users to share
on IP address. A Sybil attack is one in which a single user pretends to have many identities in a
given system. NATs therefore are a particularly simple way of masking Sybil attacks. We discuss
this in more detail in Section 5.3.3.
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Chapter 2

Background Material

This chapter is designed to provide an overview of the basic game theoretic tools

required by this thesis and of literature related to this thesis. This chapter is not

designed to be a complete introduction or summary of game theory. Readers desiring

more background on game theory can consult one of several texts that include a pre-

sentation of repeated games, such as [77] or [40]. (The latter text is more advanced.)

A more concise presentation can be found in [66]. After this overview of game theory

and repeated games, we survey some works from the game theory literature and some

works from the Computer Science literature that are relevant to the overall thesis.

Each individual chapter also contains a discussion of more work specifically related

to that problem.

2.1 Game Theory Basics

A game is a strategic interaction between multiple independent players. Formally, a

game is a set of definitions explaining how the player can act, and how she desires to

act. To explain some of the most important concepts, consider a sample game: an

auction. Here we assume that we have N bidders, one seller, and exactly one good

to sell. Each player submits a sealed bid in writing; and the bidder with the highest

bid pays that price and receives the good. (This game is referred to as a first priced

auction.)

With this auction as context, we now present some important terms and concepts:

* Action Space: The set of permissible moves for a player. In this auction, the

action is the bid, b, and the action space is lR+, the positive real numbers. We
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typically use subscript -i as the notation to represent the other players. In this

context, b-i represents the vector of actions for all players other than i.

* Type Space: A type is information (relevant to the game) that is private and

particular to a user. A type space is the set of possible types. I this game, the

type is the bidder's valuation of the good, vi, and the type space is R+ .

* Outcome: The outcome is a fully specified result of the game. In this auction,

an outcome would be a decision on who receives the good, and how much she

pays.

* Utility Function: A utility function, u(.), maps outcomes to valuations for each

player. In this sample auction game, the utility is the difference between the

player's bid and her valuation (vi) if she has the highest bid; and zero otherwise.

More formally, we can write:

ui(bi, b-i) v i - bi, i wins the auction

O0, otherwise

* Information Model: This describes what the users know about each other and

the game itself. In this game, this could include a model of the valuations other

players or a model of how well the players really understand the good being

sold.

A strategy specifies how a player will play given a particular type and state of the

game (amongst other potential inputs). More formally, a strategy function in this

game could map valuations to bids (i.e., s: R + R+).1 For example, a strategy which

says "Bid half of what I value the good to be." could be written as:

vi
s(vi) = -

2

Here s(.) is the strategy function which takes vi (the valuation) as its only input. The

output is the bid, that is bi s(vi).

A Nash equilibrium of a game is a set of strategies such that no player wishes to

change her strategy, given the strategy of the other players. More formally, s is a

Nash Equilibrium (NE) iff:

'Depending on the model, the strategy function may also depend on such factors as beliefs about
the valuations (and/or bids) of the other players.
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where Q is the set of possible strategies and ui(si, s-i) is the utility realized by player

i when she plays si and the other players play si.

2.2 Repeated Game Overview

Unlike the simple auction example, most interactions in networking - and in other

aspects of life - are repeated. As discussed in the Introduction, repeated games are

therefore an important tool to accurately capture the true dynamics of a problem.

Fortunately, repeated games are a well studied sub-field of game theory. While re-

peated games have a full and rich literature, we focus here on the basic concepts and

tools that will prove important in this thesis. (We review some of the literature in

Section 2.6.1.)

A repeated game is the repeated play of a particular one-shot game by the same

players2. In the context of a repeated game, the particular one-shot game is called a

stage-game.

Consider, for example, the canonical example of the Prisoners' Dilemma. In this

game we have two players. The action space of this game is simple - each player can

either cooperate (C) or defect (D), and the players move simultaneously. Based on

their actions, each player receives a payoff as given by the matrix in Table 2.1. In the

matrix, each cell represents the payoff of a particular pair of actions. For example,

if both players play C then both get a payoff of 1, or ul(C, C) , C) C) = 1. If

however, player 1 plays D but player 2 plays C, then the payoff is u (D, C) = 2.

Table 2.1: Game Payoffs for the Prisoners' Dilemma

P1 \ P2 Cooperate Defect
Cooperate (1,1) (-1,2)

Defect (2,-1) (0,0)

We present five well-studied possible scenarios and their outcomes:

1. One-shot game: If the game is played once, it is always in the best interest of

2As we will discuss later, it need not be the exact same players. For example, overlapping
generations or one long-term and many short-term players can be sufficient [38].
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each player to play Defect, regardless of what the other player does. Therefore,

the unique Nash Equilibrium (NE) of this game is (D, D).

2. Finite game with known number of rounds: Playing D in every round regardless

of the other's play is the only NE. Thus, the observed outcome is again (D,D).

This conclusion comes from reverse induction. The last period is exactly the

one-shot game, and given (D,D) in the last period, there is no additional reason

to cooperate in the second-to-last period. Therefore, the second to last period

becomes equivalent to the one-shot game, and so on.

3. Infinite game with perfectly patient players: With an appropriate threat to

punish defectors (i.e., playing D forever if one's opponent plays D) we may

now have a NE with observed outcome of (C,C). So long as the each player is

patient (not desiring to forgo future payoffs for the short term gain of cheating),

each will continue to play C. Therefore, it's in the other's selfish interest is to

continue to play C as well.

4. Infinite game with impatient players: This scenario can be considered a hybrid

between (3) and (1). As the players become more patient, we approach the

outcome in (3) and when they are less patient we approach (1). For players

that are less than perfectly patient, we must compare different time series of

payments. To do so, it is standard to use a discount factor to capture the fact

that future payments are less valuable. Typically, this factor is represented by by

6 (0 < 6 < 1), and can - for example - represent the time-value of money. Here

6 = 1 represents perfectly patient players whereas = 0 represents perfectly

impatient players.

5. Finite game with unknown horizon and patient players: This model is function-

ally equivalent to (4) if we view the probability of the game ending at any point

in time to be a random (Bernoulli) variable. As the expected horizon increases,

we approach the case of (3) and as it shortens we approach the case of (1). We

can again capture this future discounting with the discount factor, 6, and use

similar analysis.

It is interesting to note that both cases (4) and (5) can be analyzed in the same

fashion, using 6 as a parameter to understand the space between the extremes.

For example, assume that Player 2 plays the following strategy:

1. Play C

24



2. If P1 ever plays D then play D forever.

Now look at player 1 in either (4) or (5), fixing the strategy of P2 as above. If she

cooperates she receives u(C, C) = forever. However, if she deviates, she obtains

ul(D, C) = 2 once and then ul(D, D) = 0 for the rest of the game.

The sample strategy will be an equilibrium strategy if and only if the payoffs

of playing the strategy are greater than or equal to the payoffs of deviating from

the strategy and suffering the consequences.3 Again, we model player's preferences

over streams of payoffs by discounting the the payoffs with a decaying parameter, .

Using the above values, we can determine whether or not the sample strategy is an

equilibrium strategy by comparing the payoffs to various actions.

Logically, we want to write the expression:

Playing the strategy > Cheating + Suffering the consequences

Formally., this call be written as:

00 00

S 6ua1(C, C) > u (D, C) + E 6tu (D, D) (2.1)
t=O t=l

The left side is the discounted stream of payoffs from playing C forever. The first

term on the right is the one-time payoff to cheating and the second term is the stream

of payoffs that result. This simplifies:

U (C, C) t(D, C) + 6ul (D, D) (2.2)
1-6 - 1 -6

We now put it in the more standard form:

ul (C, C) > (1 - 6) u (D, C) + 6,ul (D, D) (2.3)

Substituting the values from the problem above we see that for 6 > the player will

want to cooperate given this particular strategy.

The above analysis is quite simple but yet quite powerful and flexible. It demon-

strates how a simple strategy in the context of a repeated model can qualitatively

change the outcome of the game. This can be viewed a positive since it can ratio-

nalize and present a much larger set of outcomes. However, it can also be considered

a weakness due to the large set of possible outcomes and thus lack of prescriptive

3 This claim is offered without proof here. In Chapter 4, we discuss that this follows directly form
the one stage deviation principle for subgame perfect equilibria.
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power. However, the above example demonstrates that it is possible to analyze the

equilibrium expression (e.g., Eqn (2.3)) to more firmly understand what equilibria

were possible. We will see this analysis technique applied in the context of routing

(Chapter 4) and overlay networks (Chapter 5).

2.3 Key Terms

We present some standard terms and notation that we will be using in the rest of this

thesis:

* Subgame: A subgame is the subset of an original game beginning at a particular

point and continuing to the end of the original game. Further, all (relevant)

history of play is known to all players.

* Strategy space: A strategy space is a set of strategies that meet a set of restric-

tions. We use this concept to define the set of strategies that we are willing to

consider for the purpose of a particular analysis.

* Profit Function: r(Pi,P-i): When dealing with firms, we denote the per stage-

game profit4 using the function 7r(.). I our examples, this function is thus

defined differently for each game that we analyze. The parameters of r(.) are

Pi, the play of player i, and p_, a vector representing the play of all other

players. When play of the other players is symmetric, we can write p-i as a

single number without loss of generality.

* Weakly dominant: A strategy is weakly dominant if it always does at least

as well as any other strategy, regardless of the strategy selected by the other

players.

* Mechanism: A mechanism is a procedure which takes a set of inputs and

produces a set of allocations and a set of required payments. For example, in

the case of a first-price sealed bid auction, the mechanism allocates the good

to the player with the highest bid, charges that person her bid, and charges

everyone else zero.

* Strategyproof: A one-shot mechanism is strategyproof if truth-telling about

one's private information is weakly dominant. In the repeated game, we define

4 Since these are firm, we use the terms "payoff" or "profit" instead of utility.
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a mechanism to be strategyproof if the strategy function (which takes both one's

private information and the game history to date) that always plays truthfully

is weakly dominant.

* Vickrey-Clarke-Groves (VCG) Mechanisms The Vickrey-Clarke-Groves Mech-

anisms are a family of mechanisms that are strategyproof. These can loosely

be considered a generalization of the second-price auction. Through payments

taking on a particular form, users are incentivized to be truthful about their

private information. Due to its general structure and applicability, the VCG

mechanisms are quite popular.

2.4 Notation Summary

For reference we summarize the standard notation we use in this thesis. u(.) and 7r(.)

are used to represent utility functions and profit functions respectively. We refer to

the functions as utility functions when the players are individuals and profit functions

when they are firms. Typically Latin letters (e.g., b, k) are used to represent system

parameters whereas Greek letters (e.g., , d) are used to represent game theoretic

concepts such as strategies. One exception is 6, which always represents the discount

factor.

We use subscripts and superscripts extensively. Typically, a subscript (e.g., bi)

represents player i. The subscript -i (e.g., b_i) represents a vector of all players other

than i. Often we consider symmetric strategies and thus can treat a term indexed

by - as a single term rather than a vector without loss of generality. Typically

superscripts are used to index time (e.g., /3j for the move prescribed by strategy 3

for player i at time t). One exception is the superscripts I and II which are used in

Chapter 4 to refer to the price of the 1st price and 2nd price auctions respectively as

pI and pII.
All terms and notations are also defined within the relevant text.

2.5 Granularity of Action Space

As discussed in the Introduction, the granularity of the action space can significantly

impact the outcome in repeated games. This is important since most networked

applications, communicated with bits on a wire, have an inherently discrete action

space. Further, the size of this space (the number of bits allocated to the value) is
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itself a parameter. Indeed, this concept will play an important role in Chapter 4. To

gain insight into this phenomenon, we present a simple illustrative example here in a

semi-formal fashion.

Consider a simple game where two firms are selling identical goods. Each has an

infinite supply but per unit cost c = . They come to market with their price p to

meet N buyers. (N is even.) If they are priced equally, each sells N goods at the price2

offered. Otherwise, the lower priced provider receives all N at the price it offered.

For example, if both offer a price of 10, they will both obtain a profit of:

profit = 2 (10- )

Assume that the firm offers prices in the standard format, with two decimal points

of granularity (e.g., $2.19, $3.26, $0.99). Consider a case where both firms offer - for

example - $1.00. Here, one firm could lower its price to $0.99. This would increase

profits - the increased traffic would offset the price reduction. Therefore, no firm

- in the one-shot game should be willing to offer a price of $1.00, and this logic

applies for all prices above $1.00. Instead consider a price of $0.34. Here, one firm

could reduce price to $0.33 - but now it is no longer making a profit. Indeed, both

firms would be happy (and stable) at a higher price. Continuing this logic in a formal

fashion will show that the equilibrium of the one-shot game here is $0.36. For any

price higher, the other firm will undercut and get all the market. With a lower price,

the firm could increase volume, but the net profit will be less.

Assume now that each firm is restricted to offering integer prices (i.e., $1.00, $2.00,

...). Now the equilibrium of the one-shot game is $2.00. The logic here is the same -

a lower price increases volume but lowers profit; and a higher price will be profitably

undercut.

This logic can be generalized. Let b represent the minimum price change - that is

b = 0.01 in the first example and b = 1.0 in the second. In general, we can solve for

the equilibrium price p*, which will be roughly 2b greater than the cost. The intuition

here is that decreasing by b doubles traffic but halves profit - for no gain. Since we

have a discrete action space, the formal value for p* is slightly more complicated and

given by:

P Lct bi]b= Lb +2 b (2.4)

(The floor function above discretizes c2b to the appropriate level of granularity.)
(The floor function above discretizes c + 2b to the appropriate level of granularity.)
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Impact of Bid Granularity on Equilibrium Price
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Figure 2-1: The Impact of Bid Granularity on Equilibrium Price. The impact of the
bid granularity is significantly greater in the repeated game.

Let us now consider the repeated version of this game. Here the same game is

played each day for all time. Let time (the day) be represented by t and the first

game be to. Consider a simple strategy for this time.

1. At time to, offer some price p*

2. For t > to, offer the minimum price advertised by any player thus far

This strategy punishes deviations by never raising price again.5

To analyze the repeated game, we start with an equation similar to Eqn (2.1):

t0 N I i 0 
{6t 2p-) >N p -b ) + 6 ¥(p-b ) (2.5)

t=0 t=l

Which, after simplification yields:

p c= c+ 2b - (b + c) b (26)

(Note that for = 0, this simplifies to the solution for the one shot game.)

We plot Eqns (2.4) and (2.6) - for a fixed = 0.9 - in Figure 2-1. This clearly

demonstrates that the impact of bid granularity is significantly greater in the repeated

game. In particular, the slope of the repeated game curve is 2- whereas the slope for
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the one shot game is 2. For 1 > > 0, the former is strictly greater. In a real game,

there may be several other mitigating factors, but to the extent that the repeated

game effects are significant, this underlying phenomenon will still likely hold.

2.6 Related Work

The origins of games as a modeling tool trace as far back as 1838 and 1883 to the the

works of Cournot [20] and Bertrand [7] respectively. Game theory itself is typically

credited to the modern contributions of von Neumann and Morgenstern (1944) [100]

and John Nash (1950) [71]. From that time, game theory has been a growing sub-field

of Economics and increasingly applied to other disciplines.

One of the fields to which game theory has been applied has been Computer

Science and in particular networking. Game theorists have long used computers for

simulation of various games and strategies. Notable examples include the Axelrod

experiments in which various strategies for the Prisoners' Dilemma were simulated

[82]. More recently, due in part to the reasons presented in the Introduction, many

researchers have applied game theory to better understand and/or design networked

systems. Routing has been one popular area of study, with Kelly et al's work on

congestion pricing [57], Nisan and Ronen's application of the VCG mechanism to

routing [74], and recent work by several research researchers on efficiency loss in

congested networks with distributed selfish control [53, 85]. For general networked

and distributed systems, differing subsets of Feigenbaum, Papadimitriou, Sami, and

Shenker present a series of results on distributed algorithmic mechanism design [32,

34], some of which are summarized in [35].

We examine three lines of literature below. The first is work from Economics on

repeated games in general conditions - important as it builds confidence that repeated

game models are robust to practical environments. Then we examine the work of

Dellarocas on reputations, which is only tangentially related in substance, but is very

similar in approach to this thesis. Finally, we consider games of network formation,

very related in spirit to the problems considered in this thesis, particularly the overlay

problem of Chapter 5. In addition to this section, the individual chapters of this thesis

present the work related and relevant to the particular problem(s) considered.
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2.6.1 Repeated Games Under General Conditions

While the repeated Prisoners' Dilemma analysis above focuses on a narrow scenario,

such repeated game logic has been shown to be applicable to a variety of contexts and

robust to a variety of assumptions regarding the game - in theory and practice. The

existence of these non-trivial repeated equilibria is often called the "folk theorem"

and there are a number of folk theorem results, each showing similar results under

different (or more general) conditions. Most folk theorem are of the form that - under

particular assumptions - any strictly individually rational payoff (payoff better than

not participating in the game at all) of the stage-game is a feasible average payoff of

the repeated game. Typically these results require a sufficiently high - that is they

hold for delta > 6, for some . What this means in practice is that a large number of

alternative outcomes are possible in the repeated game, conditioned on properties of

the underlying game. In general, folk theorems have been shown under a wide-variety

of weakening assumptions such as imperfect information [39] [44], players of different

horizons [38], and even anonymous random matching [27]. While our research does

not rely on some of the more powerful mathematic analysis of these results, they are

important as they demonstrate how the concepts and tools used in this thesis can be

applied to a much more general class of problems.

Even more important, we see the effects of repeated interactions in practice quite

often. One broad class of examples is that of oligopolies, such as cartels, which draw

their strength from the repeated interactions. Here a small number of firms control a

market and through price and/or quantity controls, maintain a price higher than the

case of the one-shot (Bertrand) competition. In Chapter 4, we will discuss how the

"Price Match Guarantees" offered by many retailers that we are familiar with also

relate to repeated gamnes. These sorts of behavior often rely on the ability of firms

to implicitly coordinate and communicate, since in general market collusion is hard

and perhaps even illegal. Such implicit communication patterns have been observed

in real markets. In one example, firms in a telecommunications auction signaled

their interest (or lack-thereof) in certain licenses through careful constructed prices

[58, 59] that limited their future moves. In another telecommunications auction, a

firm encoded (in the digits) information about the territories in which it is interested

[22] as a way of signaling a potential compromise to another firm.
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2.6.2 Dellarocas' Investigation of Reputation Mechanisms

The body of work most similar to this thesis in approach is the research by Dellarocas

use of repeated games to study reputation mechanisms [25, 24]. Reputation mecha-

nisms are a potentially useful tool in a variety of contexts, but pose several interesting

implementation questions. (For more background, refer to [87].) For example, there

are parameters such as how often the reputation should be updated, how to calculate

the reputation score, and even how many states the score should have. Dellarocas'

research examines these questions in the context of an auction site such as EBay,

where each seller has a reputation. To do so, he models the interaction between a

monopolist seller and a set of random buyers as a repeated game. This interaction is

mediated by a reputation mechanism, which is a function of the particular parameters

he is examining (such as the ones mentioned above). He uses repeated game analysis

to derive practical, and sometimes counter-intuitive, results which can be employed

to develop better mechanisms.

As such, Dellarocas' work has several key parallels to this thesis. The problem

examined cannot be readily solved in the one-shot game; a repeated game is a natural

and correct model for the interaction; and the use of repeated games provides practical

insight. His work differs from this thesis in that he focuses only on the problem of

reputation mechanisms. Further, while the problem is cast in an online setting, the

analysis in no way relies on that property nor are the network or protocols involved

in the problem. Nonetheless, the strong analytical parallels strengthen our belief that

repeated games are an appropriate and practically useful tool.

2.6.3 Network Formation Games

Another related set of literature is that on network formation games. Here the games

are between players, represented by nodes, who form edges to other nodes based on

some objective function, and in general can encompass a large class of problems.

There is an extensive treatment of these problems in the Economic literature, in

particular Matthew Jackson has investigated many such problems and presents an

overview of some of the work in [51]. In the Computer Science literature, there has

been some work motivating and characterizing the shape of topologies that result

from selfishly motivated network formation processes [29, 16, 19, 93]. In particular,

Fabrikant et al [29] motivate their work by considering each agent to be an inde-

pendent network. Christin and Chuang look instead at individual users and propose

a cost model for participating in an overlay topology [12]. They then use this to
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evaluate several overlay architectures.

The work in this thesis shares inspiration with much of this work. The notion

of selfishly motivated agents affecting the network topology and performance is a

theme shared through this thesis. Chapters 3 and 4, like [29], concern themselves

with selfishly motivated networks. Chapter 5, like Christin and Chuang (and other

related work discussed in the Chapter 5) recognize the incentives of individual users

in the overlays and the cost associated with the load induced on each node. Further,

Chapter 5 examines the impact of different overlay topologies on this dynamic.

There are however several key distinctions between our work and these papers.

The most striking difference is that all of these models consider the one-shot game.

The precise problems considered themselves are also different. For example, [29, 16]

consider hop-count as the utility function whereas our research considers profit as

the objective function of the networks. Similarly, [12] examines a variety of file-

sharing peer-to-peer overlays, while our work in Chapter 5 considers application-

layer multicast. Further, the games of networks assume that the physical topology is

mutable, in our games it is static. This has an impact not only on the particulars of

the problems, but also on the type of results obtained.
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Chapter 3

Benefits and Feasibility of
Incentive Based Routing

Routing on the Internet today is as much about money as it is about traffic. The

business relationships of an ISP largely dictate its routing policy and drive the work

of its engineers. In today's routing mechanism, this leads to a number of well-known

pathologies.

This structure is further challenged by the emergence of user-directed routing,

which turns the problem of routing into a multi-party repeated game. This chapter

explores these challenges and argues that the repeated model motivates the introduc-

tion of explicit incentives (prices) into the routing systems used on the Internet. We
argue that doing so addresses limitations of the current system that are significant

today and will only be exacerbated by user-directed routing. To support this claim,

we describe the benefits and properties of incentive-based routing frameworks and

demonstrate how such frameworks can be applied to a number of routing architec-

tures, including BGP.

3.1 Introduction

Scalability and decentralization are desirable attributes for Internet-scale inter-domain

routing systems. Today, this is achieved through a distributed system in which com-

munication between networks happens pair-wise. It is therefore vital that networks

be able to make decisions myopically - based on the local information that they have

at hand - and that these decisions are stable. A model of inter-domain routing pro-
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posed by Gao and Rexford [42, 41] argues that under a certain set of assumptions

the structure of inter-ISP business relationships induces an equilibrium where each

Autonomous System (AS) acts based solely on its contracts but "where no AS would

change their routes," [42] a notion they call stability. This notion of stability is the

equilibrium of a game of incomplete information where each player's (private) type

is its set of business relationships. To obtain their result, Gao and Rexford implicitly

assume that traffic patterns are under the control of ISP and that this control allows

inter-ISP business relationships to be relatively stable.

We argue that these assumptions are both difficult to maintain in the current

Internet and under increasing pressure from emerging user-directed routing technolo-

gies. We suggest that user-directed routing exacerbates underlying problems in the

current system by creating a significant misalignment of incentives. As a result, ISPs

are forced to appreciate the full-complexity of the repeated game including predict-

ing future traffic patterns and guessing how others will react. These factors place

ISPs and their customers (both individuals and other ISPs) in direct conflict. In the

terminology of Clark et al, this is a "tussle" [17].

In this chapter we focus on the use of repeated games as a tool to better understand

this problem. First we explain that the introduction of user-directed routing has

changed Internet routing into a meaningfully repeated game. By analyzing the Gao

and Rexford model in light of the repeated game, we are able to explain the tension

observed in practice and some otherwise inexplicable behavior. In this chapter we do

not propose a new solution per se, neither do we present complete analysis of a new

class of model. Rather, we motivate the tighter coupling between routing and pricing

mechanisms and present some sample architectures in which this can be done readily,

both for current (BGP-based) routing systems as well as potential future systems.

In the next chapter, we examine the question of designing the actual protocol and

analyze some of the important subtleties and their relationship with this underlying

incentive problem.

The contributions of this chapter are therefore:

* Demonstration that user-directed routing has transformed routing to the point

that the repeated game model is the most appropriate.

* Observation that when viewed via the lens of a repeated game model, inter-

domain routing may lack the stability that is desirable from a system-design

perspective.
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* Motivation for the design decision to couple routing and pricing mechanisms.

We consider one set of the practical subtleties of this problem in Chapter 4.

3.2 The Nature of Today's Internet Routing

The routing fabric of the Internet has a large number of players and technologies.

In this section, we briefly explain some of this technology for those who may not

be familiar with it. (Those interested in more information may consider [79, 98] on

networking and routing or [54] on BGP.) We then provide perspective on how routing

is actually done in practice on today's Internet, arguing that this complex machinery

is largely driven by a much simpler factor: money.

3.2.1 Inter-Domain Routing Overview

The Internet is comprised of a number of independent networks, including commercial

networks (e.g., AT&T, SBC), universities, and government networks. From a techni-

cal perspective each is considered an Autonomous Systems (AS) and assigned an AS

number. Typically, the AS is also allocated a set of IP addresses and is responsible

for all routing done within the particular network.

To provide connectivity between networks, the ASes inform each other of paths

to IP addresses in different networks. This process of information sharing and the

subsequent directing of traffic is called routing. Inter-domain routing on the Internet

today is done via the Border Gateway Protocol (BGP). BGP allows a network to tell

the other networks to which it has physical connections about the destinations within

its network. Similarly, BGP allows networks to relay this information along to other

networks. For performance and expressive power, BGP permits each AS to associate

additional information with each advertisement. The most basic information is the

AS path to the destination. This can be used to prevent loops in routing and to allow

an AS to select the shortest path to a destination given multiple potential paths.

A key property of BGP is that each AS makes its own local decisions. In particular,

when one AS hands a packet off to another AS, where that packet goes next (the

"next-hop") is solely at the discretion of the AS that currently now has the packet.

Similarly, an AS can filter the information that it shares. For example, it can choose

not to advertise routes that it knows about. Further, for most information, there is

not even a requirement that the AS report its information truthfully. For example,

one common technique for load-balancing and other traffic engineering is AS path
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length "padding." Here, one ISP will lengthen the reported path length to a given

destination by inserting its own AS number multiple times. This can cause another

AS to prefer one route (the one with the shorter length) over another (the the longer

AS path length) and is a crude (yet prevalent) means of traffic engineering.

3.2.2 The Reality of Today's Internet Routing

In theory, today's Internet routing system allows ISPs to operate with arbitrarily

complex and independent policies. In practice, however, ISP policy is normally quite

simple and driven by one motivating factor - money.1 The policy of these ISPs can

be characterized as an exercise in cost minimization: "Given that I had to accept this

packet and now must forward it, what is the cheapest route on which to do so?"2

These decisions are driven by the inter-network business relationships, which fall

into two broad classes. The first is the customer-provider relationship. Here one

network pays the other for the traffic that passes over the link(s) between these

two networks. The second major class of business relationships is peering. Peering

relationships are typically formed by larger ISPs, where both agree that for traffic

on routes advertised to each other, no payment will be required. While there are

exceptions, peering relationships are typically formed when the traffic exchanged (and

thus the potential money exchanged) is roughly equal.

3.3 Downsides to the Current Model

While the current model of inter-domain routing has supported the Internet thus far,

it has several significant and well-recognized downsides. At the heart of many of these

problems is that ISP economics and users' desires are the fundamental quantities of

the system, but are not represented in the routing protocols themselves. Instead,

the ISPs must fall back on imprecise and indirect BGP techniques to convey and act

upon incentives. As a result, both users and ISPs suffer in many ways:

1. Sub-optimal Routing Because the AS is the player who makes the routing

decisions on behalf of the users, there exists the potential for a significant moral

1In this discussion we ignore non-commercial networks, such as government networks, where
factors such as privacy may be tantamount. However, even there the problem is not very different
as it is simply a constrained optimization problem, selecting the cheapest route over a series of
permitted links.

2We ignore the strategy of simply dropping large amounts of traffic, as ultimately no one will do
business with an ISP who adopts such a strategy.
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hazard. That is, given a fixed amount of traffic to route, the AS can, will, and

(as a profit-maximizing firm) in many cases should make decisions which will

decrease (or perhaps even minimize) its cost, at the expense of poorer service

to the user.3

A well-understood example of this phenomenon is "hot potato routing" [99],

where an ISP hands packets off to peer ISPs as rapidly as possible. This occurs

because the peer appears free, a high incentive to use a possibly sub-optimal

route. A second example is traffic routed to stabilize the ratio at a peering

point - here the mis-incentive is the possible loss of the peering relationship

if traffic becomes unbalanced. Sub-optimal routes due to such mis-incentives

can cause decreased performance for end-to-end flows and BGP itself. While

economics is not the only reason, it has been observed that 30-55% of the paths

on the Internet are sub-optimally routed [90]. Still other examples include

misrepresenting routes (e.g., path length padding) or simply not advertising an

existing route at all.

2. The Costs of Inter-Domain Traffic Engineering Another cost of the cur-

rent system is the work and risk associated with traffic engineering. As IP

service commoditizes and profit margins decrease, ISPs and researchers have

begun paying closer attention to costs of implementing policy. This process is

often complex and/or manual [30] due in part to the fact that there are few ways

to cleanly implement policies. For example, consider the use of AS path length

padding to direct a fraction of traffic over a particular link. Not only is this pro-

cess inherently manual (requiring a human operator to make such a change) but

its success, in many cases, is dependent on properties of the traffic and worse

the actions and reactions of other networks. As such, successful implementation

requires periodic monitoring and potentially (more manual) updating.

Taken together, this is costly in two ways. First, complex manual process is a

financial burden to the ISPs - the process of cost-minimization through traffic

engineering is itself costly. Second, the complicated and human process can

easily introduce significant errors into the routing system [30]. Simplifying and

automating this particular process can both reduce costs and improve the level

of service.

3. Instability of Peering Relationships Because peering contracts provide
3We discuss in the next section that examples such as CDNs validate that these problems are

both significant to users and addressable.
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tremendous cost savings, ISPs exhibit adverse selection to obtain and main-

tain them. It becomes rational to take varied questionable steps to obtain

and/or maintain these relationships. One approach taken is to make side-deals

with other AS or entities to force a certain amount of traffic through a given

inter-connection with a third party. This extra traffic is designed to bring the

ratio of traffic at the inter-connect to a given level. Another approach is to

host systems which are large traffic sources or sinks (e.g., SourceForge [94]) as

a means of balancing ingress and egress traffic. A key reason that so much

effort is invested in this process is that there is no graceful transition between

the relationship of peer and that of customer-provider. This problem was most

painfully obvious during the C&W/PSI blackout of 2001 [72] where an argu-

ment over a peering relationship with no clear resolution affected thousands of

users and corporations.

4. Lack of Price Discrimination In addition to increasing costs for the net-

works, the current inflexible scheme decreases potential ISP revenue. Unlike

many more established systems (telephone, postal, airlines) most Internet pric-

ing is based on a single rate applied to all usage. This pricing has the merits

of simplicity and small-customer acceptance, but it is well known to reduce

economic efficiency. As ISPs focus more on rates of financial return, the abil-

ity to discriminate on customer willingness to pay becomes a more important

tool. Indeed, finer-grain differentiation has emerged in the maturation process

of other networks such as transportation [75]. Indeed, the industry is starting

to move toward more sophisticated models. For example, some networks offer

different on-net vs. off-net pricing and one router vendor recently began offer-

ing some ability to do per-destination accounting [49]. However, this practice

is still nascent, limited, and forming in an ad-hoc fashion.

We observe that to the extent each of these problems is addressed today, it is done

without explicit protocol visibility of ISP objectives and incentives. In some cases

the objective is undefined; there is no standard inter-ISP quality metric. In other

cases the incentive is defined but outside the reach of the decision-making protocol;

inter-ISP financial incentives are defined by paper contracts, not the routing system.

Absent this information, ASes are forced to resort to complicated and imprecise

tools (e.g., AS path padding, BGP communities, or any of the other sundry BGP op-

tions). Thus, no AS understands how its decisions impact its neighbors and users, nor

can it communicate the cost of such decisions in a way to be effectively compensated
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for them. Devoid of a more efficient means of achieving an efficient equilibrium, the

AS is often left to make arbitrary decisions, and to implement them in a costly (man-

ual) process of trial and error (e.g, repeated manual consultation of MRTG graphs

[76]). This process is costly, complicated, and inefficient for all parties involved.

From these observations we draw two conclusions:

Conclusion 1. Maintaining business relationships and control over traffic in the

Internet today is costly to ISPs.

Conclusion 2. Much of this cost and complexity stems from the fact that the financial

incentives are not explicitly communicated in the tools and protocols that are used.

In other words, the apparent simplicity of today's model is specious. The com-

plexity we have removed from BGP has only created work and complexity elsewhere

in the system. Further, the added work and complexity not only decreases the value

of the network but also increases its cost structure.

3.4 User-Directed Routing

To address some of the short-comings of today's routing architecture, numerous meth-

ods to provide some element of user choice in routing have been proposed, built,

and (sometimes) deployed. These systems are motivated by the complexity and inex-

act nature of the routing protocols and tools available today and inimical side-effects

discussed. In many cases, these approaches are able to circumvent some of these

factors. We refer in this chapter to user-directed routing technologies when focusing

on the broad principle rather than any particular implementation.

Today's most common examples of user-based routing are overlay networks. In

industry [3] and academia [89, 5], overlay technologies have been used to increase the

reliability and performance of Internet flows. Overlay networks operate by placing

overlay nodes at various places throughout the network. Traffic, once directed to the

overlay network, travels to the destination via the nodes in the overlay. While the

traffic travels along the standard BGP path between the overlay nodes, the overall

path taken by the traffic can be very different than the path prescribed by BGP. This

is depicted in Figure 3-1.

Overlays exploit two fundamental facts of today's Internet routing. First BGP has

no true notion of quality-of-service (QoS) and certainly no notion of end-to-end QoS.

In particular, BGP has no visibility into packet loss nor understand the requirements
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Figure 3-1: Overlay Routing: The flow does not take the default BGP path through
the network. Instead, it travels between servers in the overlay. While the path
between servers is dictated by BGP, the overall path is not.

of corresponding traffic flows. Further, what controls do exist largely do not work

across ISPs. The few metrics BGP can use (e.g., AS path length) can- and often are

- corrupted by economic incentives. Even worse, many routes are not even advertised

to other networks for economic reasons. Second, overlays address the moral hazard

problem. By distributing the choice to the end-user, the only agent who is properly

incented to pick the route that appears most appropriate for the particular task at
hand, they shift the balance of control.

Overlays are not the only form of user-directed routing. Overlays are constrained

in that they require the additional overlay nodes and through which the traffic must

flow. To address these downsides, there have been a variety of proposals (e.g. [18] [103]

[81]) that provide for even greater user control in route selection by placing the user

in charge of routing decisions deeper within the network. (These are loosely called

source-based routing.) A third area of user-directed routing can be found in peer-

to-peer networks. Here the routing is much less specific from a network perspective

and is instead driven by the availability and location of the relevant content. When a

given piece of content is found in multiple locations, the application or P2P algorithm

then makes the decision about how the content will be obtained.

Although these user-directed routing proposals contain both common elements

and sweeping differences, a key detail is that many - most notably overlays - can be

created without the support of ISPs. This, for example, is a critical difference from

IP Multicast. another technology that posed an economic threat to ISPs. Based on
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this, we therefore make two observations:

* User Choice increases the fluidity of traffic patterns by several orders of mag-

nitude. A traffic source (e.g., a large company or web site) might for example

change its ISP once a year. By contrast, an overlay network can for example

shift the site's traffic on the order of every 5 minutes. Under this hypotheti-

cal, we have a factor of 100,000 change - five orders of magnitude. Of course,

most overlays can adjust a significant fraction of traffic even faster than that.

Moreover, these changes need not be stable - traffic could be rapidly shifted

back and forth. These shifts significantly perturb capacity planning and peering

relationships.

* It is not acceptable to assume away the effects of user-directed technologies,

deployed with or without the cooperation of ISPs. Akamai, a Content Delivery

Network, alone today carries about 10-20 percent of the web's traffic [2] and for

some networks, P2P traffic can be the largest source of traffic [10]. We must

examine the impact of user-directed routing on the current incentive structure,

and should go beyond this to examine what framework is best suited to support

user-directed routing's growth.

These two observations imply a meaningful change to the nature of routing on the

Internet. Routing is no longer simply at the control of a given ISP or the bilateral

communication between ISPs but truly a multi-player game with the users as mean-

ingful participants. Further, a corollary of the first observation is that this game is

played out continually over time. Based on the flexibility of the given user-directed

routing technology, this game can be played out tens or hundreds of times per day. As

such, this clearly motivates the consideration of a repeated-game model of routing.

3.5 The Core Tussle

From the simple explanations of Internet economics and user directed routing, it is

immediately clear that we are facing a tussle of significant magnitude at the very

core of the Internet. On one side, users are demanding choice and the other ISPs are

trying to maintain fragile business relationships. In particular we state the following:

Conclusion 3. The already fragile set of business relationships that underly the rout-

ing fabric of the Internet will be challenged by user demands, in the form of user-
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Figure 3-2: Routing Examples

directed routing technologies. Without some means of rationalizing the economic in-

terests of the ISPs with the desires of the users, the Internet will suffer from decreased

quality and increased cost.

3.5.1 Examples

To crystallize the problems and provide reference points, we present three simple

examples.

Example 1: In Fig. 3-2a, AS A is a customer of both B and C to reach a set of

destinations D. The price for B is $50/Mbps but $100 for C; thus A uses B. Now

assume that a significant fraction of A's users wish to travel through C to reach D. A

obviously has significant disincentive to allow this. In this situation, it is likely that

A will block any form of user directed routing at all, if it has the ability to do so. If

it does not have this ability, then it is clear that A will suffer.

Neither outcome is a good one.

Example 2: Example 1 relied on price differences to create the tension. However,

many networks are peered (settlement free). Consider the similar example of Fig. 3-

2b. Here A, B, and C are peers, with peering traffic ratios close to 1.0. Let us now

assume that A's users can and wish to direct their traffic through B.

After some time A, B, and C will notice that their peering ratios are now signif-

icantly out of balance. If A is the smaller ISP it may now be forced to pay B for

its future traffic - or worse it may be forced to pay both B and C. Knowing this, A

will attempt to redistribute the portion of its traffic that is not user-directed. This

solution comes with operational costs and causes traffic to be sub-optimally routed.

Beyond this, a feedback loop is created; the poor routing may incent users to depend
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further on user-directed routing, worsening the problem.

Again, the outcome is poor for A, A's users, or both.

Example 3: This third example is slightly more complex, but is designed to em-

phasize an insidious mode of cheating which violates one of the rules proposed by

Gao and Rexford. Consider the network depicted in Fig. 3-3. In the figure arrows

represent the initial flow of money. We are going to see that the mid-sized ISP, M, is

going to try to force traffic through its provider, L, instead of its customer, S, in an

attempt to preserve the customer-provider relationship with S.

In particular, assume we have the following scenario to start:

* y is a customer of S

* S is a customer of M

* M is a customer of L

* y is also a customer of L

* P has connectivity through M and L. P could be a customer of both or a peer

of both.

* Traffic from P flows through L to y.

Again, the arrows in Fig. 3-3 depict these relationships.

Original Traffic Flow

- - - - - User-Directed Routing Traffic Flow

Figure 3-3: A Potential Problem: Traffic is flowing to y via L. P directs this traffic
through M instead. Since impacts M's business relationship with S, M may try to
force the traffic via L instead.

Let us now assume that P's downstreams, through use of a user-directed routing

system determine that they want the traffic to flow to y via M. Normally we would
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expect traffic from M to y to flow through S. But if the relevant traffic is significant,

it could equalize the traffic ratio between S and M. Because the business relationship

between two networks is typically based on the traffic ratio, bringing this ratio in

balance could cause S to want to peer to M. M, knowing this, could decide to try to

avoid the problem by instead sending some traffic, destined to y via L. While this

may cost M some money, it may in the end be the profit-maximizing decision for M.

This re-shifting of traffic essentially foils the intentions of the user-directed routing

system, creating a further tension.

3.5.2 Analysis

To better understand these examples, we turn to a formal model of the inter-business

routing dynamics. As discussed, a particularly descriptive and positive model of

routing in the current literature is the Gao and Rexford model. Gao and Rexford's

model states that if networks route traffic via customers before peers and peers before

providers, then we have a stable paths assignment. However, their model does not

adequately explain the above scenarios, particularly Example 3. When M sends

traffic destined to y via L, we have an example of a customer routing traffic through

a provider instead of a customer.

To better understand this tension, consider a simplification of Gao and Rexford

model, depicted in Fig. 3-4:

1. Commercial relationships are formed

2. Based on (1), traffic policies are designed

3. Taffic flows in accordance with (2)

When we view a particular snapshot of time, their model is still reasonable, even

in the face of user-directed routing. This is because the flows, while directed by the

higher level system, still travel over BGP. If the user-directed paths were fixed, this

would not be a problem.

This analysis does not hold when the problem is played over time - that is, as

a repeated game. First, the overlay removes the direct causality between steps (2)

and (3). Second, step (1) in the model assumes exogenous business relationships.

in practice, however, these relationships are based on the traffic levels themselves

they are endogenous. Consequently, there is a feedback loop, depicted in Fig. 3-4,

that must be considered. If an overlay controls sufficient traffic, it can (as seen in
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Figure 3-4: A Representation of the Gao and Rexford Model with the Implicit Feed-
back Loop Not in Their Model

the examples) cause an AS to regret its past decisions made - even the decision

of customers over peers (precisely what is demonstrated in Example 3). Thus, the

repeated version of the Stable Paths Problem, where contracts are based on traffic

patterns, is not necessarily stable with user-directed routing.

The contrast in our conclusions arises due to differences between our assumptions

and those of Gao and Rexford. In particular we assume a) that user-directed routing

enables traffic patterns to change with significantly greater magnitude and fluidity,

and b) the existence of a feedback link between (3) and (1). In reality, this link exists

today, but operates at the (currently longer) timescale of traffic mobility.

The effect of our more complete assumptions is that a model of current routing

systems with user-directed routing cannot be shown to necessarily satisfy the stability

property identified by Gao and Rexford over time. This is unfortunate, because, as

discussed earlier, the stability property leads to several characteristics valuable for

Internet routing.

Although we do not prove this strong version of stability for our model, it is

not the case that the Internet must therefore plunge into massive instability as user

directing routing becomes widespread. We suggest that with appropriate mechanisms

and models for these conditions, equally strong notions of stability can be defined for

overlay-augmented systems. This thesis does not present a full design or defense for

such an architecture. Instead in this chapter we examine the high level principles

desirable for such an architecture and in the next chapter, we examine some of the

practical implementation details of the protocol.

3.5.3 Potential Outcomes

Given the above structure and examples, it is not hard to imagine the set of possible

outcomes over time:

* ASes "Win" ISPs may be successful in preventing the realization of overlays
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and the establishment of any other user-directed scheme. Here user-quality will

suffer, these preventive practices will create cost for ISPs, a lot of research and

development effort will have gone to naught, and the benefits will go unrealized.

* The Users "Win" Here (as is the case today) overlay technologies allow end-

users complete flexibility in picking their routes without any economic consid-

erations. As the prevalence of overlays increases, ISP profitability and the sta-

bility of inter-ISP relationships will be significantly degraded, in turn affecting

end-users. Again, this is not desirable.

* A New Hybrid Solution Emerges This is the desirable outcome, but also

the most nebulous. In particular, it must have the property of allowing some

user choice while finding a means to appropriately compensate the ISPs for the

decisions made.

We observe that unlike the undesirable solutions at either endpoint of the spec-

trum, "the" hybrid solution is in fact a range of possible solutions, with different

solutions emerging over time and different solutions being appropriate at different

points in the network. Further, we have discussed several times that the root cause of

these problems is that the incentives i the system are implicit, not explicit. Based on

this observation, we argue that the most effective possible path forward is to make the

incentives implicit in today's model explicit in the routing information dissemination

fabric, and allow the most appropriate hybrids to emerge as and when appropriate.

Conclusion 4. Introducing incentives, represented by prices, natively into the routing

fabric will allow us to both resolve the conflict between ISPs and user-choice routing,

and to address significant practical problems with BGP-based routing as it exists today.

3.6 Resolving the Tussle

WVe turn now to the characteristics of the solution called for in Conclusion 4. We first

consider properties desirable for any such solution and then sketch several possible

implementation strategies. Our core argument is that the ability to express pric-
ing information regarding routes should be incorporated into the routing
fabric of the Internet.

There are three key points in the above statement. First, we believe that routes

are the right economic good. By this we mean that networks sell and users buy

routes to a destination, as opposed to for example, a certain level of quality. Second,
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we propose the ability, not the requirement for pricing. Indeed, this is not better

facilitates an incremental deployment, but also helps to address concerns regarding

stability and overhead of deployment versus benefit. Third, we argue that pricing

should be in the routing fabric, not necessarily the routing protocol per se. For

example, in the case of BGP, while pricing information could be placed in BGP there

may be reasons not to do so. Thus it could be placed in a separate control channel

(i.e., a different protocol). Therefore, our point is not to argue for pricing in the

same protocol messages per se but rather in the overall system. I particular, in

Chapter 4 we examine several important requirements for the protocol containing

pricing information, some of which may be inconsistent with simply placing it in the

pre-existing routing protocol.

3.6.1 An Ideal Framework

We examine the properties of an ideal implementation framework here, and then later

apply them to various routing architectures. The questions below are not exhaustive

nor requirements; in fact we will see that tradeoffs exist. However, they provide us

with guidance and metrics.

1. "What is the good to be priced?" Several properties are desirable. The good

should be unambiguous and easily audited, to increase the likelihood of suc-

cessful transactions and minimize overhead. Its definition should be directly

relevant to both the end-user's utility function and/or the ASes cost, so that
one or both parties can easily reason about it. (This tradeoff will be significant

later.)

2. "How and when should the information regarding the good and the prices be

conveyed?" Great variety is possible, from once a year through written contracts

to every second in a routing message. We identify several guiding principles.

First, the time frame should be sufficiently short that the underlying economics

and incentives are stable within a given period - when an entity publishes its

information, it should not worry that significant changes will cause it to regret

its decisions ex-post. Secondly, the time frame should be sufficiently large that

the system can achieve an appropriate level of stability. Third, for reasons of

fate-sharing, consistency, and efficiency it is advantageous if market information

about the goods is exchanged in the same framework used to convey other (e.g.,

technical) information.
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3. "Who are the users?". Thus far we have spoken of ASes and end-users. How-

ever, there is a continuum from individual users to large end-users (e.g., cor-

porations or universities) to small ISPs to large ISPs. Furthermore, there are

other players, such as 3rd party overlays. Given this melange of entities, it

is unclear where different incentive-response mechanisms should be placed. In

answering this question, we offer the following properties. First, the user must

have sufficient information to make a decision. Second, the supplier must have

sufficient ability to implement the decision. Third, the benefit to the user of

being able to make the decision must outweigh the cost and/or uncertainty of

having to make that decision. Fourth, the benefit to the supplier of enabling

the decision must outweigh the cost and/or uncertainty of facilitating such a

decision. Based on these properties, it is clear that - different hybrid models,

in the language above --- may exist in different locations in the system.

3.6.2 Application to Routing Frameworks

We turn to the question of implementing these goals in a routing framework. We

look at three frameworks - BGP as it exists today, a model of complete user/source-

based routing, and a model in which overlay networks interact with a route discovery

protocol. In each we see that we must provide slightly different answers to the above

questions.

There are two common themes in our instantiations of our principles. First, we use

the notion of routes to represent the good in the system. Routes are easily auditable,

directly implementable by the AS, and clearly tied to the AS'es cost structure. An

alternative would be a good tied to a metric of quality, along the lines of DiffServ [9].

There are several reason why we select routes as our good. First, it does not require

the explicit definition of quality classes. Second, it is both easily auditable and easily

implemented by the ISP, obviating the need for complicated Service Level Agreements

(SLAs). Third, it maps directly to the ISP's cost structure. It is important to note

that while routes are the underlying good, there may in practice be various levels of

equivalence classes or other groupings of routes.

The second commonality in these instantiations is our answer to when and how.

Cost structures are constantly changing as contracts are renewed and the underlying

topology changes. An exchange that is on the timescale of much more than days will

likely not facilitate stability. All of our proposals have granularity on the order of at

most hours.
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These proposals are not intended to be complete solutions, particularly since

they do not incorporate many important challenges and subtleties. Instead these

solutions serve as proofs-of-concepts and motivate some important research questions.

In particular, the frequency of price updates is an important and interesting issue.

In the sections below, we propose sample answers but investigate this and other

questions in significant formal depth in Chapter 4.

A Next Step on BGP

The first framework we consider is BGP. One approach to incorporating prices in a

system running BGP would be to create a separate protocol to run alongside BGP

and inform the routers and ISPs of the pricing information. Below we instead show

how BGP could be modified, if so desired, to incorporate the prices into the route

advertisements. This outline could also serve as the outline for a separate protocol.

* Every inter-domain BGP route advertisement will carry with it an associated

price representing a per-Gigabyte (GB) transfered price. As a matter of practice,

these prices can be changed only once per time-period (e.g., one hour).

* The business relationships continue to be pair-wise between ASes, with charges

now based (in part) on these prices.

* ASes can incorporate this information into their routing decisions and perhaps

route solely on these prices.

* ASes can provide this information to any overlay system operating in its net-

work.

We note several relevant implementation details. As discussed, we use routes as

our logical good, but for compatibility with BGP, we represent routes as destina-

tions since BGP enforces a one-to-one mapping at the inter-domain level. Leveraging

BGP also facilitates the exchange of information without a new protocol. This is

true both for inter-ISP relationships and between and ISP and its major customers,

as today many ISPs maintain BGP sessions with commercial overlay providers. We

also note that the per GB pricing is consistent with average-usage billing, a popular

billing methodology today. Together, we conclude that such a scheme could be read-

ily implemented by ISPs and could be deployed incrementally at the granularity of

routes. 4

4 One subtle downside is that this could potentially cause deaggregation.
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Source-Based Routing

Next, we assume a framework where a source routing protocol is used to decide among

different routes. To apply an incentive scheme we propose the following:

* Every AS associates a price with each border ingress/egress pair. As before,

these prices could be in the form of a price per volume of transfer (e.g., $ per

GB).

* These prices can be updated on the order of minutes.

* All information on routes and associated prices are distributed throughout the

network within the routing protocol.

* Each user selects the path that maximizes her utility, given the observed quality

and price of each route.

* The ASes along the path obey the requested path.

* ISPs are compensated for the use of their routes. 5

The primary difference between the source-based and BGP-based schemes is the

significant increase in information and flexibility provided to the user by the assumed

protocol. Since we are not worried about the convergence of some underlying routing

protocol, we can increase the frequency of price updates. Despite these differences,

we again see that given the particular routing framework, we are able to infuse an

incentive framework with minimal alterations.

An Overlay Controlled Environment

Lastly, we consider an in-between and perhaps more likely reality, where overlay

networks and ISPs work together to provide efficiency and scalability. The first part

of the routing mechanism is a system in which path existence and pricing information

is propagated through the network at some relatively low frequency. Like BGP, paths

are built up AS by AS. Unlike BGP, multiple paths can be advertised and changes

in link status do not necessitate a corresponding advertisement. This is because the

second part of the mechanism is an overlay-based technology that chooses the optimal

5 The means by which the ISPs are compensated is critical to the success of the implementation.
Two possibilities are that the user pay each ISP along the path or that payments are accumulated
pair-wise. While the latter (how the Internet works today) is more likely to be tractable, both -
and permutations thereof- are permitted.
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route based on the set of paths available, their relative financial cost, and their relative

quality.

Here we see the following:

* Every AS advertisement also includes a price.

* This route information is updated on the order of hours.

* Overlays, based on the information at hand and users' desires make the appro-

priate decisions.

* Overlays may exist as separate entities (e.g., a Content Delivery Network (CDN))

and have flexible relationships with end-users

3.7 Results

Based on the above applications of the incentive scheme we now examine the question

"Is it worth it?" In particular, is the main problem of the tussle and its impact on

stability truly addressed? Second, does such an architecture address the problem in

a way that is not excessively burdensome to the players or the market?

First we examine our impact on the tussle itself. Our schemes have made the

incentives of the ASes, currently implicit, explicit to each other and to end-users.

Furthermore, they have transformed peering relationships, where appropriate, from

implicit to explicit relationships. In Section 3.5, we show that the implicit nature of

the relationships was the root problems in all three examples. Therefore, to the extent

that these architectures can be realized, they are capable of solving this problem.

Beyond this, it is possible to argue that we now have stability even in the repeated

game. By re-introducing stability and resolving the conflicts, we create a framework

in which ASes are willing to support user-directed routing.

Now we examine the costs at which these benefits have come. One potential

downside is that we could have introduced significant complexity into the system

through new or modified protocols. The use of routes as the good and the leveraging

of protocols that already deal with routes allows us to suggest, in Section 3.6, that

we did not do this. Another source of cost is that the ISPs must now track usage

with finer granularity. However, this can be implemented solely at the ISP border, is

becoming more supported in routers [49], and can be limited to those routes where the

added monitoring is worthwhile. We note that an ISP must already today monitor

the traffic of its peers, to ensure that it is making the right peering decisions. Finally,
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we note because the business relationships are now in-band, the security, robustness,

and auditability of the routing system becomes even more important. However, these

points are already of great importance today. Nonetheless, we discuss some of these

points in the next section.

An important point to note is that these changes and -- and likely should - not

precipitate an visible impact to normal individual users. This stems from the answer

to the question "Who are the users?" above. While it is possible and reasonable

to ask an overlay or an ISP to reason about routes and tradeoffs, this may be too

complex a concept for individual users. Further, users are likely ill-informed of the

different types of traffic their actions generate. Therefore, we envision that these

incentives, while shared between neighboring networks and between networks and

overlays or CDNs, will not in turn be exposed to typical end-users.

Finally, in response to the problems of Section 3.3, we argue that this scheme

makes routing in a BGP-framniework simpler and more efficient, even in the absence

of user-directed routing. While ASes may (and likely will) continue to implement

a lower or lowest-cost routing policy, the clarity of incentives will prevent perverse

routing pathologies designed to maintain odd business relationships. Furthermore,

the complexity of reducing cost through inter-domain routing can be significantly

reduced, which in turn can decrease the cost structure of ISPs.

3.8 Discussion and Additional Concerns

Having seen the potential benefits and practicality of such a mechanism, we can

examine several other key and open research questions. Some of these questions will

be the foundation of the next chapter of this thesis. For the others, which we do not

explore in more depth in this thesis, we offer our thoughts and preliminary analysis.

* Who is the user? In Section 3.6.2 we pointed out that there exist a range

of potential hybrid mechanisms. In Section 3.6.1, we presented a spectrum

of answers and we believe that a continuum of implementations is not only

optimal but also presents a plausible adoption path. In particular, it is unclear

that every end-user will want to be making these decisions. Thus, we suspect

that the "end-user" in our models will primarily be the access ISPs and/or the

overlays. These entities in turn can have relationships with end users where

the tradeoffs are more manageable or well understood. Note that this issue

is intimately related to the question of how to make the system scale - an
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important question for any user-directed routing system.

* Who absorbs the uncertainty? Building out or maintaining capacity is not

cheap, and there already exists a mini-tussle between players seeking longer-

term contracts and players seeking more flexibility. User-directed routing brings

this more into focus. Uncertainty over traffic volumes will exist in any system -

but who should absorb the uncertainty? Should we look to 3rd parties such as

CDNs? One compromise solution would be to employ user-directed routing on

select paths for a fraction of one's traffic (e.g., the important flows). For even

this simple approach to be accepted, the players must be properly informed and

incentivized with a mechanism such as the one presented in this chapter.

* What of privacy? Today networks generally try to keep the details of their

business relationships private. This is greatly reduced in an explicit incentive

model. An interesting question is "How much privacy is really lost in going

from today's implicit model to an explicit model?".

While future research in this area may be fruitful, it is important to note that

the proposed architecture here does not necessarily pose a significant challenge

to privacy. First, the overall structure of contracts today can be inferred in

various manners. For example, Subramanian et al show how many business re-

lationships can be inferred from public BGP feeds [96] and the proposed HLP ar-

chitecture "explicitly publishes the provider-customer relationships" [97]. Fur-

thermore, NDAs are known not to be perfect and much of the business structure

is known to the large players in the Internet today. Second, information flow

today, and in the proposed models, is strictly bilateral. Any firm, when pricing

a good, faces the decision to expose underlying cost structures to the consumer

(and potential downstream consumers) or to mask this information. Today's

Internet is no exception: on-net vs off-net, international vs domestic pricing,

as well as peering relationships are manifestations of this tradeoff. To the ex-

tent that it is significant, the relevant customers may in turn expose some of

these differences to its customers. In the architecture proposed in this chapter,

this dynamic is completely unchanged. While a naive implementation simply

passes along (floods) all information, if an ISP is worried about the sensitivity

of certain information, it can choose to simply not expose it.

* Incentive Compatibility We have simplified the logic for forwarding, but have

not addressed price setting. In [32], Feigenbaum et al address this question and
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present a strategyproof mechanism based on BGP. However, there are several

strong assumptions in their model. Can we relax any of these while minimizing

the strategizing of the players? We consider this question in the next chapter.

* What are appropriate models? Gao and Rexford's model, while quite simple,

was very valuable to the analysis of this chapter. It provided both a framework

and the important property of stability. Further, it provided a structured means

of explicating the impact of user-directed routing.

We however also saw that this model was not perfect, raising the question "What

types of models will be most useful in reasoning about incentive-based routing

systems ?" There are a massive number of parameters to consider. We offer a

few points. First, we feel strongly that instead of invoking the nebulous notion

of (heterogeneous) policy, money - a universal motivating factor - should play a
central role. Second, heterogeneity should be pushed out toward the edge, where

users' preferences, particularly among applications, vary widely. Furthermore,

we believe that there are gains to be made from bridging the gap between

protocol specific models and idealized models of routing, such as the ones used

in the Price of Anarchy analysis [86] [53].

We address these last two points further in Chapter 4.

3.9 Additional Related Work

Our research is not the first to suggest the notion of prices in routing. Indeed, several

others have considered theoretical frameworks (e.g., Kelly et al [57]) for pricing and

practical implementations (e.g., [70], based on BGP). Each of these works supports

our motivation for considering prices. However, our analysis and proposal is different

in several key ways. Unlike the work of Kelly, our proposal is designed to facilitate

inter-network communication. Unlike [70] and other such proposals, our analysis and

argument starts with the motivation of user-directed routing, presents an approach

applicable to a number of routing architectures, and further does not argue for the

introduction of incentives into BGP per se.

Alternative architectures and protocols have been proposed to address some of

BGP's shortcomings in other manners. Some of these are discussed in the chapter.

Others, such as the notion of introducing a Routing Control Plane (RCP) [31, 11],

take an architectural approach to simplifying the logic in individual routers. RCP
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is complimentary to the ideas of this chapter in that it provides a clean central

location for the management of the incentive and pricing information. As such, it

can significantly aid networks. A key difference in approach is that while the RCP

and such approaches are designed to support a very rich policy space, the notion

of incentives recognizes the fact that in most cases in practice the policy of ISPs is

driven by the simpler strategy of profit maximization.

3.10 Summary

In this chapter we outlined the fundamental tussle between user-directed routing

and ISPs, and demonstrated how this results from the current routing mechanism.

User-directed routing has turned inter-domain routing into a meaningful repeated

game which must be captured in our models and addressed in our protocols and

architectures. To address this problem, we proposed the notion of incorporating

prices into the routing system. We then demonstrated, through applications to various

routing architectures, that this can be achieved with minimal technical steps and may

instead simplify the system.
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Chapter 4

Using Repeated Games to Design
Incentive-Based Routing Systems

in this chapter we examine implementation parameters and details important for an

incentive based routing protocol. Our investigation here is inspired by the previous

chapter, which argues that the current economic policies of the Internet and the

emerging technology of user-directed routing motivates the incorporation of prices

into the routing system. The importance of the parameters analyzed is derived from

the underlying economic factors governing the behavior of the autonomous players,

in this case the competing networks.

We view the exchange of pricing information at an interconnect as a repeated

game between the relevant players. Using such a model we are able to descry the

impact that various protocol parameters - such as protocol period, minimum bid size,

and unit of measure - have on the equilibrium outcome. Our analysis of these often

surprising relationships enables protocol designers to appreciate and leverage these

seemingly benign parameters, a result that has direct practical importance.

4.1 Introduction

As discussed in Chapter 3, Internet routing is a dramatic example of the introduction

of economic concerns into an already rich design space. Traditional design concerns

include the impact of system parameters on important objectives such as conver-

gence, robustness, efficiency, and performance. Economic considerations now play a
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Figure 4-1: Three Networks Offering Connectivity for a Set of Routes to a Single
Route Selector

chief role in the routing of traffic in today's Internet. Each Autonomous System (AS)

is an independent profit-maximizing firm, competing to generate profit by routing

bits on its network. Today this market plays out on two very different timeframes.

On a multi-month or year timeframe, networks and customers negotiate economic

contracts. Then, on a timescale of seconds, routers route traffic based on their con-

figuration which encodes these business relationships.

The previous chapter presented several reasons to couple these two processes more

tightly. These stemmed from problems with inter-domain routing today which are

being exacerbated by user-directed routing. While the sample architectures proposed

in Section 3.6.2 address the high level problem, there are several important practical

concerns that must be addressed before realizing such an architecture.

In this chapter, we examine one of these technical questions: "How should one

design a protocol to convey pricing information for routes?" We consider

the interaction between a customer and a set of networks. The customer could be

an enterprise, a Content Delivery Network (CDN), or an access ISP. The customer

connects to multiple networks with each network providing connectivity to the same

set of destinations, as in Fig. 4.1, and competing for the business.1 Our examination

of this question reveals that unavoidable yet seemingly minor design choices have

significant practical effects. These parameters include the protocol period (the time

1For this reason, we use the terms 'network', 'AS', and 'player' interchangeably in this chapter.
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between updates), the width (number of bits) of the price field, and the unit of

measurement (e.g., megabits or megabytes).

Our examination of a particular interchange contrasts with some recent theoretical

work on routing which considers general network topologies. There are several reasons

why we feel this is the correct model. In practice, the customer does not pay every

ISP in the route, but only the first provider. Therefore, the competition is in practice

only between these providers. Such a model therefore maintains the bilateral economic

nature of the Internet and is very similar to other applied work, including [43] and

[92]. Further, to the extent that incentive-based routing is deployed, it will most

likely be applied at interchanges where it is particularly useful (e.g., for CDNs who

have a dramatic ability to shift traffic). They will not necessarily be used throughout

the Internet graph. These points are discussed in more detail in the previous chapter.

The analytical framework we apply to this problem is that of repeated games. As

discussed in Chapter 2, the the threat (or promise) of future behavior can impact cur-

rent actions, and therefore the equilibrium of one-shot and repeated games can differ

significantly. This makes repeated game analysis a useful and important analytical

tool for a distributed protocol that will be implemented by autonomous entities. In

this particular example, the importance of the repeated game is that the threat (or
promise) of future behavior can impact current actions. In our example, knowledge

that a competitor will react (e.g., by matching price) in the future impacts the way

a network sets price in the current period. By examining the repeated context, our

work is in stark contrast to most prior work in this space, namely the celebrated

Feigenbaum, Papadimitriou, Sami, and Shenker (FPSS) [32] analysis.

In our model of inter-domain routing, the dynamics of repeated games cause

certain protocol parameters to achieve significant importance. It is well-known that

in the repeated game, there exist parameters that significantly impact the equilibrium

outcome. However, routing is special due both to the particulars of the problem and

that it transpires via a fixed network protocol. Therefore, the contributions of this

chapter include not only a repeated model for routing but also formal analysis of the

domain-specific parameters relevant to routing. We summarize those results in the

form of practical statements:

1. A longer protocol period (a slower protocol) can lead to a lower price.

2. Using a more granular format (e.g., megabits instead of megabytes) can lead to

a higher price.

3. A wider price field in the protocol can lead to a lower price.
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These relationships are significant. Given this sensitivity, we also show how proto-

col designers, to the degree desired, can bound prices and their sensitivity to repeated

game effects. These conclusions have clear, direct, and previously unrecog-
nized practical significance for protocol designers. Further, these relationships
are meaningful in that they can, to the extent desired, constrain the prices and the

potential outcomes. As such they solve, to some degree, the problem presented by

repeated games - namely the large number of equilibria and potential outcomes.

The rest of this chapter proceeds as follows. In Section 4.2 we examine the impact

that repeated games have on routing, and why this may be a problem. In Section 4.3

we present a model of repeated routing. We then analyze this model for a particular

equilibrium strategy, price matching, deriving the above conclusions. In Section 4.5.1

we then generalize these results to a larger class of strategies whose only constraint is

that the punishment be at most proportional to the deviation. We then continue, in

the rest of Section 4.5, to consider additional relaxations and generalizations to our

model, such as asynchronous play, confluent flows and multiple destinations, before

ending with a discussion of the results.

4.2 The Challenge of Repeated Routing

The inherently repeated nature of inter-domain routing plays a significant role in the

outcome of the system. Consider a simplified routing game, as depicted in Fig. 4.1.

This game presents the same phenomenon as the repeated Prisoners' Dilemma ex-

ample presented in Chapter 2. Under reasonable assumptions, firms can maintain

an artificially higher price if their strategies include appropriately crafted threats to

punish deviators.

It is important to contrast this repeated context with prior work on routing,

namely the celebrated work of Feigenbaum, Papadimitriou, Sami, and Shenker (FPSS)

[32]. They demonstrate that it is possible to implement the well-known Vickrey-

Clarke-Groves (VCG) mechanism efficiently with a protocol that resembles BGP.2

Our work builds upon their results by considering their model in the repeated

game. Thus we summarize it here:

* A set of nodes N, with n = NJ, representing the ASes

* A constant per packet cost ci for each node i

2 FPSS were not the first to consider the VCG mechanism for routing [74, 45]. However, one key
contribution of the FPSS work is the framing of the problem with the nodes as strategic agents.
This maps to the problem of AS competition and motivates us to consider the repeated game.
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- Least Cost Path
....... Alternative Path

Figure 4-2: A Topology where the Repeated FPSS Model is Not Strategyproof in the
Repeated Game

* A traffic matrix Ti,j which is exogenous and fixed (i.e., inelastic demand)

* Each AS has infinite capacity

In this context, the FPSS mechanism ensures that the Least Cost Path (LCP) is

selected by incenting each network, although still selfishly motivated, to bid a price

equal to its true cost. Therefore, they realize the social choice function and create

an environment where the networks have no incentive to strategize. More formally,

truth telling is weakly dominant, implying that the mechanism is strategyproof. Here

a strategyproof mechanism is desirable since it means that networks do not need to

spend time and effort strategizing about prices. Furthermore, the FPSS mechanism

is based on BGP, suggesting (along with scalability analysis presented in [32]) that

the mechanism could be implemented in practice.

The VCG mechanism, and thus the FPSS implementation, obtains its strate-

gyproof property through a carefully selected payment to each node. Each node,

i, on a Least Cost Path (LCP) between a source-sink pair (s, t) is paid ci plus the

difference between the cost of the LCP and the cost of the LCP if i did not exist. For

example, in Fig. 4.2, node A is on the LCP from s to t. For traffic from s to t A is

paid:

PA = LCP(cA=) - LOP + CA = (10 + 1) - (1 + 1) + 1 = 10

Similarly, B is paid 10 for each traffic unit from s to t2.

However, it is well known that VCG mechanism is not strategyproof in the re-

peated game. If A and B both bid 20 until the other defects, each will be paid:

(20 + 10) - (20 + 1) + 20 = 29
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We can easily show that it is possible for this to be an equilibrium for sufficiently

patient players. More formally, there exists a d such that for all > this strategy

can exist in equilibrium.3 This demonstrates that although Internet routing is a

repeated setting, the VCG mechanism (and thus the FPSS implementation), is not

strategyproof in the repeated routing game.

Said differently, it is known that the VCG mechanism is susceptible to collusion.

But in the one shot game, without explicit outside agreements, such cooperation is

not possible. In the repeated game, the subsequent periods provide the players with

a means of obtaining a higher price without any explicit collusion, side-payments,

or constructs of any sort.4 This is very troubling since routing is clearly a repeated

game, not a one-shot game.

4.3 A Model of Repeated Routing

The observation the mechanism is not strategyproof in the repeated game is is wor-

risome for several reasons. First, to the extent that the VCG/FPSS prices are fair

or desirable, we have no way of ensuring that they will occur. Second, we do not

initially have any understanding of what the outcome will now be. Third, we do not

understand how design decisions will impact the outcome.

To address these questions, we analyze a model of the repeated game. First, we

present the formal model. We then analyze the model to determine the equilibrium

outcome. Finally, we analyze this outcome to descry the impact of the fundamental

design parameters on this outcome. We do not seek to impose a particular outcome

(e.g., minimize price) on the system, since as we discuss in Section 4.6, it is unclear

there is a universally correct and acceptable answer. Instead we focus on understand-

ing these unavoidable parameters.

4.3.1 Key Intuition and Analytical Approach

Before delving into the model, analytical framework, and mathematics, we first

present the high level intuition which underlies the analysis presented in the remain-

der of the chapter. Consider a small number of homogeneous firms competing for an

amount of traffic. At any point in time, each firm faces a key strategic decision. One
3 For completeness, in the one-shot game, bidding 20 is not an equilibrium strategy. The other

player can bid 11 and get all the traffic on both routes for a price of 29 - yielding a higher profit.
4Certainly, with additional such collusive constructs, other equilibria are possible. We ignore

those for the purposes of this chapter.
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Figure 4-3: A Depiction of the Repeated Incentive Routing Game

strategy is to be the low cost provider and receive all the traffic. Another is to offer

a higher price to the market, somehow splitting the traffic with the other providers -

but potentially garnering more profits due to the increased price.

The firm's willingness to take this second, cooperative, strategy is a function of

several factors. One factor is the granularity of the action space - which in this

example is the amount by which the firm needs to deviate to get all of the traffic. For

example, if the current market price is $100 and the firm can get all the traffic with

a bid of $99.99, it will be more likely to deviate than if somehow it were constrained

to offering integer prices (e.g., $99). Another factor is the discount factor which here

manifests itself in several ways, notably in the length of the game. If the firm feels

that the game will end soon, it will be more likely to decrease price to get the extra

profit. On the other hand, if it feels the game will last a longer period of time, it may

not want to perturb its competitors.

A key insight of this chapter is that in practice these factors are directly determined

by parameters of the protocol. In particular, the width of the pricing field and the

representation used determines the granularity of the action space. Further, the
protocol period determines the number of periods the game will be played and thus

the effective discount factor.

Because this intuition is fundamental to the competitive dynamics of the situ-

ation, the results obtained are robust to a wide-range of practical and important

assumptions. These include, but are not limited to:

* Heterogeneous networks
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* Asynchronous protocols

* Multiple destinations in a network

* Multi-hop networks

* Confluent (BGP-like) routing

* A wide class of rational strategies for the firms

In the interest of clarity, however, we do not present a general model that contains

all of these properties. Instead, we first start with a simple model that captures the

essence of the game, provides for lucid analysis and demonstrates the key intuition.

After, in Section 4.5, we return to these assumptions and formally prove the same set

of results for models that incorporate these more sophisticated assumptions. We also

discuss some potential future extensions in Section 4.6.

4.3.2 The Repeated Incentive Routing Game (RIRG)

Our model is based on the FPSS model, presented above. To their model we make

extensions to capture the repeated nature of the game and the properties of the

protocol. We also introduce some simplifying restrictions to make the model more

tractable for the initial analysis. In Section 4.5 we relax and address many of these

assumptions.

The game analyzed in this section is depicted in Fig. 4-3.

Repeated Incentive Routing Game Model

* There is one source and one destination.

* Each of the N networks connects directly to both the source and the destination

with exactly one link, as depicted in Fig. 4-3.

* Each network has an identical, constant per-packet cost c for transiting the

network5, identical quality, and infinite capacity.

* Bids are represented as fields in packets and thus are discrete. The maximum

granularity of the representation, equivalent to the minimum change in a bid,

is represented by b. For simplicity, we assume that c is a multiple of b.

5We note that this maps cleanly to average-based billing, a common billing technique in practice.
A richer discussion of volume-based versus rate-based models and their prevalence in industry is
beyond the scope of this chapter.
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* Each AS is perfectly-patient with respect to the time value of money.

* The low cost bid in each period is common knowledge. Specifically, before the

next time an AS advertises a price, it knows the lowest price bid i the prior

round.

* The game is finite. The game length is represented as an exponential random

variable with mean D. E(D) is known to all players but the actual value is

unknown to the source or any of the other ASes. The duration corresponds to

the expected period of time for which the other factors will be stable.6

Play of the Game

1. The game proceeds in a series of rounds, each of length d, a constant of common

knowledge. For simplicity, we assume that D is a multiple of d. Thus, we can

relate d and D as:

d D( - ) (4.1)

where l 1- ) is a constant representing the per-period probability of the game

coming to an end.

2. At the start of each round, each of the N players advertises its per-packet price

simultaneously.

3. For the entire period, traffic is routed over the provider with the lowest price.

In the event of a tie, traffic is split evenly among the providers with the lowest

price.

4. Each provider is paid for the number of packets that transit its network. The

rate paid for each packet is the price it advertised at the beginning of the round

(first price auction).

4.3.3 Equilibrium Notion and Strategy Space

Since the set; of potential strategies and equilibria for this game is quite large, it is

important to refine the space to a set of strategies only containing those which are

potentially reasonable. Our first significant refinement of the equilibrium notion is

to consider only strategies which are subgame perfect. Subgame perfection, defined

6 The property of having stability for a sufficiently-long, finite, and unknown period of time
corresponds very well to the true nature of Internet interconnects.
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below, means that in every stage game, all players must play a strategy that is

optimal, given the remainder of the game. It thus takes the entire discounted stream

of payments into account, precluding myopic strategies but permitting long-term

thinking. This is a very reasonable restriction and one standard for repeated games.

Also, for clarity, we restrict ourselves to symmetric equilibria, where all players play

the same strategy, and pure strategies. This allows us to speak of a single strategy

being played.

Definition 1. Subgame Perfection: A strategy aZ is subgame perfect if i) a is a
Nash equilibrium for the entire game and ii) a is a Nash equilibrium for each subgame.

In a repeated, simultaneous-move game such as ours, the set of Subgame Perfect

Equilibria (SPEs) can still be quite large. One class of strategies are "trigger price

strategies" [44]. In this context, players offer some desirable price, p*, so long as all

other players do. If a player deviates, offering some p' < p*, the other players punish

the deviating player by playing some < p*. In general, trigger price strategies

allow for the players to return to p* after some period of time. The intuition of these

strategies is that in equilibrium the threat of punishment can maintain a higher price.

While there is empirical studies supporting the existence of such behavior, such a

severe and coordinated practice may seem implausible in many contexts. For example,

in the bandwidth market, we have not observed such wild swings. Instead, as costs

decrease and competitive pressure has increased, we have seen prices move down

rather smoothly and steadily. Such a phenomenon may be better modeled by a price

matching strategy where players play the lowest price observed in the prior period.

The key difference between these two classes of strategies is how we perceive the

reaction to a deviation. To the extent that it is a punishment, trigger-price strategies

are appropriate. To the extent that it is simply a protective reaction or learning

mechanism, price matching seems more appropriate. Price matching may even be

too severe, as more appropriate strategy may be to price match for a certain period

before returning to p*. However, in all strategies, deviation of a player leads to

decreased profit for some number of future periods.

We can generalize this space of strategies. In particular, in a pararneterized space,

price-matching is a mild punishment for an infinite amount of time. By parameter-

izing the punishment time and severity, we can consider a larger class of strategies.

As discussed, for the sake of clarity we initially discuss and analyze price matching

strategies. However, in Section 4.5.1, we show that our results hold for a much larger

class of strategies, namely all strategies where the punishment is no greater than a
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constant multiple of the deviation. This definition likely encompasses any strategy

that an ISP would find reasonable. It not only permits more severe punishments but

also permits strategies that forgive and return to p*.

We are now ready to formally define the price-matching strategy:

Price Matching (PM) Strategy

S1) At t = 0, offer some price pO For t > 0:

S2) i max(c, minj(pt-1))

where pt is the price offered by player j in period t such that PM is SPE.

To construct PM as a SPE, we will use the One Stage Deviation Principle which

states that a strategy is a SPE if and only if it is not possible to profitably deviate

in exactly one stage-game. This allows us to consider simple one-stage deviations as

opposed to more complicated multi-stage deviations. We state the principle, whose

proof can be found in [40], below:

Theorem 1 (One Stage Deviation Principle). In an infinite horizon multi-stage

game with observed actions where the payoffs are a discounted sum of per-period

payoffs and the per-period payoffs are uniformly bounded; strategy profile a is subgame

perfect if and only if it satisfies the condition that no player i can gain by deviating

from a in a single stage and conforming to a thereafter.

We can now use the intuition from this theorem to construct PM as SPE. (We

will formally invoke the principle in Theorem 4.3.3 below.) While the second step

of the strategy is clear, it is not immediately obvious how a player should select the

initial p. From the principle, we have that the player cannot benefit from deviating.

From price matching, we have that in equilibrium pt = p Vt. (Thus, we drop the

superscript notation and simply write p.) This means that if price matching is an

SPE then:
00 00

Z t7i(p,p) > i(p - b,p) + E tTi(p - b,p - b) (4.2)
t=O t=l

for a given (, b). Just as Eqn (2.1) simplifies to (2.3), we can simplify Eqn (4.2) to:

7i(P,P) > (1- )7ri(p - b,p) + 67i(p - b,p - b) (4.3)

Informally, this condition says that we will accept p only if the payoff to playing p

forever is greater than the payoff from deviating once and suffering the consequences.

The 7ri(p, p) term represents the payoffs of playing p, (1 -6) 7i(p - b, p) is the weighted
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payoff to deviating by some amount b, and 6ri(p - b, p - b) captures the payoffs in

the future. Note that it is strictly dominant to make the smallest possible deviation

from p. Thus, we use b, the size of the minimum bid change, as the magnitude of the

deviation without loss of generality.

Of all the values of p that satisfy Eqn (4.3), we consider the profit-maximizing

value, which we define to be p*. Therefore,

p* = max s.t. 7ri(P,P) > (1-6)7i(p-b,p) + 6i(p-b,p-b) (4.4)
p

(We solve for p* explicitly for our game by expanding 7r(.) in the following section.)

We now seek to show formally that Price Match is sub-game perfect.7 This relies

on the One Stage Deviation Principle and our construction above.

Lemma 1. PM is a SPE.

Proof. First we note that the RIRG game satisfies the technical conditions of the

principle and the fact that the game is finite ensures that the discount factor, < 1.

Therefore, we can apply the theorem and consider only one-stage deviations. We look

at each stage of the specified strategy:

S1) By construction, assuming that other players offer p*, it is optimal to offer p*.

By definition of p*, bidding a lower value decreases the discounted stream of

profits. A higher price leads to no profits in this period and no prospect of

higher profits in the future.

S2) Again by construction, there is no benefit to decreasing price. Likewise, increas-

ing price given that others are playing PM does not help.

Since we have examined all one-stage deviations, we have that PM is a SPE. D

4.3.4 Analysis of the Model

With a model and equilibrium notion, we can now examine the equilibrium conditions.

The first step is to derive an explicit expression for p* in terms of the parameters of

the game. 8

71t is important to note neither that the definition of SPE nor this proof provides any guarantee
that the value to which the players converge will indeed always be p*. One benefit of price matching
is that it seems likely that players will converge in a continuous fashion to p*.

8 As discussed, price is discrete. However, for notational simplicity, we analyze the continuous
variable p such that the market price is [LJ b.
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Table 4.1: Summary of Key Terms
Term Meaning

N Number of firms competing for the traffic
b Minimum bid change size
p Price
p* Profit maximizing price

70 ) Per-firm profit function
6 Per-period chance of the game ending
d Period of the protocol
D Expected stability of network topology
T Total amount of traffic

Theorem 2. In the RIRG, the unique equilibrium price when all players play Price

Matching is given by:

Proof. Since the firms seek to maximize their profits, we consider the profit-maximizing

price matching strategy, which bids p* as given by Eqn (4.4). Restating, we have the

market price, p, satisfies:

7ri(p,p) = (1 - 6)7i(p - b,p) + w7ri(p - b,p - b) (4.5)

where p is the price advertised.

Define m = p - c for notational simplicity. We now expand 7ri based on the

definition of the game:

7ri (pi, -i) =

{

(' ) m,Pi = pj,Vi j
T * m, pi < pVj 7 i

0, otherwise

This yields:

(1 -6) (m - b) T + (4.6)6 N) (m-b)

Solving, we have:
b(6N-6-N) (47)
1 A , 1 AT X
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or b (N-6-N)
P 1= N N ) +c (4.8)

Since all players are homogeneous and since we consider only symmetric equilibria,

this is thus the unique equilibrium. E

4.4 Understanding the Result

Given an expression for the equilibrium price, we turn to the practical questions that

we seek to understand.

4.4.1 Protocol Period

We examine the model parameter tied to the period, 6, holding the other factors

(including D) constant. Intuitively, it may seem that the period of the game should

have no impact on prices. Alternatively, a shorter period-corresponding to a faster

protocol-would perhaps help to keep the market more competitive. This is not nec-

essarily the case.

Theorem 3. The protocol period and the market price are positively correlated - or

> O.

Proof deferred to appendix.

Recall now that d = D(1 - ) - < 0. This coupled with Theorem 3 yields

Op
-P< 0 (4.9)

In other words, as the protocol period increases, the price decreases - a surprising and

initially counterintuitive result!

Careful consideration provides us with the rationale behind this conclusion. When

a player deviates, it enjoys a one-time increased payoff at the expense of diminishing

the future stream of payoffs. Consequently, the longer the period is before a competi-

tor can match the price, the bigger the benefit to deviating. Furthermore, a longer

period means fewer expected future periods. As a result, as we increase the protocol

period, we increase the propensity for a player to lower its price. It is well-known in

the repeated game theory of oligopolies that fewer periods can increase price. But it

is interesting to realize that the protocol period, typically analyzed in the context of
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Figure 4-4: Price as a function of 6 for N = 2, c = 0, and b E {0.01, 0.05, 0.1}. Margin
increases with 6 and and is very sensitive to 6 when 6 is large.

information flow and convergence, in practice also defines the number of rounds and

thus significantly impacts the equilibrium.

We depict this relationship between p and 6 by graphing Eqn (4.8) in Fig. 4-4.

As can be observed, p is strictly increasing in 6 but converges readily to c + Nb asAs can be observed, r ~~~~~N-i1a
6 -0. 9

Although this phenomenon may seems counter-intuitive at first, most consumers

are familiar with it in the form of "Price Match Guarantees" offered by many major

retailers [95] [80]. While the policies vary, the notion is that Firm A will match any

competitor's advertised price that is lower than A's price. While there are other

factors at play in these markets, this practice can be abstracted in the notion of

a protocol period. Instead of waiting some period to match the competitor's price

(e.g., in the next week's circular, in the following day, etc.) a price match guarantee

effectively brings the period to zero. Once a firm lowers its price, the other firm

effectively matches price immediately. Thus, one result of these policies is to dissuade

competitors from lowering price, since, it can be argued, it will not provide that

competitor with any additional revenue.
.~~~

9 For N > 2, c + N 1 yields c b when discretized to a multiple of b. In the one-shot game
bidding c or c - b are both Nash Equilibria. We return to this subject in Section 4.5.3.
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Table 4.2: Impact of Protocol Parameters on Price

Variable Impact on Price
N: Number of players Decreases
b: Minimum bid size Increases

d: Period of the protocol Decreases
D: Stability period for the topology Increases

Table 4.3: The Impact of a $1 Price Change with Megabyte and Megabit representa-
tion formats

Format Traffic Price Revenue New Price New Revenue
Mbits 1000 $100 $100,000 $99 $99,000

MBytes 125 $800 $100,000 $799 $99,875

4.4.2 Additional Parameters

We now consider the the other relevant parameters in similar fashion. For each

parameter found in the expression for the equilibrium price, we present the main result

and some intuition to provide better understanding. The results are summarized in

Table 4.2.

Minimum Bid Size, b

Similar to the analysis of period, we can show that '9 > 0 - as we increase theO9b

minimum bid size, the equilibrium price increases. This again comes from the firm's

decision which weighs the one-time benefit of deviating versus the longer-term cost.

The less a firm is able to decrease p and still get all the market, the more profit

it garners in the short-term and the less punishment it suffers in the long term.

Therefore, it is more likely to deviate.

It is important to understand that this is more than just a matter of precision.

Fig. 4-4 plots equilibrium price versus for N = 2, b {0.01,0.05,0.1}. Note not

only that p changes significantly but moreover that the change in p is qualitatively

greater than the change in b.

Generally in practice, the minimum bid size is not an explicit parameter but rather

it implicitly manifests itself in two protocol parameters. The first is the width of the

pricing field. In most any protocol this width is likely to be fixed. Here we see that

increasing the width of the pricing field can decrease the price in the system. Another
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means by which the minimum bid size manifests itself is via the unit of measure.

Given a fixed granularity on prices, it makes a difference if we represent quantities

in megabits or megabytes. For example, consider a system in which prices are set at

whole dollar increments. Using megabytes as opposed to megabits provides for larger

price values and thus more granularity in the prices, holding all other parameters

constant. In Table 4.4.2 we see that a $1 decrease when using megabits causes a

1% decrease in revenue whereas a $1 decrease when using megabytes causes a 0.125%

decrease in revenue. Per the logic outlined above, we see that using megabytes instead

of megabits can lead to a lower price.

Stability Period, D

The stability period is likely not under the control of the protocol per se, but it is

still useful to understand its impact on prices, holding other parameters (including

d) constant. We have that p > 0. Since d = D(1-6) - (1- d =6 we have

that -6 > 0. Thus, a- > 0. This should come as no surprise given the prior twoaD ~ ~ aD
examples. As we increase the expected duration of the game, the relative importance

of the stream of future payoffs increases. Thus, a player is less willing to deviate.

Number of Players, N

While the number of players is generally assumed to be constant, it is useful to note

that similar to the other variables, we can show that 9P < 0. This conclusion isoN
perhaps the most likely to be obvious a priori. As the number of firms increases,

the profit is split among more players. Thus, as the number of firms increases, so

too does the benefit from a one-stage deviation-and thus the propensity to deviate.

This corresponds with the basic intuition that with more firms we approach perfect

competition.

4.4.3 Discussion

Because the rest of the chapter consists of various relaxations and further analysis of

the results presented above, we pause here to make a few observations:

There are several protocol parameters which - unexpectedly - may significantly
impact the equilibrium price. These include the protocol period, the width of

the pricing field and the unit of measure. Unlike some properties that one might

readily be able to identify and reason about (such as the number of players); a
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priori it is unclear that these parameters have any affect. Further, it is unclear

which way they push the equilibrium price. These often counter-intuitive results

are therefore quite revealing.

* The conclusions about these parameters are directly applicable to system design.

Understanding the impact of these parameters is a useful result. What is per-

haps most important, however, is that a priori a protocol designer may not

have even considered these parameters as relevant at all! Therefore, merely

understanding that they are relevant, let alone understanding how they impact

the equilibrium, is an important conclusion.

* We have not shown that these repeated outcomes will always occur, but still

believe consideration of the the parameters is important. We have shown that it

is possible to obtain increased prices in repeated equilibria, but have not shown

that this result is robust to all variations to our model. In Section 4.5, we will

consider various relaxations to our model and show that similar results can be

obtained. However, in a general setting, it is possible to construct degenerate

scenarios in which such increased prices are not possible. Therefore, our argu-

ment is not that increased prices will always result if the parameters are not

considered. Instead, we argue that in general (and in changing) environments,

such outcomes may result, and in some cases will likely result. In practice, it will

be the rare case when one is certain that such outcomes will not occur. Since a

good protocol should be applicable to a wide range of circumstances, we there-

fore believe that the protocol designer should and must take these parameters

into account.

4.5 Extensions to the Model

In this section we show that the key intuition and the spirit of the results derived from

the simple Repeated Incentive Routing Game (RIRG) hold in more general networks,

strategies, mechanisms, or assumptions. There are many aspects of the model that are

either simplified (e.g., one destination) or not always general (e.g., 1st price auction).

However, the intuition from the simpler example carries over to far more general

models. In this section, we present and discuss several of these modifications to the

game. In all cases the core results the impact of the granularity of the action space

and its manifestation in the protocol parameters - holds. The underlying reason

for this is that the key intuition outlined in Section 4.3.1 holds in all of the games.
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Firms face a key decision: attempt to be the lowest-priced provider and take the

whole market, or split the market at a higher price with multiple firms. For some

extensions, where we feel that the proof is particularly insightful, we present a full

formal proof of our results. In other cases, where the extension is relatively simple,

we present only a discussion.

4.5.1 Generalizing the Strategy Space

There are several reasons why the strategy consider thus far, price-matching, may be

too narrow a space. Perhaps most important, it assumes that prices never return to

the original p*. Further, the punishment phase is limited at p - b. For example, we

could relax both of these assumptions and consider a set of strategies which punish

at p - kb, k > 0 for T periods before returning to p*.

In this subsection, we generalize our results to a larger set of strategies, which

we call Porportional Punishment strategies. The punishment of these strategies is

porportional to the deviation, and we permit prices to return to some higher price,

including p*.. This set of strategies is quite large and likely contains any strategy

that an ISP would find reasonable. While it may also contain strategies that are not

reasonable, we simply use it to show that it is a sufficent condition for our results to

hold in general. The reason that we bound the punishment is to prevent the grim

strategy (or variants thereof) where the punihsments can become arbitrarily large.

With sufficently high 6, this would enable infinitely high prices - in the absence of

other constraints (such as an non-zero elasticity of demand) - which is not sensible.

For this set of strategies, we seek to understand the highest possible market price,

p, given a fixed (N, 6, b) tuple. We derive a bound and show that this bound is tight.

Using this bound we can show that our conclusions regarding the parameters still

hold. Further, we can show that it is possible for the protocol designer, if she indeed

desired, to bound prices using the parameters to pi + e where p' is the price in the

one-shot, first-price auction.

To begin our analysis, we introduce some new notation: Let cA be the price

proscribed by strategy in period t given history h. Let pt be the bid of player i in

period t. Finally, let D(a, h, s)= {t > s ]3 p < a'- }. These are the periods where

there has been a deviation.

We now define A which represents the set of all one-stage deviations for a strategy

0(.

Defintion: Let A be the set of all tuples (h, h, a) such that:
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1. is a SPE strategy.

2. ht = t t <t 0

3. In to, 3 p' = p < ceht~-

4. D(a, h, to) =D(, ht. to)

Informally, this says that the two histories are the same until to (2), there is a

deviation at to (3), and that there are no further deviations (4). We now define the

set of Porportional Punishment Strategies (PP) as follows:

Definition: a PPk iff a is a symmetric SPE and V(h, h, a) E A, Vt > to, Vp':

c - c4 < k(r -p')

This captures our definition of porportional punishments. We now turn to ana-

lyzing the equilibrium conditions. To do so, we introduce two new terms: p and k:

Definition: p is the highest price obtained by a in any period, that is:

a tp = max h
Vt,h

Definition: We define gk to be the maximum price for all strategies in PPk. More

formally,

Pk = max p
oEPPk

Theorem 4. If a C PPk, then pa < b(5-)(N-6k) Further this bound is tight, that is,
- b(6N-N-6k)3 such that p = p = (6-1)(N-1) + c.

Proof deferred to Appendix

Given this bound of Pk, we can also analyze the bound just as we did for the

bound we derived for price matching. Simply by taking the partial derivatives, we

see that we get the same qualitative results and resulting intuition.

Theorem 5. In the RIRG, if players play strategies in PP, the value of p varies with

the parameters (, b, N) in the same manner as the optimal price matching price.
That is: p <0, > O d > O and p < O.ab~ ~~ 5-5 > 0 aN

76



Note that Theorem 4 corresponds to Theorem 2 and Theorem 5 corresponds to

Theorem 3. Less formally, this means that the practical insight regarding the protocol

parameters still holds even in this more general context where we know much less

about the behavior of the networks.

Finally, we can consider the implementation design question of how to limit

prices. 0 Here we obtain a result that in practice, we can constrain the price in-

flation that may occur in the repeated game via use of the protocol parameters.

More formally:

Theorem 6. For an instance of the RIRG with N players playing strategies in PP,

V > 0 there exists a tuple (, b) such that Pm < c + where p, is the price realized

in the market.

4.5.2 Asynchronous Play

One place where RIRG model does not match the reality of Internet routing is the

assumption of synchronized play. In real routing systems, not only is the message

exchange not; synchronized, but moreover synchronization would be a hard property

to achieve, even if it were desirable. While synchronous play is the normal model for

repeated games, a limited amount of recent work has explored asynchronous models

of repeated games, albeit in other contexts [61, 102]. While the analysis of the

previous section relied on this synchronized assumption, the key intuition of the

problem (presented in Section 4.3.1) does not. Therefore, we are able to obtain

essentially the same results in the asynchronous case, which we present below.

While the analysis below suggests that the asynchronized play does not change

the game, that is not correct. Indeed, the asynchronized play has a significant impact

on the set equilibrium strategies that can be played. For example, the grim strategy

of setting price equal to cost in response to a defection is no longer a SPE strategy.

We discuss this more in Section 4.6.2.

Theorem 7. If a C PPk, then p < < kb(-N+N.6-6N) in the asynchronous game., INO+N06-_N

Further this bound is tight, that is, 3 a such that p = -= p < kb(-NO+NO6-6N)

Proof. We know that in equilibrium:

00 00

E 6tpU > (p - b)N + E 3(it) (pf - b, to, o-i)
t=to t=to+1

100f course, as we discuss in Section 4.6, limiting prices is not necessarily a desirable goal.
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where /(.) specifies the continuation payoff to player i for a deviation at to with other
players playing v-i. Since u E PPk, let us consider the most severe punishment

(without loss of generality). This yields:

N-1 00

i (t pa > Z (Po' k b) N (~i( N (~ ipo - (i - 1) - -(pa _ kb)
t=to i =to +N

The left hand term represents the payoff to playing a. The right hand is the payoff

to deviating. As each player can move, it will match price, and thus in each round,

the profits will be shared among the players at the lower price (p- kb). After

that (N rounds), all players will be at (p - kb) forever.

We can simplify this to obtain:

pa > (1 - ) (p - kb)Ndi + 6N(pa-kb) (4.10)
i=O

For notational simplicity, we define:

N-1 (i

Ei+l)
Note that this is the sum of the first N terms of the Harmonic series with an increased

discount term each period. We can restate Eqn.(4.10) as:

pa (1 - )0(p - kb)N + N(p - kb) (4.11)

Solving for p yields:

p < kb(-NOq+ N6 6 N) (4.12)
-- NO+NO -6N

From this Theorem, we can easily derive our two conclusions:

Theorem 8. In the asynchronous RIRG, if players play strategies in PP, the value
of p varies with the parameters (, b, N) in the same manner as the optimal price
matching price. That is: < >0 , >0 and < .

'Ob OD N

and
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Theorem 9. For an instance of the asynchronous RIRG with N players playing

strategies in PP, V > 0 there exists a tuple (, b) such that Pm < c + e where Pm is

the price realized in the market.

4.5.3 FPSS-Like Assumptions

The RIRG assumption of splittable flows and a single destination maps to a variety of

practical contexts. For example, many ISPs offer a single price for all Internet routes,

making "the Internet" the single destination. Further, while flows over BGP are

confluent, routing technologies such as multihorning and overlays enable customers

to split traffic among the providers. This split can be done in time or by selecting

some granularity smaller than the destination advertised by the ISP.

However, it is useful to relax both of these assumptions. Note that if we only relax

the assumption of a single destination and now allow multiple destinations, we now

just have multiple copies of the same single link game. Conversely, if we relax just

the assumption of splittable flows but still have only one destination (and break ties

in a constant and deterministic fashion) then we have standard Bertrand competition

where the only equilibrium is price = cost and thus no repeated equilibria. 1l

We formally define the new game below. In summary there are three key differ-

ences as compared to the RIRG:

1. Flows are confluent

2. There are two destinations

3. A second-price auction sets the allocation and prices

These three relaxations map directly to the FPSS model and our counter-example

from Section 4.2. Consider, for example, the limited topology depicted in Fig. 4-5

with two players. As in FPSS, each provider advertises a single bid for its network.

Despite the changes from the RIRG, the players face a similar decision: bid low to to

obtain more traffic or concede one link to the other player in a repeated equilibrium.

We define this game formally as a game among N players below. Each player Pi will

be the low cost provider to some destination ti.

We define the game formally as:

Model: N-Player Repeated VCG Routing Game

"Here we assume that time-dependent or such alternating period strategies are implausible.
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Least Cost Path
........ Alternative Path

Figure 4-5: The N-Player Repeated VCG Routing Game with N =
A is on the LCP to t whereas B is on the LCP to t2.

* There is only one source and N destinations, with units
each of t, ., t.N

each of t, ... , tN.

2. With CH > CL,

of flow from s to

* There are N networks in the game (P1, ..., PN), each connected to the source.

These N networks have identical cost c and all paths have equal quality.

* Between each pair (Pi, ti) are other networks providing connectivity. Each net-

work has a fixed price, Ch or c where Ch > cl. Each Pi is connected to ti via a

network with cost cl and connected to tj, j t i, via a network with cost Ch.

* Each AS is infinitely patient with respect to the time value of money.

* All bids are common knowledge as in the prior game.

* 6 models the finite but unknown duration

Play of the Game

1. The game proceeds in a series of rounds, each of length d, a constant that is

common knowledge.

2. At the start of each round, each of the players advertises a single bid simulta-

neously. This value represents a (perhaps truthful) per-packet cost.

3. For the entire period, for each destination, traffic is routed over the provider

with the lowest bid. In the event of a tie, traffic is sent to the lexicographic first

network. Thus, all flows are confluent.
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4. Each provider is paid for the number of packets that transit its network. The

price per packet is set by the (second-price) VCG mechanism.

We define the critical price here in a similar fashion to the prior game:

p* = max such that i(p, ) >_ (1-)7ri(p-x, p) + 67ri(-x, p-x)
P

for a given tuple (, w) and any x > b. However, note that the profit function,

7w(.), and selection of p* is more subtle than before:

* The single bid requirement forces the minimum profitable deviation to be larger

than the minimum bid size. For example, if two players are at a given p and P1

decreases its price by some e < Ch -cl, there will be no benefit to this deviation.

* The deterministic tie-breaking causes an asymmetry. A player later in the

lexicographic ordering must exhibit a (slightly) larger price decrease to gain the

additional traffic.

* The nature of the second price auction is that if (p- x) is the lowest bid, then

7i (p- x, p) = Tp not T(p- x) as in the first-price auction.

Despite these differences, we are able to obtain a similar result for the protocol

period, namely that 57 > 0. (We defer this proof to the appendix.)

Theorem 10. In the Two-Player Repeated VCG Routing Game, > O.05

Proof. Deferred to Appendix O

While the impact of is the same in the 1st and 2nd price mechanisms, the

impact of b is different. First, unlike the first price auction, a player must deviate by

an amount larger than the minimum bid size to gain additional profit. Therefore, the

minimum bid size is not relevant in determining equilibrium price (beyond rounding).

This can be viewed as a positive or negative. In the repeated first-price mechanism,

as 6 - 0, p -- bNl + (Theorem 2). However, in the repeated second price

mechanism, as - 0, p y(N- 1) + c (Lemma 2 in Appendix). Both prices

correspond tlo the maximal values of the set of undominated strategies in the one-

shot game. Thus, from an implementation perspective, while it is possible to force

pI m c independent of topology, p may be significantly bound away from c even

with the slightest possibility of repetition. These elevated prices, or more simply this
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lack of control, can be viewed as another weakness of the VCG mechanism in the
repeated game.12

4.5.4 Heterogeneous Costs

Above we saw that cooperation is possible in spite of and in fact facilitated by -

heterogeneous cost structures. Examining heterogeneous costs provides better insight

into the strengths and weaknesses of our result.

With heterogeneous costs repeated can and still may exist. Let p*(c) represent
the p* in a game with homogeneous costs of c. In the case where we have c < c2,

P1 has the choice of i) selecting a repeated equilibrium in which the market is split

or ii) pricing below c2 and taking the whole market. This corresponds to bidding

p*(cl) or c2 - b respectively. For example, if we have c = 1, c2 = 1.1, and p*(1) 3,

then we would expect the equilibrium price to be 3, even though P1 could undercut

and price at say 1.09.13 This logic can be generalized to derive an equilibrium price

in the case of heterogeneous costs. Given this price, the results from prior sections

- the impact of d and b in the first price auction and the impact of in the second
price auction - still hold. Further, implicit in the second example is that differences

in costs can further enable repeated equilibria in practice as it may cause one firm

to effectively cede a market to a competitor in exchange for another market (e.g.,

domestic vs international).

This example also underlines a lesson for protocol designers. With the assump-

tion of heterogeneous costs, it is possible to construct examples where the repeated

outcome is the same as the static outcome and the protocol period and field width

are not of great importance. However, there still exists a large class of instances

where the repeated strategy will be the relevant one. Because one can rarely be sure

about the network on which a designed protocol will be run, consideration of results

presented in this chapter are therefore important.

4.6 Discussion and Future Work

The key conclusion of our work is that basic properties of the underlying proto-
col can have a significant impact on the equilibrium price. We have shown

12 This is in addition to the reasons outlined in [84] which relate to information revelation. In this
game, all information is common knowledge.

13 Note that in this case 3 < p*(c2 ). So the profit to P2 is less than if costs were homogeneous.
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this conclusion to be robust to multiple assumptions and practical conditions. This

leads us to several interesting conclusions and observations.

4.6.1 Impact of this Work

One impact of this work is that we have endowed the protocol designer with a set

of new tools. perhaps previously hidden. For example, in a simple first-price setting

we can achieve lower prices through a longer period (increase 6) a wider price field

in the protocol (smaller b), and/or a less granular bandwidth using (smaller effective

b). Holding other concerns aside, this means a consumer who has control over the

protocol and seeks to limit price may find these useful.

However, this power also exposes new and unavoidable questions for mechanism

and market selection. In particular, the tools are a double-edged sword as they raise

questions of what the designer should do. For example, the interests consumers and

suppliers may be at odds with each other. This could induce protocol alterations

or issues of market ad mechanism selection. This is another example of a "tussle"

[17]. Further troubling is that these parameters are fundamental ad thus unavoid-

able. Removing period restrictions creates a period implicitly defined by the players'

reaction time. Likewise, in any networked protocol, there is a maximum level of gran-

ularity. This poses interesting questions regarding the possibility of flexible and/or

self-adapting protocols and frameworks.

This insight speaks to the importance and practical nature of repeated games as a

tool. In this chapter, the repeated model exposes the inherent limitation of the FPSS

model, presents the fundamental problem of the repeated equilibria, and provides us

with a means of addressing this problem through practical measures. As such, the

positive results curtail the initial negative results and present repeated games as a

practical tool.

4.6.2 Future Work

There are several assumptions in our models that should be relaxed and further

examined in future work. We present them below, grouped by high level themes.

We believe that with these relaxed assumptions, repeated equilibria can arise and

when they (do the relationships we find will still hold. Nonetheless, there is room

here for considerable future work, which may provide insight into the other system

parameters.
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One area of generalization involves the consumers. In the model of this chapter,

traffic (as in the FPSS model) is fixed and exogenous. A first question would be how

to model a more active consumer - as a single user (e.g., an ISP or a CDN) or a

number of separate users. Clearly at a particular interchange there is only one user.

But it is likely that firms competing for one user will be competing for a number

of similar users. Given an active user, we must now consider what else the user

can consider and do. One obvious extension is to include some elasticity of demand

function. Another angle would be to consider a model where there are a small number

of users, which might permit a larger class of strategies for the users, such as selecting

the firm that prices lower for an extended period of time (not just one round).

Another extension to the user and network models is quality of service. In our

model, there is one fixed level of performance which does not play a factor in the

game. A simple way to incorporate performance into the game is to give each firm

a QoS type and introduce some notion of QoS into the user's utility function. To

the extent that QoS were static and users homogeneous, it is unclear that this would

qualitatively change the game. A firm with a worse QoS type would effectively have

a higher cost, depending on the user's relative ranking of these factors. However,

if QoS were negatively correlated with load, this could potentially create some in-

teresting dynamics, as lowering price would increase load thereby decreasing quality

and potentially causing the deviating firm to obtain less traffic than it would have il

the simpler model. Such a model could also incorporate capacity constraints - which

could either be fixed (representing a medium term horizon) or variable with build-out

decisions (representing a much larger meta-game). In both, quality would presumably

be a function of load relative to capacity. Results from such congestion-based models

would have strong parallels to the recent results on the Price of Anarchy in networks

[86] [53].

Focusing just on the networks, other extensions are possible. In our model, per-

unit costs are fixed. Another choice would be model cost as a function of load, perhaps

with a diminishing per-unit cost as volume increases. Another extension would be

to consider costs which decrease over time. In either case, as costs decrease, one
would expect some of that savings to enable more competitive pricing. This raises a

question, in a game with imperfect information, as to whether or not price decreases

are due to deviations or just natural forces (i.e., lower equilibria). Another way to
create similar uncertainty would be to allow traffic volumes to fluctuate over time

and/or to not have the winning bid of the prior round common knowledge in the
next. We could also consider more general network topologies with multiple active
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players along each path. Here we effectively have a chain of games being played. In

addition to adding another dimension of complexity to analyze, this also can present

some uncertainty in the input prices to the networks (since now cost is a function of

the network's internal cost as well as its upstreams' prices). As discussed in the prior

paragraph, another approach is to model cost as having two parts: a fixed component

that is a function of capacity and a variable component based on load (to capture

operational expenses).

Another particularly interesting area for future work is in the area of equilibrium

notions, as indeed the question of appropriate equilibrium notions for repeated games

is an open question [40]. In this chapter, we user the notion of sub-game perfection.

While the SPE concept provides us with some useful properties, it is not sufficiently

limiting as it still permits a large class of strategies that do not seem reasonable -

such as the grim strategy of setting price to cost in response to a defection.

While it is unclear that there is a unique strategy which should be correct for this

game, there are some clear properties. In steady state, a small number of sufficiently

patient players should be able to maintain price above cost under reasonable circum-

stances. If and when a player deviates to some p* - x, the other players should react

by matching price, or perhaps lowering price even further. And over time, prices

may rise and may or may not reach p* once again. These are the properties that

are embodied in the definition of proportional punishment strategies in Section 4.5.1.

Unfortunately, no equilibrium notion corresponds to this definition or that of the

simpler price matching strategy. (We discuss this further in Section 6.4.1.)

There are numerous alternative equilibrium notions to consider. For example,

Pareto-perfect and negotiation-proof equilibria encapsulate the notion that players

are likely to select equilibria which are somehow (weakly) better for all players. As

such, they (do not permit the grim strategy. However, they do not permit a real

punishment phase as such phases are clearly inefficient. On the other end, concepts

such as evolutionary stability are not likely to be useful, as a defecting strategy will

outperform a cooperative strategy. (This corresponds to the notion that a single

foolish or myopic player can ruin an oligopoly.)

One area of this chapter that does provide some assistance is the analysis of the

asynchronous model in Section 4.5.2. By making play asynchronous, we limit the

scope of credible threats. For example, setting price to cost in response to a defection

is not credible as it is strictly better to simply reduce price by the smallest amount

possible and get the entire market share. However, this model still permits a large

class of punishments. The problem here is that the punishment of reducing price
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in every period (by b) until it reaches c is still SPE. While this strategy is clearly

Pareto dominated by any stationary cooperative strategy, the reduce-in-every-period

strategy can be used as a threat to increase the equilibrium p*. While it is certainly

possible to add assumptions and requirements to further limit the equilibria, we have

not yet found a set of well-founded and defensible assumptions that achieve this goal.

4.7 Summary

In this chapter we develop a model of incentive (or price) based routing that captures

the notion of repetition, which is a vital aspect of practical applications. We see

that the FPSS result does not directly hold here since it is not strategyproof in the

repeated game. For a simple general model we are able to show that while prices can

increase in general settings, their value is tied closely to certain, seemingly benign,

properties of the underlying protocol. As such, we see that the protocol designer

has greater control on the market than otherwise realized. We also show that these

conclusions hold in more general settings, such as asynchronous play, a 2nd price

auction, the case of multiple destinations, and the case of heterogeneous costs. Taken

together, these results present an interesting and novel relationship between routing

protocol design and economic considerations of practical importance.
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4.8 Proofs

4.8.1 Proofs from Section 5

Proof of Theorem 3
The protocol period and the market price are positively correlated - or O > O.Proof. From equation (4.7) we have:
Proof. From equation (4.7) we have:

0p b

06 (-1 + )(-N + NA - + 1) (4.13)

We seek to show that this ratio is positive. Clearly, the numerator b > 0 and the first

term of the denominator (-1 + 6) < 0.
Considering the other term of the denominator, we have:

(-N + N-6 + 1) N(6 - 1) + (1-6)

= (1- )-N(1- 6) = (1- 6)(1-N)

Since (1 -- ) > 0 and (1 - N) < O, we have (-N + NS- + 1) < 0. Thus,

Op q-

06 (-)(-)
>0

4.8.2 Proofs from Section 6

Proof of Theorem 4

Proof. Since o( is a SPE, we know that the one-stage deviation property must hold

for every history and time step. Therefore, we examine a given strategy at a given

decision point.

For any a cooperating in a period yields PNC whereas deviating yields p - c. There-
fore, the benefit of deviating is:fore, the benefit of deviating is:

B = (pt - b)-
t

PN
N
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The cost to this one-stage deviation is:

C = 6 E at (t - at )
t>to

Since - ah < kb, we therefore have:

C 6kb

- (1-6)

The one-stage deviation property holds iff B < C or:

pt S b

N - 6)

We can rewrite this in standard form as:

p > (p - b)N( - ) + 6(p - kb)

which we can solve to yield:

< b(6N-N- k)
- (6- 1)(N-1)

Further, if at - o4 = kb. then this expression holds with equality. D

Proof of Theorem 2 For an instance of the RIRG with N players playing strategies
in PP, there exists a tuple (, b) such that Pm< c + .

Proof. From Theorem 4 we have that the highest possible price in PPk is given by

the strategy which punishes by a factor of k in each period which is in turn bound

by:

Pm < b(6N - N- k) + C (4.14)
(6-1)(N-1)

This bound also holds for ally equilibrium even when players play different SPEs

as any punishment weaker than consistently punishing by k will only decrease the

market price.
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Therefore if we seek to have Pm < c + e, we can set:

> b(6N - N - k) (4.15)
(6- 1)(N- 1)

which can be readily solved.

In particular, for a fixed b we have:

-eN + e + bN6< -eN+ +bN(4.16)
-EN + c bN - bk

and for a fixed we have:

b > (6 - 1)(N - k1) (4.17)
6N - N - 6k

4.8.3 Proofs from Section 7

Lemma 2. In the N-Player Repeated VCG Routing Game, the equilibrium bid is

given by:

* yN(2N + 6N - 26 - 1) + 6(Nc - - c) - y + c
(1-6)(1-N)

First, we must define the player's profit function. Since the first player (lex-

iographically) needs to make the smallest deviation, we focus our analysis on this

player, without loss of generality. In particular, since the players are homogenous,

if some other player (which must make a larger sacrifice) will deviate, then the first

player will as well.

Define b(,j) to be the sum of the bids on the path to j via i. That is,

b(ij) = Pi +h, i 74 j
Pi + c, t=

Next we define the indicator function, I, which denotes if i is on the LCP:

I(j Pi, P-i) = 1, b(i,j) = minkb(k,j)
, O, otherwise

Define 3(j) to be the k such that b(k,j) is the second-least (or tied for the first-

least).
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Define y = Ch - Cl.

We can now expand 7r(.) based on its definition:

7ri(pi,p-i) =- I('Pi, P-)N(/()
T

I- y -c) + I(i,pi,Pi) (3(i) + y - c)

The first term represents the sum of all profits derived from being on the least

cost path to some tj j ~ i. The second term represents the profits to being on the

LCP to t. These expressions are derived directly from the VCG calculation. Note

that per the VCG, Pi does not appear in the profit function, except for being in the

indictor term, I(.).
We now turn to the question of the equilibrium conditions. We know that in

equilibrium, bidding p must be better than deviating by some x, or:

T T
N(p+y-c) > (1-6)T(p- (N- 2)y-c) +- 6(p-x-c)

where x > y.

Since each side is monotonic in p, we consider only the case where x = y to yield:

(p+y-c) > (1-6)N(p-(N-2)y-c)+(p-y-c)

We can solve to obtain:

yN(2N + N-26 -1) + 6(Nc- y -c) -y + (4.18)
(1-6)(1-N)

Thus, in equilibrium, we have:

yN(2N + 6N - 26- 1) + 6(Nc - y - c) - y + c
(1-6)(1-N)

And the VCG price, Pv is given by:

yN(2N + 6N -2 - 1) + (Nc- y - c) - y +c
(1- 6)(1-N)

Proof of Theorem 10
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Proof. We take the partial derivative from Eqn(4.20), which simplifies to:

_Pv _ 2 y (4.21)

ad (6-1) 2 (N-1)

Since N > 2 and < 1, we have:

=6 ()2( > (4.22)a6 (-)2(+)

[]1
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Chapter 5

Repeated-Game Modeling of
Multicast Overlays

This chapter studies multicast application overlay networks in a repeated-game frame-

work. In these overlays, users have both the motivation and the means to alter their

position in the overlay tree. We introduce a repeated-game model of user behavior

that captures the practical tradeoff between a user's short-term desire for quality and

long-term desire for the network's continued existence. We simulate overlay tree-

formation protocols with this model to study their robustness to selfish users. We

show that this model can explain user cooperation and provide insight into how over-

lay systems scale in the absence of heavyweight mechanisms or identity systems. We

also use the model to derive practical guidance on how to make multicast overlay

protocols more robust to selfish users.

5.1 Introduction

The benefits of IP multicast have been long discussed and documented. By creating

copies of the data within the network instead of at the source, IP multicast simul-

taneously accomplishes several design goals to provide a scalable infrastructure for

wide-scale distribution of real-time data. Canonical examples include low-bandwidth

applications such as stock tickers and high-bandwidth applications such as live stream-

ing video.

However, IP Multicast has not been significantly deployed on the public Internet.

Several well-documented and well-understood architectures, protocols, and tools exist
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[23, 28, 101, 4, 88] and are implemented in many routers [50, 55]. Nonetheless, there

are many technical and economic reasons why these have not been adopted [26],

including a lack of clear economic incentives for ISPs. While proposals to address the

economic and [33] and technical problems exist, many challenges remain.

An alternative approach to realizing many of the same design goals is application

overlay multicast. In an application overlay multicast network, end nodes use IP

unicast to create a tree representing a virtual multicast network. Such overlays have

been examined extensively in the literature and are now beginning to be deployed.

By relying on end-user systems, the overlay eliminates the need for ISP deploy-

ment but, like other peer-to-peer applications, encounters the issue of user-incentives.

In practice, the location of a node in the tree may define its quality of service. Partic-

ularly because the system relies on end-user machines and connectivity, nodes deeper

in the tree may suffer from increased latency, jitter, or loss. Further, nodes supporting

many children may suffer from increased bandwidth or CPU utilization. This may

cause nodes to move higher in the tree anrid/or support fewer (if any) children - to

the extent that they can do so. Even this simple selfish (not malicious) behavior can

wreak havoc on the system and its efficiency. Therefore, a proper system design must

consider these incentive concerns.

One approach to these incentive issues is to design mechanisms to detect and/or

prevent cheating directly. Proposed tools here include identities, monitoring sys-

terns, micro-payments, and reputation schemes. Indeed, a study of the system using

standard one-shot game theory suggests that we cannot engender user cooperation

without either financial incentives or tight monitoring. However, it is often impossible

to implement either payment schemes or tight controls; even if possible, they likely

require a heasvy infrastructure investment. Further, systems (e.g., [14]) without this

additional infrastructure often perform reasonably well in practice!

In this chapter, we demonstrate that this apparent paradox can be explained by

the key observation that even selfish users want the system to exist in the future. We

use the tools of repeated game theory to develop a model of user behavior that captures

this positive aspect of user incentives. In our model, a user's benefit depends on her

position in the overlay tree. A strategic user evaluates each potential action based

on its total expected benefit: the sum of her immediate benefit and a (discounted)

future benefit over the expected lifetime of the system. An action to deviate from the

protocol might improve her imediate benefit, but have the side-effect of degrading

the system performance and hence shortening its expected lifespan. Thus, she will

deviate from. the protocol only if the immediate gains from cheating exceed the future
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expected loss.

In contrast to most earlier work on mechanism design for networks, we assume a

minimal infrastructure. We explicitly assume that there is no central trusted entity,

nor any form of a payment system. Further, we do not attempt to devise an effective

monitoring, identity, or reputation system. These assumptions reflect the reality of

the current Internet. Further, even if such machinery could exist, it would likely

come at a significant (monetary or performance) cost. It is therefore important to

consider alternative design approaches when possible. With this model, we study

the performance of overlay multicast formation protocols in the face of selfish user

behavior. We aim to evaluate the protocol performance, and to identify protocol

parameters or features that improve robustness to selfish users.

Another key difference of our model is that the repeated-game analysis makes the

motivation for cooperation endogenous to the model. Whether a user deviates from

the protocol is determined by her current and future payoffs, and is thus directly

dependent on the system design. In contrast, earlier explanations of cooperation in

overlay networks assume that users have an exogenous fixed type that determines their

propensity to cheat. For example, users are modeled as cheaters or non-cheaters [67],

or assigned an altruism parameter [47] [37]. User behavior is probably influenced by

exogenous type differences as well as other factors such as bounded rationality. An

ideal model would include all these factors. We however believe that an endogenous

model of cooperation is more useful for two reasons. First, it has fewer degrees of

freedom than models requiring a distribution of altruism types; this makes it easier

to make sharp, testable predictions. For example, our model naturally predicts that,

as the number of users grows, the fraction of users who deviate will tend to increase.

Such a trend was earlier observed in various systems by Huang et al. [48]. Second,

even if real user behavior involves both a system-independent altruism type and a

system-dependent endogenous incentive to cooperate, the latter aspect is likely to be

more useful to system designers.

We believe these two differences are significant and use our model to derive novel

practical insight into multicast overlay formation techniques. Because our model

explains a user's willingness to cheat based on her location in the tree, we can compare

the robustness of different topologies and tree formation techniques. In simulation, we

compare the tree-formation protocol NICE [6] to a naive tree-formation algorithm that

maximizes the network efficiency. The results suggest that NICE is more robust to

selfish users, and can actually lead to greater efficiency under fairly general conditions.

We then consider the impact of a basic NICE parameter, the cluster size. We find
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that, under reasonable conditions, increasing the cluster size can create more robust,

and thus potentially more efficient, trees.

Depending on interests and background, the reader may benefit from a non-linear

read the first time through this chapter. In Section 5.2, we present some background

information on overlay trees, focusing on the NICE protocol. In Section 5.3, we

explain and motivate the problem. We follow this in Section 5.4 by explaining why

the problem cannot be readily solved with a clever protocol and proving a formal

statement of hardness for the one-shot game. (This section could be skipped during

a first read.) Given this motivation, we present our model in Section 5.5 and our

simulator in Section 5.6. In Section 5.7 we present our core results. Because we use a

simpler model at first to help clarify the intuition, we then consider a wide-range of

relaxing assumptions in Section 5.8 and see that our results are insensitive to these

assumptions. (This section can also be skipped on a first read if desired.) We then

finish with a summary and conclusions in Section 5.9.

5.2 NICE and Multicast Tree Formation Protocols

The goal of a tree formation protocol is to create an efficient overlay tree connecting

user-nodes to a source. The notion of efficiency however is multi-variate. Important

dimensions include scalability, communication overhead, and convergence time in the

face of nodes joining and exiting the system. Performance metrics that are considered

include stress, the maximum load induced on any router in the network, and stretch

or relative-delay-penalty (RDP), the ratio of the latency of receiving a packet through

the overlay versus directly from the source.

Due to differing requirements and the tradeoffs between these metrics, there are

a variety of proposed protocols for this particular overlay problem. First, there are

centralized protocols ([78, 83]) with a single control node. The distributed algorithms

are typically discussed in two groups. The first is mesh-first protocols (e.g., Naranda

[15]) which build a mesh between the nodes to allow for multiple sources and greater

reliability. The second category is tree-first protocols, which construct a specific tree

for a given source and set of nodes. Within this class are protocols that construct trees

with specific algorithmic properties [6, 60, 104]. Another class of tree-first protocols

allows much more free-range to the nodes, essentially allowing them to connect in the

tree to the node who best serves them. [14, 52]

For most of this chapter, we examine a particular tree-first protocol, NICE. Tree-

first protocols are more appropriate in single-source applications such as the ones we
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Figure 5-1: A three-dimensional depiction of the NICE protocol. Leaders from the
lower layers become the members of the higher layers. (Figure taken from [6])

consider. Among the tree-first protocols, those that do not specify strong algorithmic

constraints easily facilitate strategic manipulation. (For example, if a node can select

its number of children, as in [14], it is easy to select 0.) Finally, among tree-based

and mesh-based protocols, NICE has been shown to have good performance across a

variety of metrics [6] including communication overhead. While some of these metrics

are orthogonal to our study, it makes NICE a good candidate for exploration.

NICE forms a hierarchical tree of clusters. Each cluster contains nodes that are

close to each other, according to some cost metric. These nodes in turn select the

centroid of the cluster to be their leader. Clusters are arranged in a hierarchy of

layers, such that the members of a cluster at layer f are leaders of clusters at layer

f- 1, as depicted in Figure 5-1. As such, all nodes belong to a layer 0 cluster.

The tree maintenance is a completely distributed process. A node joins the tree

by descending through the tree, selecting the closest node in a given cluster and then

querying it for its children. To balance the tradeoff between stretch and stress, the

tree maintains a cluster size parameter, k. If the size of a cluster falls below k it is

merged with a nearby cluster that shares a common parent. Similarly, if a cluster

becomes larger than 3k, the cluster is split with the new cluster leaders as children

of the old cluster leader's parent. The cluster leaders also periodically attempt to

improve the tree, either by transferring leadership to a new centroid or by finding a

better parent to which it should attach.

Further detail and simulation results for NICE are presented in [6].
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5.3 The Problem

A crucial problem with the tree formation protocols is that they assume that users

will be faithful to the protocol. Unfortunately, users have both the motive and the

means to alter their location in the tree. The location in the tree can significantly

impact the stream quality and the load on a node. Further, in all of these protocols,

there are a number of ways to lie and thus alter one's position in the tree. In this

section we discuss these motives and means and examine some alternative approaches

to the problem. Throughout this discussion, we refer to this tree altering behavior as

cheating.

5.3.1 Why Nodes Want to Cheat

The utility of an end-user is a function of 1) the content (data, streaming video, etc)

obtained from the tree; and 2) the responsibilities incurred from participating ill the

tree. These are in turn defined user's location in the tree and the tree structure.

Consequently, the tree structure is very important.

For a large class of applications, a node's proximity to the root significantly im-

pacts the user utility. In any networked application, processing by several interme-

diate nodes creates the potential for decreased quality - including increased latency,

loss, or jitter. This is especially relevant in the case of overlay networks where the

intermediate nodes are assumed to be end-user machines, with potentially limited

resources (such as bandwidth or processing power). Further, traffic on overlay net-

works must travel longer distances through the underlying physical network (i.e.,

stretch > 1). This further increases the chances of quality degradation. The impact

of this degradation (e.g., increased loss, latency, and jitter) can be significant to end-

user experience. For example, loss (and to some degree jitter) can be particularly

harmful for streaming applications and latency is a highly relevant metric in event

and information dissemination networks.

Another practical consideration is that supporting children has a negative impact

on a user's utility. Each additional child supported requires overhead state and

resources. While this overhead need not for example scale linearly with the number

of children, its impact can be non-trivial. This can be problematic for several reasons:

1) the user may be running other tasks at that time (e.g., email, word processing),

2) the underlying application may already be CPU intensive (e.g., streaming), and 3)

the hardware and operating system of the machine is likely not optimized to function

as a server. Even if the user has sufficient resources, the additional load can still
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(a) Efficient Topology (b) Selfish Users

Figure 5-2: Selfish Users Lead to a Different Topology

decrease the user's experience. For example, the user may wish to have such a buffer

of resources available on demand (e.g., if she wishes to open another video, launch

another CPU-intensive application). Practical validation of these concerns can be

seen in the fact that several peer-to-peer and application multicast overlay networks

allow users to disable being a parent node [14] [64].

These two assumptions, that the proximity and that the number of children impact

the user's utility, are reasonable and mild. We are not requiring that utility be strictly

decreasing in both of these parameters, nor that the relationship must be dramatic.

Indeed in Section 5.8.1, we consider a wide range of shapes for these relationships

including step functions.

The result of these two considerations is however significant. In the absence of any

enforcement mechanism or concern for the future, these two factors can transform

efficient overlay trees into degenerate, unicast trees. This is depicted in Fig. 5-2.

Instead of the hypothetical overlay topologies in Fig. 5-2a, sufficiently greedy users

will produce Fig. 5-2b. This has obvious deleterious effects on the various metrics of

system performance, and even the system's continued existence.

5.3.2 How Nodes Can Cheat in NICE

Given the incentive to cheat, it is important to understand how readily a node could

eliminate children and/or move higher in the tree. Unfortunately, there are a variety

of ways to do one and/or both in most protocols. In some protocols, such as those

where the user selects the number of children she wishes to support (e.g., the CMU

system [14]) this is trivial. In others, such as NICE, the process is more subtle but

also quite easy.
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For example':

* A node desiring to be part of a layer e cluster could just claim to be the leader

of a layer - 1 cluster, even if such a cluster did not exist.

* A node can manipulate the heartbeat messages so as to become leader of a given

cluster. and then continue to manipulate while refusing to relinquish leadership.

This could be repeated multiple times to move up the tree. (This is discussed

in further detail in [67].)

To support fewer children, a node could:

* Simply refuse to serve its children or partially-serve them (e.g.,transmit a frac-

tion of the packets).

* Delay or drop probes from new children

* When joining the tree, select a cluster where performance is marginally worse

but where it is very unlikely to become the leader.

The existence of these cheats should not be viewed as a flaw of NICE. It is designed

to operate with faithful users and thus has no protection whatsoever from any of

these cheats. Further, some of the cheats (such as some of RTT manipulation) can

potentially be addressed readily. Nonetheless, the number of cheats and the difficulty

in preventing some is very concerning.

5.3.3 Generalized Cheating Techniques

As can be seen by the example of NICE, there are a variety of ways in which a selfish

(but not malicious) user can cheat in these networks. The cheats vary based on the

protocol and algorithm used. Nonetheless, they can be placed into three primary

classes:

* Explicitly Not Supporting Children: This form of free-riding may be the simplest

form of non-cooperative behavior. One way to do this is to accept children but

not transmit content to them. In some protocols, such as [14], this behavior is

explicitly permitted as nodes can declare that they will not support children.

'These cheats are not designed to be optimal or the easiest, but rather simple and likely effective.
In Section 5.4 we discuss how such cheats may be stopped - but also how some cheats cannot be
readily prevented.
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* Measurement Manipulation: Most protocols rely on some form of measurement

(RTT, quality, or otherwise) to make tree formation decisions. It is therefore

tempting and possible to somehow manipulate these measurements. For exam-

ple, with RTT, it is trivial to delay a response and with the use of a proxy

or predicting future pings, it may even be possible to reduce measurements.

Further, if the protocol requires sharing of information between peers, this data

could be fabricated.

* Sybil Attacks Sybil attacks involve the creation of multiple identities to benefit

the true user. In practice, Sybil attacks are a second order attacks to thwart

architectures designed to address incentive problems. For example, in the case

of NICE, a user could simply claim that she is a layer f - leader and thus

should join a layer e cluster. One simple defense would be to require the user to

present the IP addresses of the user's children and descendants. A Sybil attack

here would allow the user to create fake descendants and thwart that defense.

Sybil attacks are particularly potent inasmuch as they cannot be readily detected

or prevented with technology alone given the existence of network artifacts such

as Network Address Translation (NAT) boxes. NAT boxes, used appropriately,

enable the sharing of a single IP address by multiple end-users, as depicted. To

accomplish this, the NAT box assigns each device within the network its own

IP address from a private IP space (10.*) valid only within the network. To the

outside world, each flow appears to come from the IP address assigned to the

NAT box, but on a different port number. When the IP packet is returned to

the NAT box from the remote host, the NAT box uses the port number to map

the flow to the local IP address and deliver the data. Given this architecture, it

is impossible to know whether or not two flows came from the same end-user,

nor is it (in general) possible to know the number of users behind a given NAT

box. For this reason, NAT boxes are also employed to provide privacy. However,

this provides a simple method for a user to fabricate nodes with the same IP

address.

The power of NAT boxes for Sybil attacks rests in the ability to thwart detec-

tion. Consider a monitoring system which could test nodes to see if they were

receiving the stream. This would prevent a node from claiming an invalid IP

address or another, non-involved machine, as a child. But since the fake nodes

appear on the same machine as the valid node, they will not be detected. (This
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is discussed further in Section 5.4.1.)2

There are several possible, but ultimately incomplete, defenses to Sybil attacks.

One simple defense is to have each user solve a computational puzzle. On

legitimate users behind a NAT, the load would be negligible. The hope however

would be that if the multiple users were really one machine, the computational

load would be excessive. However, in this application, this is unlikely to be

an effective solution. First, the system must support a wide range of end-

user machines, capabilities, and spare load and thus the puzzle must be mild.

Secondly, the number of fake children required to effectively cheat may, in many

cases, be quite small. Thus, a user with a slightly-above average system could

readily circumvent this defense. Another approach would be to force the NAT

to reveal its information in some form. This has the downside of exposing

potentially private information in the case of real NATs. Other approaches

that are discussed in the next section include identities and payment schemes.

5.4 Why This Problem is Hard

Unfortunately, the problem presented in the last section is difficult and perhaps im-

possible to solve given practical constraints. The goal here is to distribute the content

to the end-users in a manner that minimizes network load while providing sufficiently

good end-user quality. As is seen, achieving this goal in the face of selfish users re-

quires some additional tools. Further, each solution to a facet of the problem must

be robust to a number of counter-attacks, including including Sybil attacks. While

several approaches exist, each has weaknesses i practice.

This section explains why this problem is hard by examining these cheating tech-

niques and potential solutions. In the first part, we consider several reasonable pro-

posals for addressing this problem and discuss the weaknesses of these solutions. In

the second part of this section, we narrow the problem and formally prove a result

of hardness. In particular, the argument that there is no effective solution from an

architectural perspective is equivalent to arguing that there is no solution to the one-

shot game. Taken together, these motivate alternative approaches and in particular

a repeated game model.

2 Note that NAT boxes are not the only tool that is this effective, but rather the simplest. The
requirement is that the user has a piece of IP space where she can create multiple addressable users.
Therefore, a user in charge of a block of IP space could perform the same attack without a NAT -
or could combine the two approaches.
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5.4.1 Potential Solutions and Practical Challenges

To address the cheating techniques presented in the previous section, there are a

variety of defense mechanisms which have been proposed and in some cases imple-

mented. We present several of them below. Our examination is neither exhaustive

in the breadth of approaches nor the depth which which we consider each technique.

Instead, our goal is to highlight the important categories and explain relevant details.

In considering the merits of each approach, we make two key assumptions. The

first assumption is that only simple and lightweight architectures are appropriate.

Clearly there are many approaches to content dissemination.3 However, if an end-

user overlay is being used, it is very likely that a simpler and more light-weight

approach is suitable. The second assumption, per the previous discussion, is that

Sybil attacks from a given IP address can not be detected nor prevented. In light

of these two assumptions, we believe that while each of the following approaches has

merit, none satisfactorily addresses this problem.

* Micro-Payments The most direct approach to the incentive problem is to in-

troduce payments to the system. Proposals for such systems include taxation

schemes [46] or leveraging the VCG mechanism [91]. This of course requires

some form of a payment system, which likely would require significant infras-

tructure and additional tools such as identities. Not only does this not exist

on the Internet today, but moreover such an approach is in contrast with the

light-weight distributed design approach of the overlay network. Therefore, it

is unlikely to be appropriate for this problem.

* Bilateral Monitoring and Agreements In some peer-to-peer applications, bilat-

eral monitoring and rewards can be employed. As an example, in the area of

peer-to-peer storage Samsra [21] uses the notion of a claim to require a node us-

ing storage on another node to supply commensurate storage to another node in

the system. These claims can be probabilistically checked to ensure compliance.

This approach has also been considered in file-sharing networks [8]. However,

the multicast application differs from storage and many other applications in

the fact that the content flow is unidirectional. The parent never receives any

content from the child. Therefore, these approaches are not directly applicable.

To address this, one could artificially induce multiple topologies to the net-

work. For example, SplitStream [73] periodically regenerates the network and
3One approach is to avoid any incentive problem by using a Content Delivery Network. Here the

source pays the CDN, who in turn provides and controls all the server nodes.
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attempts to punish free-riders. Similarly, one could imagine multiple concurrent

trees with the source alternating packets among the trees. However, such an

approach is still vulnerable to Sybil attacks. 4 For example, in NICE, if a node

is able to connect to the root via a Sybil attack, no node is able to report that

it is cheating.

* Monitoring Direct monitoring of nodes and their behaviors is an attractive, but

difficult proposition. First note that in general there is no way for one node on

the Internet to monitor the actions of another. However, one could imagine a

system in which the source or indeed every node in the tree performed a series

of tests on other nodes. For example, a monitoring node could pose as a new

node to understand the tree topology, or could periodically require each node to

provide information or pass a series of tests. While many of these approaches

could prove hard and/or costly, they ultimately can be thwarted with Sybil

attacks. In particular, any node can claim to have any number of children

and descendants at the same IP address. A monitoring node could potentially

require a series of checks (e.g., supply the MD5 of some recent packet plus a

nonce) but since the fake and real clients are running on the same machine, any

test that a real node could pass can easily be handled by a fake node.

* Identities A more direct approach to stopping Sybil attacks is through the use

of identities. There are several ways of building a robust identity scheme. In

particular, the identities could be tied to a form of identification difficult to forge

(e.g., require in-person presentation of a passport) or could simply be costly to

obtain (e.g., must be purchased).

These approaches present at least two challenges. First, the system must obtain

and verify these identities. Second, the approach of requiring identities may be

inappropriate for the application due to privacy concerns or simply the hassle

relative to the value of the content.

* Reputations Reputation schemes combine aspects of monitoring and identities.

Many reputation and trust-inference systems have been proposed for peer-to-

peer systems [65, 56] and even multicast-overlay networks [62]. These ap-

proaches are challenged in at least two ways here. First, they introduce ad-

ditional. overhead and complexity to the system. Second, there is a significant

4In [73], the authors of the SplitStream paper state that their approaches "can all be potentially
defeated" with a Sybil attack. They suggest the use of strong identities, which we discuss in this
section.
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tradeoff between efficiency and robustness when using the reputation informa-

tion. For example, consider a large number of legitimate users behind a NAT

box. Likely, the efficient solution is to form a subtree linked to the larger tree

near (or at) the source. In this topology, they interact minimally with the other

nodes and thus may have a low reputation score. If the tree is significantly

altered to punish these nodes, this by definition is inefficient for the system.

However, if they are not punished, the algorithm is vulnerable to a Sybil at-

tack.

* Randomization and Fixed Inefficiencies In several of the above approaches, we

face the problem that a Sybil attack is effective in thwarting the mechanism by

creating a virtual sub-network or subtree. One drastic solution to this problem,

for example, is to construct the tree in a purely random fashion, without con-

sideration for efficiency or quality. While this could potentially eliminate the

incentive for cheating, the efficiency losses (in terms of quality and load) could

be significant. Similarly, one could consider fixed-inefficiencies - for example, a

set of users must support x external users. Here x is small, this is likely to not

impact users and thus be moot. If however x is large then we have introduced

a large inefficiency into the system.

5.4.2 Hardness of a Solution for the One-Shot Game

The above discussion argues that many potential solutions for the problem of multi-

cast overlay networks are not sufficient in the face of Sybil attacks; require overhead

that may not be appropriate for this class of applications; and/or create tradeoffs

between robustness and efficiency. We now seek to formalize this argument.

Our goal is to show that the problem, viewed as a one-shot game, cannot be solved.

To do so, we formally define the game, the objective function, and the environment.

We also assume that reputation and payment schemes do not exist, and formalize

the argument about distinguishability for Sybil attacks. For clarity, we only consider

deterministic algorithms. For this set of assumptions, we show that no tree formation

algorithm can be efficient. The key intuition is that an algorithm that effec-

tively ignores Sybil attacks creates the potential for cheating (and thus
an inefficient topology), whereas one that seeks to address it will directly
create inefficiency.
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Game Model

A fixed instance of the game is defined by:

* A network, G = (V, E), V and E are finite.

* A set of nodes N to be served, N c V

* Each node is named by an IP address and port number

* A single source, s C N, s C V which sends a stream of data to all nodes directly

connected to it. The source has infinite capacity and constant utility.

* A single, atomic, piece of content to be sent from the source to the end-users.

Given a game instance, an algorithm A(G, N) produces a tree T, which connects

the N users to s using edges in the network G. More formally, for a network (V, E)

and users N', T - (VT, ET) such that VT {N U s} and V(i,j) ET V'(i,j) -

((i, yo), (x1, Yi), ..., (x, j)) s.t. vL(i,j) C E. We consider only deterministic algorithms.
Given a tree, each node's experience is captured by a utility function, which is

defined as follows:

* d(T) denotes the depth of node i in rooted tree T and ci(T) denotes the number

of children that i supports in T.

* ui(T) == ui(di(T), ci(T)). u(.) is strictly decreasing in both di and ci.

By omission, we are assuming that there is no payment mechanism nor reputation

scheme.

Assumptions about Indistinguishability

We now formalize the practical assumptions outlined in Section 5.4.1. For the pur-

poses of this proof, we make the conservative assumption that users can only create

fake users at the same IP address, as opposed to other IPs in the same space. Nonethe-

less, even this limited amount of cheating creates an insurmountable challenge for the

tree formation protocol.

We define this problem as that of indistinguishably. If two networks, G and G'

differ only in the fact that G' has more nodes at a particular IP or set of IPs, in prac-

tice no algorithm can effectively disambiguate the two. To formalize this concept, we

first define the set of possible disguising operations, which we call fabrications.
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Definition 2. Network C' can be fabricated from network C by node i (denoted by

C -i G') if C' differs from C only in that IP address i has more nodes in C' than

in G.

Definition 3. The Potential Fabrication Set (PFS) of a network G, denoted as G*,

is defined as follows:

* G°=G

* For i > O, E G iff G E Gi- 1 or E G i- , --+i 8, and i prefers G to C

· G*=G'

Since there are a finite number of addresses, we are guaranteed to have all possible

profitable fabrications in G*.

Objective Function

With the notion of indistinguishably formally defined, it is possible to define a mean-

ingful objective function. To do so, we will first introduce the notion of load reduction

and use this to define the benefit of an algorithm. With this, we will define the ob-

jective function for the overlay tree construction algorithm.

Let L(£, T, G) be the load on link E E given tree T and network G and let UNI

represent the unicast topology over the true nodes, N, in the network.

Definition 4. The reduction of an overlay tree, T,on a network, G, is defined as

follows:

R(T, G) = max s.t. VW L(f, T, G) < max ( ( ),))-1k -k'

Conceptually, R(T, G) is the minimum load reduction over all the edges in the

network where the original load was at least 2. The motivation for the floor of 2 is

that it in some cases a load of 1 may be the absolute minimum possible. 5

As discussed, the G observed by the algorithm, A, may not be the actual net-

work but instead a fabrication of some G'. While A may perform well on G, it may

5 There are of course other metrics which may address this problem to some degree but we feel
that this metric that we use most appropriately allows us to capture the motivation and intuition
of the problem.
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however perform poorly if it believes the network is G when it is really G'. More

formally, R(A(G), G) may be high but R(A(G), G') may be much lower. To capture

this problem in our objective function, we define the actual benefit of an algorithm

to be the minimum reduction obtained over the class of all graphs in G*.

Definition 5. The benefit of an algorithm on a network is defined as:

B(A,G*) = min R(A(G), G)

if all N nodes are served and 0 otherwise.

While it may not be the goal of the algorithm to maximize the benefit per se, note

that any worthwhile tree must satisfy at least three properties:

1. B(A, Q*) > (and in most cases we would expect this to be significantly higher)

2. All N nodes are connected by T = A(G); and

3. All nodes satisfy the individual rationality constraint, that is, ui(di, ci) > 0 Vi.

Proof of Hardness

We now seek to show that this problem is hard. That is, there are simple networks

where it is possible to create overlay trees with a high reduction value but given selfish

users, the fabrication set is such that the benefit of any algorithm is 0.

Theorem 11. For any algorithm, A, 3 networks Go and G1, G PFS(Go), and

utility function u(.) such that:

1. There exists an algorithms, D, such that

R(D(G'o),Go) > 1 and R(D(Gi), G) > 1

but

2. B(A(Go), Go) = 0 or B(A(G 1 ), G1) = 0

Proof. Consider the simple networks, Go and G1 in Figures 5-3(a) and 5-3(b) respec-

tively. The networks are the same except the two bottom nodes have z children each

in G1 .

We now define two simple overlay topologies. To is any topology which contains

a connection from s to one or more nodes in A and one or more nodes in B. T1 is any
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(a) Go (b) G1

Figure 5-3: Two indistinguishable topologies. No algorithm can determine if the 2z
children in G1 are legitimate or created solely to increase the utility of the real nodes.

topology which contains a connection from s to one or more nodes in A but no nodes

in B.

First, we show that there exists a D to satisfy the first requirement of the theorem.

For Go and G1 (the true networks with faithful users), topologies To and T1 applied

to Go and G1 respectively satisfy the requirements for D. In the case of Go and To

we have a load of at most per link as compared to a load of 2 with the unicast

tree. In the case of G and T1 the only link with load greater than 1 is e1. But

L(f1, UNI) = 2z. Thus, R(D(G1 ), G) = z > 1.

The problem of course is when the networks are not faithful. Consider the case

when the underlying network is really Go, but A and B falsely claim to have z children.

Since this is exactly G1, the output of A will be as if the network were G1 even though

it is really Go. Therefore, let us consider A(G1).

* Case 1: A(G1) To L(s, A(G), Go)= 2 but L(fs, UNI(Go),G o )= 2. There-

fore, B(A, Go) = 0.

* Case 2: A(G1 ) T1 This requires that there be at least one connection from A

to B.

Let m(d) be the maximum number of nodes that can exist in an subtree rooted

at a depth of d such that all nodes satisfy the individual rationality property.
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In G1, assume that A and B select z = m(1). Further, let us assume that u(.)

is such that at depth 2, the subtree can support m(2)' < m(1) nodes.

In the unicast tree, there is no traffic between A and B, or L(jb, UNI, G1) O.

Therefore if A is to have non-zero benefit we must have L(fb, A(G1 ), G1 ) 1.

Since we must serve the users at B we must have at least one connection from

A to B. Thus, we have L(b, A(G1 ), C1) = 1.

Consider the single connection from A to B: (Ai, Bj) where Ai and Bj are

nodes. This means that Bj is at depth 2. However, since there is exactly one

link into B, all M - 1 other nodes must be descendants of Bj. Therefore, we

have a tree of size z = m(1) rooted at depth 2, which violates the definition of

Consequently, A(G1 ) does not satisfy the IR condition and thus it is not the

case that B(A(G1 ), G1) = 0.

5.5 A Repeated Game Model

The negative results of the prior section are troubling for several reasons. They do

not bode well for such overlay systems. More relevant however is that they do not

precisely correspond with our observation of reality. Indeed, on a limited scale, such

applications can be successful. In fact, some have recently argued against worrying

about incentive mechanisms for newer systems precisely for this reason [48]. A more

complete model for this problem must explain this phenomenon of cooperation but

also should do so in a fashion that aids the design of systems to engender such

cooperation, if desirable.

Our core observation is that while selfish users want to maximize their utility at

any point in timre, in most systems even selfish users want the system to exist in
the future. If a multicast topology is being considered for an application, we assume

that it is required (to some degree). Such motivations could be a source trying to

avoid a large bandwidth bill or an end-user trying to avoid being shut down by an

ISP or IT group. In such scenarios, no user cares about the state of the network per

se but all users want the overlay to continue to exist and thus indirectly care about

the network's health. This is a dynamic that is well captured by a repeated game

model.
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While our model is heavily inspired by the repeated game models of the game

theory literature, it is stark contrast with the existing Computer Science literature

on this class of problems. For example, Mathy et al[67] model cheating in multicast

overlay trees by randomly assigning a given percentage of users to be cheaters. These

cheating nodes always cheat and the other nodes are not selfish and always faithful.

This has the weakness that the desire to cheat is independent of the user's experi-

ence and thus exogenous to the model. Similarly, Feldman et al look at the related

problem of engendering cooperation in the context of peer-to-peer file sharing. Here

they develop threshold [37] and randomized (mixed) [36] strategies which produce a

non-trivial equilibrium. While the notion of repetition and cooperate is implicit in

their models, the relevant parameters (the threshold or mixing proportion) is again

exogenous to the model. By contrast, in our model, the motivation for cooperation is

endogenous to the model. All users are selfish and the propensity to cheat is based not

on some external parameter. Rather the user's actions are based on the experience of

the particular user and the degree to which she can improve her utility by cheating.

As we will see in Section 5.7.2, this difference also enables our model to be

of use in designing systems where the propensity of users to deviate is
diminished.

5.5.1 Key Modeling Decisions

Before presenting the formal model, we examine two key modeling decisions. First,

our model assumes that the motivation for cooperation is that if too many users

cheat, network load will increase and the overlay will be shut down. In practice,

there may be other or alternative reasons for cooperation, which we present below.

Also, for nodes to remain faithful, they must have some way to appreciate the state

of the network and how their actions impact this state. Another assumption our

model makes is to rely solely on repetition as the incentive for faithfulness, and not

consider such alternative concepts as epsilon-equilibria. Therefore, before presenting

the formal model, we discuss these assumptions and why they were made.

Goals of a Multicast Network

Recall that the model of cooperation here is that users' desires to cheat are mitigated

by their concern for the future. To develop a model and simulator, we must formalize

this concern. We do this by creating a metric which corresponds to the health of the

network.
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For non-trivial repeated outcomes to result, the metric must satisfy five key prop-

erties. (1) The metric must be sufficiently bad for unicast topologies but sufficiently

good given faithful users and an overlay multicast topology. (This is the core as-

sumption of overlay trees.) Further it must be the case that (2) this metric degrades

as users cheat and, if the metric is sufficiently bad, the network will cease to exist

in the future. The users must have some (3) signal of the metric, and (4) means

of appreciating the impact that their cheating has on this metric. Finally, (5) users

must have some understanding of how altering the metric affects the chances of the

network ending. Note that (3), (4), and (5) canl all be delayed and/or noisy signals.

One motivation which satisfies these requirements is network load. For the re-

mainder of this chapter, we define network load as the number of unique packet-hops,

which is analogous to average stress. If the load is too high, or close enough to the

unicast load. the network could be shut down by third party such as an ISP or IT or-

ganization. This clearly satisfies properties (1) and (2). In practice, users can obtain

a reasonable indication of the state of the network (3) from the source and/or from

traversing the network itself. Similarly, the source could provide information on the

response function (5). The source's information could a data-feed or a more crude

method such an email to users regarding the pressure the source is getting from its

ISP. To address their impact (4), users need only understand the load of the stream

and the distance to the source relative to the distance to their parent, all of which

can be observed directly. Finally, we note that in practice, the users do not even need

a noisy signal of the entire response function (5), but only the local derivative. To

capture these factors, in our model, we assume that the users have perfect information

as to the state of the network and the direct impact of their actions. We then relax

these assumptions in Section 5.8. We also assume that users have no knowledge of

the impact their actions have on other users' willingness to cheat. (We discuss this

assumption more formally in Section 5.6.9.)

Another motivation for a multicast tree is source load. Lowering the load on the

source could provide scalability or perhaps decrease the operational costs, making

the system possible. This satisfies properties (1) and (2). Further, the dynamics and

availability of information here very similar to overall network load metric above. In

this case the information is even more readily available to the source. As such, it can

satisfy (3), (4), and (5).

A third motivation for a multicast tree is increased quality given fixed resources.

With only the unicast topology, the load on the network, users, and/or source causes

degradation in the quality of the experience. This satisfies property (1). Given such a
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scenario, nodes are incentivized to reduce network stress and load on their ancestors

ill the tree so as to ensure high quality. Here decreased quality could cause nodes to

leave the system. As users leave the system, the motivation for the source to continue

broadcasting is likely diminished - for example, ad revenue may decrease or the effort

to produce the content may no longer be worthwhile. This satisfies property (2).

Last, while the observations may be more noisy, the users can satisfy properties (3),

(4), and (5) in similar fashion to the above examples.

Given that all three motivations (network load, source load, and quality) satisfy

these five parameters in similar fashions, we focus on one - network load - for the

remainder of this chapter. This is a motivation faced by many end-user broadcast sys-

tems, lest lest the ISP or relevant network operators take action against the network

load. This metric is also very similar to the metric of average stress found elsewhere

in the literature. We believe that this assumption does not impact our conclusions

and does not qualitatively affect our results.

Alternative Factors

Another major design decision is to not involve additional tools which help to explain

cooperation such as epsilon-equilibria or generosity factors. The epsilon-equilibria

notion captures the fact that that there is some effort associated with cheating and

has been suggested as a good model for networking problems [13]. However, the

cost of cheating could be as simple as downloading and installing an appropriate

binary, which is quite easy. Given that a binary for the faithful application itself

must be installed, cheating may require no additional work. Alternatively we could

incorporate some of the proposed ideas regarding altruism factors. However, we

feel that the repeated dynamic - not the barriers to cheating (epsilon equilibria) or

exogenous generosity - is the best explanation for why we may see cooperation in

these networks. While the approaches could be complimentary, we do not include

them here for clarity.

5.5.2 Formalizing the Repeated Model

Based on these assumptions, we can now model the entire game. First, we restate

the baseline definition from Section 5.4.2 with some elaborations, then we define the

network load metric and the ISP response function. We then present the equilibrium

equations.
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Instance Definition

* A network, G = (V, E), V and E are finite.

* A set of nodes N to be served, N C V

* A single source, s ~ N, s E V which sends a stream of data to all nodes directly

connected to it. The source has infinite capacity and constant utility.

* A single, atomic, piece of content to be sent from the source to the end-users.

Tree Related Definitions

Given a problem, we have an algorithm, A, which constructs an overlay topology, T.

Definition 6. The load of an overlay topology, denoted L(T, G) or L(T) s defined

as the sum of the load on the individual links, or:

L(T,G) = ZL(, T,G)
eEE

where, as before, G = (V, E) and L(C, T, C) is the load on link in network G given

the overlay topology T.

Definition 7. A valid tree is one that satisfies the requirements outlined in Section

5.4.2:

1. All N nodes are connected by T = A(G); and

2. All nodes satisfy the individual rationality constraint, that is, u(di, ci) > 0 Vi.

To satisfy properties (1) and (2) from Section 5.5.1, the ISP response for a given

load L is defined as a function of the load of the unicast tree and the load of the

faithfully constructed overlay tree. More formally we define Tmax to be the unicast

tree. That is, Tmax = (s, i)Vi E N. TF is defined to be the faithfully constructed

rnulticast overlay tree, adjusted by connecting nodes who are further from their parent

than the root to the root. Let LF = L(TF) and Lmax = L(Tmax).

A response function represents the probability that the game will end in a given pe-

riod. Therefore, to correspond to our goals, a valid response function R(L, LF, Lmax),

denoted R(L) must satisfy three properties:

1. R(LF) = 1.0 (The network will exist if users are faithful. 6)

6 We could allow for R(LF) < 1.0, but chose not to for clarity.
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2. R(Lmax) < 1.0 and R(Lmaj) > 0 (The unicast network will continue to exist

with some probability strictly less than 1.0.)

3. L) > 0 for LF < L • Lmax (For valid L, R(L) increases with L.)dL

User Model

Given an overlay tree, T, we have:

* di(T) denotes the depth of node i in tree T and ci(T) denotes the number of

children that i supports in T.

* ui(T) = ui(di(T), ci(T)). u(.) is strictly decreasing in both di and ci.

As discussed in Section 5.5.1, users have knowledge of L(T) and R(.), but not T nor

the history of plays that produced T.

In Section 5.8.2, we consider a variety of potential response functions. Two such

functions are plotted in Figure 5-15.

User Decision

At any point in time, a user may accept the faithful position in the tree (d, c) with

associated load L or cheat and obtain some alternative (d, c') with new load L'. By

construction we have d' < d and/or c' < c. Thus, we have u(d', c') > u(d, c) but such

a deviation causes the new load to be greater, that is L > L. As discussed above,

while we later relax these assumptions in simulation, we assume that all users have

perfect knowledge of R(.), L, and L' - L. We also assume that in practice they can

observe d and c.

Devoid of any monitoring or enforcement mechanism, if a user chooses to accept

(d, c) (other than (1, 0)), it must be the case that the decreased chances of the net-

work's future existence outweigh the benefits of changing the position in the tree. We

can model this formally. In doing so, we make a key assumption that users have a

limited understanding of the impact their actions will have on other users. In partic-

ular, each user moves as if her move will be the last ever. In practice, when one user

cheats, this may precipitate more cheating by others. However, for a user, reasoning

about this process is not simple. Therefore, our model assumes limited rationality -

users have no ability to reason about this impact and do not consider it. The effect

of this is that users are more likely to cheat than appropriate - making our results of

cooperation conservative.
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Taking these factors, we have that for a user i not to cheat:

00 00

E tR(L)tui(d, c) > u_(d', c') + E tR(L') t uj(d', c') (5.1)
t=O t=l

The left-hand term represents the discounted payoffs to cooperating. The first

right-hand term represents the one-stage payoff to cheating and the last term repre-

sents the continuation payoff from that cheat.

Simplifying and putting the equation into standard form:

u i(d, c) > ui(d', c') -+ R(L')ui(d, C) * 1-R(L') (5.2)

~~~~~~1-dR(L)
?ui(d,c) > (1- SR(L))ui(d', c') + 6R(L')ui(d', c') * 1- 6R(L) (5.3)

1 - 6R(L') (53

Similar to our analysis in Chapter 4, equation (5.3) equation allows examination

of how the various parameters may impact a user's desire to cheat. Informally:

* Patience of Users As - 0, the right hand side goes to ui(d',c'). Since

uti(d', c') > ui(d, c), we see that users become more likely to cheat.

* Benefit to Cheating The benefit to cheating is (u(d',c') - u(d,c)). As this
increases, the right-hand side becomes large relative to the left, meaning that

users are more likely to cheat.

* Cost to Cheating By contrast, as the cost of cheating R(L') - R(L) becomes

large, the final term becomes small, making users less likely to cheat.

5.6 The Simulator Methodology

This problem of multicast overlays is complex with many variable attributes including

the number of players, utility functions, overlay tree topology, and underlying network

topology. As a result of this complexity, it is not possible to theoretically analyze the

behavior of the entire system. Therefore, we use simulation to better understand the

system dynamics and to gain intuition for design.

In this section, we describe a simulator designed to capture and vary these pa-

rarneters. First, we overview the simulator. We then discuss several key assumptions

implicit and explicit in the simulator design.
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5.6.1 Overview

The goal of the simulator is to model the decisions, actions, and interactions of self-

interested user-nodes who are part of a single overlay topology.

1. The simulator takes a set of inputs:

* A synthetic network topology.

* A user utility function (u(d, c))

* A number of nodes (N)

* A discount factor (6)

* A tree formation algorithm

2. The simulator randomly selects a source and N nodes in the topology to be

end-users and constructs the overlay tree using the specified algorithm.

3. Each node learns its depth and number of children and receives a signal of the

efficiency of the overlay system.

4. The simulator considers each node in the topology and allows it to take action.

The permissible actions are: 1) connect to root and 2) drop child.

5. Step 4 is repeated until no node wishes to act.

6. Statistics are collected and reported.

5.6.2 Implementation of NICE

When the tree formation algorithm used is NICE, the simulator uses a custom-built

implementation of the NICE protocol. The NICE modules takes as input a network

topology, a set of N nodes, a source, and a cluster size parameter (k). The simulator

then builds the the NICE tree, bottom up, using a distance metric of hop count,

which corresponds to our definition of load (as discussed in Section 5.5). As nodes

enter and leave the tree, the NICE module performs the appropriate cluster joins and

splits as specified by the protocol. Furthermore, to simulate the limit of the constant

refinement process, upon any change to the tree, the tree is rebuilt from the bottom

(layer 0) of each rooted subtree.

One necessary modification of the NICE protocol is that we allow for multiple

top-layer nodes in steady-state. This is done for multiple reasons. In order that no
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node has negative utility, the depth of the tree and the number of children of any node

must be bounded. Yet, the tree protocol must always allow for additional children of

the source as the number of nodes increases. Furthermore, if the NICE protocol did

not allow for this, a pathological behavior could result where nodes kept increasing

their claimed layer (though fabricated nodes) to claim leadership of the top level,

thereby creating an instability in the tree. Finally, note that multiple source children

are allowed in the standard NICE protocol in cases such as partitioned networks.

Therefore, it is possible to for cheating nodes to produce such a topology if they need

to.

5.6.3 Implementation of Cheating

The simulator allows for two potential cheating actions: connecting to the source and

dropping a child. As discussed, there are a variety of ways to cheat and a variety of

partial defenses that could be used. Our simulator's implementation of the cheats is

designed to be simple but representative.

Nodes are free to connect directly to the source whenever they want. When a

nodes does so, it maintains the structure beneath itself. As such, this essentially

creates another NICE tree rooted at the same source. This tree continues to follow

the NICE protocol.

Dropping a child is a slightly more subtle operation due to the complexity in re-

configuring a tree. While there are multiple subtle ways to drop a child, the simplest

is to simply stop sending the child any data. In NICE, the orphaned node would

attempt to perform a new leader election within its cluster and connect to the higher

layer. However, this higher layer could also thwart the orphan. While it is conceivable

that we could detect when the leader at the higher layer would also reject it, this pro-

cedure of determining the exact reconnection point can be quite complex. Therefore,

for simplicity, when a child is orphaned, the simulator reconnects it directly to the

source. Further, after dropping a child, the parent creates an artificial child to avoid

receiving a new child. Given this behavior, a parent when considering whether or

not to drop a child, first considers the child who would generate the least amount

of additional load at the source. This maximizes the expected system lifetime, and

hence, the future payoff of the parent.
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5.6.4 Randomization

For a given experiment (which defines N, 6, and u(.)), each run is defined by a network

topology, a source node, and a set of user nodes. The data presented varies the inputs

in two dimensions:

* Network Topology: As discussed in Section 5.6.7, we use three different network

topologies. Each is randomly generated by BRITE, with the same parameters.

* Random Seed: Each run is defined by a random seed. The seed selects the

source and the users from the network topology. It also defines the order via

which the simulator will iterate through the users.

Unless otherwise noted, each experiment uses 30 random seeds and 3 topologies for

90 runs per data point. To facilitate comparison, we use the same topologies and

seeds across all of our experiments.

Most graphs present only the mean value over the trials. However, the individual

trials of all graphs are qualitatively similar. Therefore, we feel that the mean is a

sufficient metric, unless otherwise noted.

5.6.5 Utility Function

The assumptions about QoS and the incentive for cheating is embodied in the utility

function. We use utility functions of the following form:

u(d, c) =-Afd--3c

where 7y, A, and 0 are all parameters configurable in the simulator. The selection of

the square root function for the depth is designed to capture the decreasing marginal

disutility of increasing depth. The linear function over the number of children is based

on the fact that some of the costs of supporting children (e.g., CPU, bandwidth) scale

linearly with load. Finally, we have the constant term to capture the fact that while

depth and children do matter, another important component of the utility function is

simply obtaining the content. Unless otherwise noted, the simulations in this paper

use -y = 10, A = 1.0, and/3 = 0.25; in Section 5.8.1, we discuss a range of alternate

utility functions.
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5.6.6 Response Function

The response function of the ISP plays an important role in the behavior of the

system. The simulator does not model the actions of the ISP per se, but rather

uses the response function when evaluating the utility of different actions. Unless

otherwise noted, the simulator uses the following linear response function:

R(T)- L(UNI) - L(T)
L(UNI)- L(F)

where L(.) is the load operator, UNI is the unicast tree, and F is the tree produced

by faithful users. The function is graphed in Figure 5-4.
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Figure 5-4: The Reaction Function.
that the network will end.

As efficiency decreases, so too does the chance

Section 5.8.2 presents an analysis of a wider space of response functions, demon-

strating the relative insensitivity of the conclusions to the choice of functions.

5.6.7 Network Topologies

To generate the underlying network topologies, the simulator uses the Boston uni-

versity Representative Internet Topology gnerator (BRITE) [68] . BRITE uses

heavy-tailed models to produce inter-AS and intra-AS models. In our simulations we

use the BRITE Barabasi model, a preferential attachment model, for the inter-AS

connectivity. For intra-AS (router) connectivity, we use the BRITE Waxman model.

All models have 3000 nodes.
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Figure 5-5: Degrees of ASes and Routers in the Synthetic Network

While BRITE is a good simulator, it is not perfect. Indeed, synthetic topol-

ogy generation is an active topic of research and there is good reason to believe

that current topology generators, such as BRITE and GT-ITM [69] are not yet fully

representative of true topologies. One particular concern is that while heavy-tailed

distributions may be appropriate for AS connectivity, routers with massive numbers

of connections (as is dictated by heavy-tailed distributions) may not be practical [63].

Figures 5-5(a) and 5-5(b) plot the degree distribution for ASes and nodes respectively

cumulative over the sample topologies used. In particular, Figure 5-5(b) shows that

the maximum degree of any node is 18 and only 10 nodes have degree 15 or more,

which represents only 0.5% of nodes in a given topology. Therefore, we conclude that

while the topologies may not be perfect, this issue is not of concern for our analysis.

5.6.8 Alternative Design Decisions

The simulator, as presented, embodies a few key design decisions and assumptions

regarding the approach to finding trees and user behavior within the trees. However,

we feel that the conclusions drawn are qualitatively similar to those which would have

been obtained from alternative sound assumptions.

One implicit decision of the simulator is to construct trees instead of searching

the space of potential trees. For many formation protocols, various faithful trees

could be constructed depending on ordering. Once built, the ordering of the cheating

could also cause different stable topologies result. Therefore, an alternative approach

is to construct all possible topologies and evaluate which are stable. This has two
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downsides in that it is computationally difficult and also provides little justification

for why one topology may arise versus another.

Another key decision is whether or not actions, once taken, are permanent. In

practice, when a node cheats, for example, inventing children to move up the tree,

this cheat need not be permanent. After some period of time, based on the actions

other nodes. the node could choose to become faithful. However, such a strategy

would likely be quite complicated for a node to implement effectively. Instead, our

model takes the approach that cheating is a permanent decision, though (as described

above) after cheating the user may still choose to faithfully implement NICE in her

new subtree.

5.6.9 Proof of Equilibrium Results (Optional)

For simplicity, the strategies used by the agents here do not anticipate the reactions of

other players. Therefore, there may be additional, more efficient, equilibria which are

possible. In our analysis, we examine properties of the stables points of the simulator

- when no user wants to chat. Under reasonable assumptions, these stable points

are equilibrium outcomes even if players had a perfect ability to understand future

reactions.

While a formal proof follows, the institution is relatively simple. Consider an

overlay topology T* that is stable in the simulator. That is, no player wishes to

either root itself or drop a child considering only that action in isolation. If T* were

not an equilibrium outcome (given perfect foresight), then a player must be able to

make a beneficial move, considering the reactions of the other players. Since the only

difference between these two cases is the other players' reactions, this requires a player

i to be able to move in a way that precipitates a move by another player, j, which is

beneficial to i. We can show that under reasonable assumptions, this is impossible.

In this paper we consider two tree formation protocols, NICE, which has been

already presented, and Naive Min Cost, which we present in Section 5.7.2. One salient

feature of NICE is that while most changes to not affect the tree, some changes, over

time can produce intricate reorganizations. Thus, in rare cases, it may be possible

for a node to move which causes the protocol to further rearrange the tree in a way

that benefits the node. We call such events beneficial induced restructuring events.

In practice, not only are such events relatively rare (since it involves at least two

cheating moves leading to a positive outcome) but it would be very difficult for a

node to properly foresee such a move. Further, the move will likely need to involve
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nodes not nearby in the tree as simple moves (like disconnecting from the parent or

having a child leave) can be accomplished directly by the node. We therefore feel the

following assumption is very reasonable:

Restructuring Assumption: We assume that no node can cause a beneficial in-

duced restructuring event. That is, there is no action for any player i that initially

reduces her total payoff, but induces the tree-formation protocol to restructure the

tree, which in turn induces some node j to cheat, and finally results in a topology

where the discounted payoff to i is greater than in the original topology.

Again, this assumption is only meaningful for protocols like NICE which attempt

to re-balance the tree. For protocols which produce a static tree or for architectures

in which there is no tree formation protocol, this assumption is not required. Also,

note that this assumption is not used at all in the simulation, but rather, is needed

in order to interpret the simulation outcome as an equilibrium. We can now use

the restructuring assumption to formalize the preceding argument into the following

theorem.

Definition 8. Let a be the strategy represented by the logic of the simulator. That

is, a prescribes that i moves from (d, c) to (d', c') if:

uj(d, c) > (1 - 6R(L))u+(d', c') + 6R(L')uj(d', c') *1 - 6R(L)
1 _ 6SR(L')

Further, per the implementation of the simulator, ae first considers rooting itself and

then considers child drops, in order from the least rooting cost to the most.

Theorem 12. Let T* represent a stable point for players in the simulator. As-

sume that the restructuring assumption holds. Then, starting from T*, always playing

"Stay" is a Subgame Perfect Equilibrium.

Proof. The action space available to each node is { Drop Child j, Root Self, Stay

}. Assume that the strategy of all players always playing "Stay" is not a subgame-

perfect equilibrium. Then, there must be player i who can improve her payoff by

deviating from this strategy at some point in time. Consider the first player i who

can profit from a deviation; it follows that i can profit from the deviation in the first

round after reaching topology T*, because "Stay" plays do not alter the state of the

game. Let us call the deviating action - which must be "Root Self" or "Drop Child"

-D
Let x be the total payoff to node i from playing "Stay", and let x' be the total

payoff to node i from playing D, assuming that all other nodes continue to play
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"Stay". But; this is exactly what the simulator examines and by definition it already

considered and rejected D. Thus, if T* is stable in the simulator, it must be the case

that x > x'.

Now let us consider the impact of paying D on other nodes. Let x" be the payoff to

i, taking into account the impact of playing D on other nodes. Using the restructuring

assumption, this payoff cannot be greater than x- there are no indirect benefits to i.

Thus, we must have x > x" - contradicting the assumption that D was a profitable

deviation. ]

5.7 Core Results

In this section, we present the three core results from the simulator and discuss their

significance for system design. Our three core results are:

1. System efficiency decreases with 6.

2. System efficiency decreases with N.

3. For the NICE protocol, under reasonable assumptions system efficiency for suf-

ficiently impatient users increases with k, the cluster size.

The first two results are fundamental to the thesis of this paper and validate our

basic assumptions and model - that concerns about future existence can mitigate

cheating in the absence of external enforcement mechanisms. This is in line with

standard repeated game results. The third result is novel insight gained specifically

from this problem. In short, we find that the NICE protocol naturally exploits the

tradeoff between depth and number of children by assigning nodes at higher levels

more children. This means that with even mild amounts of selfishness, NICE trees can

outperform a centralized min-cost spanning tree protocol. Further, since this tradeoff

is already an. explicit parameter in the protocol (cluster size), it can be adjusted in

various ways.

To provide insight and intuition, the results presented in this section consider a

simple model. In particular, we consider the basic utility function (from Section 5.6.5),

no noise, and linear reaction curve. In Section 5.8, we relax these assumptions to

show that the main conclusions are robust to a wide range of operating environments

consistent with our base assumptions.

Many of the graphs in this section plot the impact of a particular parameter

on system efficiency. Efficiency in this context is defined to be the fraction of the
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Figure 5-6: Efficiency versus Delta. (Note that = 0 corresponds to the one-shot
game.)

improvement provided by the overlay that is realized in the face of selfish users.

Formally, we define it as:

Definition 9. The efficiency of a particular tree, T, is defined as

L(U)-L(T)
L(U)-L(F)

where L(.) calculates the network load of a tree, U is the unicast tree, and F is the

overlay tree for the same network and users, with all users being faithful.

5.7.1 Cooperation in Practice

As expected, system efficiency decreases with delta. This can be seen simply in Figure

5-6, which examines a topology of 50 nodes. 7 The steep slope as 6 - 1.0 results from

the terms in Equation (5.3). It is also useful to note that = 0 corresponds to the

negative result from the one-shot game presented in Section 5.4.

Our second core result is that efficiency decreases with the number of nodes. This

is important to understand as it is an important dimension to consider for scalability

concerns. Figure 5-7 builds on Figure 5-6 by adding N = 10 and N = 100. Increasing

N has two impacts on efficiency - it increases the minimum delta at which cheating

occurs and increases the rate at which efficiency approaches zero.
7As discussed previously, each data point represents the average of 90 separate randomly gener-

ated trials.
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An alternative way to view the impact of the number of users is to examine the

maximum value of delta such that efficiency falls below a given threshold. We define

this critical point to be the "breaking point." Figure 5-8 plots the breaking point

as a function of delta with a threshold of 15%o. For example the graph contains the

point (0.94, 100). This means that with 6 = 0.94 the maximum number of nodes in

a network such that the efficiency is at least 15% is 100. As would be expected, the

curve is very steep as 6 - 1.0.

5.7.2 Robustness of Tree Formation Protocols

The first two core results beg the question "How does the shape of tree impact its

robustness given impatient users?" Of course different tree formation algorithms and
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protocols can form trees with vastly different structure. Thus, instead of heavyweight

mechanisms (e.g., payment schemes or monitoring) an alternative approach to build-

ing more robust trees is to alter the protocol or algorithm appropriately.

NICE vs Naive Minimum Cost Spanning Tree

To begin our analysis, we compare NICE to a centralized algorithm which creates the

minimum cost spanning tree. As in [83], this centralized algorithm may be run at the

source and with faithful nodes, will minimize the cost metric, network load. Since

selfish agents can perturb the tree, we istead call this algorithm Naive Min-Cost

Spanning Tree (NMC).

There are however several ways in which a node can cheat this centralized al-

gorithm, depending on the particulars of the algorithm. If the nodes simply report

their distances, as in [83], then a cheating node can deflate its distance to the root

and inflate its distances to its neighbors [67]. Alternatively if the algorithm limits

the number of children assigned to a node, the basic NAT-based Sybil attack will

enable the node to have no children. Further, if the algorithm attempts to minimize

or otherwise bound the depth of the tree (to reduce stretch or to preserve quality),

the NAT attack will enable a node to connect directly to the root. For the purposes

of this analysis, we assume that one or more of these techniques will permit the action

space that we simulate for NICE - a node can drop any children and/or connect to

the root if desired.

Not surprisingly, for = 1.0, NMC outperforms NICE, as can be seen in Figure 5-

9. The fact that NICE performs worse is based on the fact that NICE makes myopic

decisions based on only local information. However, note that as in [6], NICE still

performs relatively well.

However, we see that NICE is far more robust, and thus far more efficient, when

faced with selfish users. Figure 5-9 plots the load on the network for both NMC and

NICE relative to the load of the minimum cost tree, varying delta.8 While the NMC

algorithm outperforms NICE for = 1.0, its efficiency rapidly decreases. NICE is

therefore able to perform better for a wide range of 6.

Careful inspection of the tree structure lends insight into why NICE is robust but

NMC is fragile to selfishly minded users. With the NICE trees, a cluster leader at

depth k is by definition a cluster leader at all depths k' > k. As such, the benefits to

being higher in the tree are mitigated by supporting more children. In contrast, the

8 Because we are comparing two different topologies, we plot load on the y-axis.
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Figure 5-9: Performance of Naive Min-Cost vs NICE. While the NMC is superior for
faithful users, with even modest discounting NICE performs better.

minimum cost tree has no such guaranteed structure. While of course it is possible by

sheer luck to have a robust topology, this is unlikely. We can further appreciate this

relationship by looking at the distribution of utilities in the faithful trees. Figure 5-10

the per node utilities (bucketed to the integer value) of the node at tree-creation time.

Here we see that the disparity in user utilities is greater for the NICE algorithm ([

= 8.37, = 0.54) than for the Naive Min-Cost Algorithm ( = 7.46, - 0.61).

Applying the Lessons to NICE

This intuition can be used to increase the robustness of NICE itself. A structured tree

where nodes near the top are asked to bear an appropriate fraction of the burden is

more robust against user incentives. This suggests that just as we gained robustness

moving from NMC to NICE, we can, in some cases, also gain by increasing the cluster

size.

Recall from Section 5.2 that the cluster size of the NICE algorithm defines the tree

structure and the efficiency of the tree when users are faithful. Figure 5-11 depicts

this relationship. In general, we find that low k, 2 or 3, minimizes load. (While [6]

and [67] do not present an analysis of load, they do use k = 3.) Obviously for k > N,

we essentially have a unicast tree with the source sending the stream to one node who

then sends it to everyone else. For N > k > 3 efficiency degrades.

However, Figure 5-12 shows how load scales as we decrease delta for various k

and the NMC algorithm. A load of 1.0 represents the load of NMC at d = 1.0. The
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Figure 5-10: Utility Distribution for NMC
homogeneity across positions in the tree.
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Impact of Cluster Size on Load
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Figure 5-12: Load of NICE k {2, 8, 32} and NMC versus d (normalized to the load
of NMC at = 1.0.)

topologies with larger k perform worse for faithful users but degrade significantly less

as - 0. This suggests that over a range of 6 values, while increasing k may decrease

efficiency for faithful users, it can be used to increase the robustness - and thus the

realized efficiency - of the system.

5.8 Insensitivity of Results (Optional)

The previous section presented the core results and intuition for a single and relatively

simple model. In this section, we examine the impact of several important assump-

tions. For each, we show that while they can influence the quantitative results, the

key qualitative results are unchanged.

5.8.1 Insensitivity of Conclusions to Utility Functions

Recall that the utility function used in the chapter thus far is:

u(d, c) = a-Ad - c

with (, A, /) = (10, 1.0, 0.25). This function captures our assumptions regarding

the importance and direction of depth and number of children on the user's experience.

However, the intuition and conclusions presented extend to a large class of utility

functions that correspond to our assumptions.
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Figure 5-13 plots efficiency versus delta for a variety of parameter settings for the

utility function. (Each utility function is represented in the legend by a (, A, A)

tuple.) As the parameter values increase, the rate at which efficiency diminishes also

increases. This is as expected as higher parameters correspond to a greater incentive

to cheat, and vice versa. Despite these differences, the high level conclusion that

non-trivial equilibria can exist for sufficiently large can exist in our model remains.

Figure 5-14 examines the impact of the utility function on relationship between

k and efficiency as a function off . In the previous section we saw that larger k

could increase efficiency with selfish users. Again, as a baseline, we see that across all

graphs at = 1.0 the smaller values of k perform better. However, as 6 increases, this

performance difference can significantly diminish, and in some cases become inverted

- as seen in the example of the last section. Further, examining Figures 5-14(a)

and 5-14(b) which correspond to the range of utility functions most in line with our

assumptions, k = 8 is the most efficient of the 3 curves plotted for a large range of 6.

We also consider the extreme end of the parameter spectrum with 3 = 0.5 and

3 = 0.75. For perspective, moving from a depth of d = 2 to d 1 increases utility

by Xv/2 - V 0.41 and from d = 3 to d = 2 is XV3 - / 0.32. Therefore, 3 = 0.5

implies that dropping a child is always more important than moving up the tree and

that for 3 = 0.75 it's more than twice as important to drop a child than to move

from depth 3 to depth 2. Since it hard to support children in this space, it is not

surprising that k = 8 and k = 32 perform relatively poorly. However, even here, we

see that the gap between k = 2 and the other settings diminishes quickly and that

for a range of 6, k = 32 outperforms k = 2.

5.8.2 Alternative Response Functions

The analysis above uses a linear reaction curve. This embodies the assumption that

all load is equally harmful and noticed. In some circumstances, a more appropriate

shape could be one where a small amount of load goes unnoticed but even a moderate

amount of load causes alarm and reaction. This is better modeled by a sigmoid

function.

In this section, we use a parameterized sigmoid function:

r~ = I1- 1r(x) = 1 +exp(w(x- 5))

9 Note that the scales have been adjusted as appropriate to provide a clearer view of the data.
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Efficiency vs Delta for Different Utility Functions (Gamma, Lambda, Beta)
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Figure 5-13: The relationship between efficiency and delta for N=100. Each line is
represented by a (, A, 3) tuple.

Figure 5-15 depicts the sigmoid function for w C {10, 25, 50} and the linear func-

tion. As can be seen the w parameter serves to modulate the slope of the function.

Figure 5-16 plots efficiency versus delta. Here we see two effects of the sigmoid.

The flat, initial, region of the response function causes an increased amount of initial

cheating. However, the sharp drop in the probability helps to induce cooperation and

faithfulness. As w increases, both of these factors become more prominent.

5.8.3 Information and Noise

There are two key assumptions about information in the simulator. First, we assume

that the nodes have perfect information about the current level of efficiency in the

network. Second, we assume that the nodes have perfect understanding of the reaction

curve. In practice, it is far more reasonable to assume that instead the nodes will

have a noisy signal of both.

To implement such noise in the simulator, we introduce a noise term, [0,1].

Instead of assuming that the load signal, is correct, the agent treats the signal as

noisy and instead assumes that the true load, E U(£ - cA, f + cA) where U(.) is the

uniform distribution and A = L(U)- L(F), the improvement over unicast provided

by faithful users. Therefore, when evaluating the current and/or potential scenarios,

the agenlt will take the expected value over this range 1 While other noise models

l°There are two important implementation notes. First, the expected value is calculating by
evaluating the given function at a discrete number of points in the range and averaging. Second,
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Figure 5-14: Sensitivity of k with Alternative Utility Functions
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Various Reaction Functions
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Figure 5-16: The Impact of Different Response Functions on Efficiency and Robust-
ness

could be used, this model captures uncertainty both in the current position and in

the exact nature of the reaction curve.

In this model, the impact of noise varies on the reaction function, but does not

qualitatively change the results. In Figure 5-17(a), we see that with the linear

response function, increased noise causes users to be more cautious - and thus more

faithful. By contrast, in Figure 5-17(b) we see that the increased noise diminishes the

only points in the range [L(Faithful), L(UNI)] are considered. For points outside that range, the
nearest end-point of the range is used.
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Impad of Noise on Efficiency (Linear Reacton Curve)
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Figure 5-17: Impact of Noise on Different Response Functions

impact of the sigmoid. This should be expected as the expect value has the effect of

smoothing out the sharp drop.

We also consider the impact of k as a function of noise and see that the funda-

mental relationships still hold, as depicted in Figure 5-18.

5.9 Conclusions

Application overlay multicast has the potential to be a lightweight alternative to

IP multicast. In order to design robust overlays we need to take into account the

users' incentives. In this chapter, we have described an approach to analyzing user

incentives using repeated games. The critical feature of our model is that it captures

the endogenous, system-induced, motivation for users to cooperate. This allowed us to

identify system features and protocol parameters that can increase the robustness to

selfish users. We analyzed the NICE protocol, and found that its layered branching

structure helps to make the protocol more robust to selfish users; further, under

reasonable assumptions, the cluster-size parameter can be used to make the protocol

even more robust.
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Chapter 6

Discussion and Future Work

Taken together, the analysis and results of Chapters 3, 4, and 5 develop both the

understanding of the particular problem domains and the understanding of repeated

games as a general tool for networking problems. While each example examines

a unique problem and explores the analytical approach, there are several common

themes. Viewed together, these hopefully motivate further examination of repeated

games as a practical tool, as well as further work on the particular problems within

the frameworks established.

6.1 Key Contributions

The key contribution of this thesis is the presentation of repeated games as
an important and practical tool for the design of networking protocols. This

thesis is supported in two ways. The individual examples demonstrate that repeated

games can provide important insight and practical results. Further, the Introduction

argues that the importance of the repeated game stems from fundamental properties

of networking applications. This suggests a broader scope and importance - and I

believe that as a tool it can, should, and hopefully will be used in the future on a

variety of additional problems.

This thesis also makes significant contributions within each of the problem do-

mains considered. In Chapter 3, we demonstrate that user-directed routing has trans-

formed routing to the point that the repeated game model is the most appropriate.

This motivates us to consider coupling routing and pricing mechanisms and we dis-

cuss principles (such as using routes as the good) for doing so. In Chapter 4, we see

that the desirable properties of the FPSS model do not hold in the repeated setting.
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We model the repeated game and find that specific protocol parameters including

the protocol period, the granularity of the format, and the width of the price field

can have a significant on the outcome of the system. We show that these results are

robust to a number of practical assumptions and show how these parameters can con-

strain the impact of the repeated dynamic, to the extent desires. Finally, in Chapter

5, we formally show that issues of user incentives present a fundamental challenge to

network efficiency, formally proving this result for networks with NAT boxes. Our

repeated model balances a user's immediate gratification with her (selfish) desire to

see the network exist in the future. In contrast to prior models, the user's incentive to

cooperate is therefore endogenous to the model, and a cooperative equilibrium does

not require heavyweight mechanisms such as payment or identity systems. Using this

model and our simulator, we identify the tree shape in general and the cluster size in

particular for NICE as significant in building robust trees.

6.2 Thoughts on Repeated Games

I believe that repeated games can, and likely must, play a prominent role if game

theory is to significantly impact networking research. There are several reasons for

this. First and foremost, networked interactions are repeated and elementary game

theory teaches us that the outcome of the one-shot game and the outcome of the

repeated game can differ qualitatively. As seen in the examples, considering the

repeated game exposes important and often vital dynamics and relationships.

Introducing the repeated game is not without downside. Immediately, it intro-

duces complexity to the model. Further, it demonstrates the limitations of game

theory's predictive powers inasmuch as (per the Folk Theorem) many more equilibria

are possible in the repeated setting.

This thesis, however, demonstrates that these downsides can be outweighed by

significant benefits. To the extent that the repeated equilibria is dramatically different

from the one-shot game (or potentially so), the added complexity and uncertainty

are unfortunate but perhaps necessary. It is clearly better to be uncertain about

a system than to feel certain about a false conclusion. More important, this thesis

demonstrates that analysis of the repeated game model - at times with appropriate

assumptions - can produce conclusions which not only constrain this uncertainty

but also provide practical prescriptive guidance on how to control and/or improve

the system. For example, in Chapter 4, we show how seemingly benign protocol

parameters can constrain the equilibrium space. Another example is Chapter 5,
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where we are able to compare overlay architectures and discern the impact of the

cluster size.

As discussed in the Introduction, I feel that the success found in these examples is

not unique to these problems but rather related to the fundamental synergies between

repeated games and networking applications. One clear instance of this is the discrete

and parameterized nature of the action space in networked applications (Principle

4 from the Introduction) and its clear synergy with the significance of the action

space in repeated gamnes. Another relationship stems from the constraints inherent

in networked applications (Principle 3). Naturally, invoking repeated games does

not cause one to recognize or adopt these constraints to a greater degree. However,

repeated games represent an unavoidable reality (e.g., in the case of routing) or a

potentially simpler explanation (e.g., in the case of the application overlay) when the

system's constraints preclude the realization of a simple one-shot mechanism.

Another potential source of practical results is that repeated game models can

take properties, captured as fixed exogenous types in one-shot games, and make

them endogenous. Clearly, in a complete model of any of the problems considered,

it is important to recognize the heterogeneity of users and the existence of external

types. However, our repeated models focus on endogenous motivations for important

factors. In the case of routing, the problem in Chapter 3 stems from the dependency

of network business relationships on the traffic flows. In contrast to the Gao and

Rexford models (among others), our approach is to make these business relationships

endogenous to the model. Doing so exposes the important tension between user-

directed routing and commercial networks. As discussed in Chapter 5, prior models

of multicast overlay networks model users as having an exogenous type (cheater or

not). Instead, in our model, the user's propensity to cheat is defined by the system.

While both approaches capture correct properties, the repeated model has two

strengths. First, it is a simpler model with fewer degrees of freedom. It does not

require some external distribution or setting of types. As such, the model may be

cleaner. A second strength is that by making the properties endogenous, it more

readily facilitates practical analysis. For example, in our model of multicast overlays

we are able to ask the question "How will this protocol change impact a user's desire

to cheat?" This is not a question that could be asked if the propensity to cheat were

a fixed exogenous type. In general, by making these motivations endogenous, the

model allows for analysis of the impact of changing the relevant portion of the system

(e.g., protocol, network, topology). This suggests that these models are more likely

to produce practical results.
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While I believe these results obtained from these models are very informative and

desirable, they do contrast with style of results found in much of the literature - a dif-

ference some may find undesirable. In particular, much of the literature has focused

on developing strategyproof mechanisms. Unlike the FPSS result, for example, the

work on routing in this thesis does not present a way of restoring the strategyproof

properties of the system in the repeated game. Instead we suggest that such a goal

may be very difficult to achieve and perhaps even undesirable inasmuch as there is an

underlying tussle regarding mechanism selection. Similarly, for the overlay example,

our conclusions are perhaps more pessimistic than results based on a clean payment

or identity system. This weakness comes from these restrictive assumptions, not the

use of repeated games per se. That repeated games still provides practical conclusions

in spite of these pessimistic assumptions should be considered a strength of the tool.

Nonetheless, in both the routing and multicast application overlay problems, we are

able to develop a novel understanding of the problem and find novel ways of control-

ling the system. To the extent that our assumptions about what is permissible and

practical are correct, I feel that these conclusions while weaker in theory are stronger

in practice.

One area not explored in detail in this thesis is the limitations of repeated games.

The mathematics and structure of repeated games are, in general, applicable to any

problem that has some element of concern about incentives and repetition. It is not

however always the case that this analysis will yield interesting conclusions. Elemen-

tary game theory and our experiences presented in this thesis provide some guidance

in understanding when repeated games will and will not be useful, but this is still

an open (and very interesting) research question. I discuss this in more detail in the

Section 6.4 below.

6.3 A User's Manual for Repeated Games

One question suggested by this research is "How should one use repeated games

effectively as a tool?" There is no simple answer to this question. However, this

thesis provides some high-level guidance and lessons.

1. Recognize the importance of repetition in the application. To some degree, this

is the most important step. In some cases, such as our analysis of routing, this

means considering a whole new aspect of the problem. In other cases, (e.g.,

Dellarocas' examination of reputation mechanisms, the progression from the
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arguments of Crowcroft et al to our work on overlays), this means formalizing

intuition which may be implicit in the description of the problem. Nonetheless,

this thesis clearly demonstrates that repetition must be recognized to truly

understand a problem. For this repetition to be meaningful, the application

must be used over time and users must care to some degree about the future.

Conversely, if the application is one that is truly one-shot and/or there are not

incentive concerns, then repeated games will not be a useful tool. While such

cases are rare, such a negative conclusion can also be useful.

2. Develop a practical model. To apply repeated game theory to a networked

application, one must develop an appropriate model of the game. Some of the

steps in the process are standard to any game theoretic setting - for example,

capturing the user's utility function and action space. Recall that the user's

utility function need not be complex - since it is defined based on the payoff of

the stage game, not the whole game. The model will naturally and implicitly

factor in the importance of the repeated context. For example, the stage-game

utility function in the overlay example does not factor in any concern for the

overall network. The utility function is however one case where some concerns

could be raised. If the players are firms, it may be reasonable to use a simple

profit function. When the players are users, it is impossible to claim that the

function appropriately models the users. Instead, the goal should be to analyze

a class of functions for which the function shape is likely be representative of

real end-users.

One interesting modeling step for networked applications is the information

model. This must capture, for example, what users know about each other and

the network in general. In networked applications it is not always clear what

users (or even a central authority) can observe; further, this can differ between

games. For example, in the case of routing we assume strong identities, whereas

in the overlay example we do not.

Similarly a practical model of the application should be clear on the relevant

constraints - namely what tools and mechanisms are not permissible. For ex-

ample, we do not try to force or otherwise trick ISPs into being truthful with a

clever traffic-splitting routing scheme since doing so would likely violate several

properties desirable for a routing system. Similarly, for the overlay example we

explicitly assume the presence of NAT boxes and do not use payment schemes.

These assumptions, while eventually cast into a formal game theoretic model,
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have little to do with game theory and everything to do with sound system

design. A model will inherently overlook certain details. However, practitioners

should not shy away from being firm about what is and is not possible in prac-

tice. This thesis shows that even in the face of significant constraints, repeated

games may be a useful and practical tool.

3. Ask the questions the model is likely to answer. Neither game theory nor re-

peated game theory are a magical tool, capable of addressing all incentive prob-

lems. While it is always good to look for strong conclusions and completely

solutions, understanding and prescriptive advice are also very valuable in prac-

tice.

Given a repeated game model, the first question should be "What types of

equilibria are possible?" Does the outcome meaningfully differ from the one-shot

game? Are these differences clearly desirable, clearly undesirable, or perhaps

tussle-forming? These answers were readily available with our repeated game

models. In fact, some might argue that this class of conclusions could be derived

even without a formal model. While this may be the case, developing the

formal model need not be very time consuming, provides more confidence in

the conclusions, and of course facilitates further analysis.

The second question that should be asked is "How do design decisions and key

parameters impact the set of equilibria?" In the case of routing, we examine this

question analytically, by taking partial derivatives. In the overlay example, we

use simulation to better understand the interplay of these variables on synthetic

network topologies. Understanding the impact of these factors can help to

address the equilibrium space explosion that is often suffered when going to a

repeated game model.

6.4 Open Questions and Future Research

I hope that this thesis represents a step forward in the use of repeated games and

the examination of the particular problems. There are several aspects of the general

thesis and particular problems that I believe are grounds for interesting and relevant

future work.
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6.4.1 Repeated Games

I believe that there are two very interesting open high-level questions:

* "What is an appropriate equilibrium notion for repeated games?" One very

important and interesting area for future research is that of equilibrium no-

tions and refinement for repeated games. Chapter 4, discusses the impact of

the equilibrium notion in several places, most particularly Section 4.6.2. Here

the results generalize, but the question is how to come up with a defensible

equilibrium refinement that motivates a reasonable class of strategies, such as

the class of Proportional Punishment strategies. The problem here is balancing

the tension between over-constraining the equilibria (and thus not permitting

the cooperation) and under-constraining the equilibria (and thus permitting

the grim strategy - or something analogous). In Chapter 5, the discussion of

the equilibrium notion was more implicit in the formulation of the problem -

and the complexity of strategies and reasoning that was assumed. It would be

perhaps more realistic to assume that players consider the reactions of other

players - and doing so would only strengthen the results. It is however unclear

how to reason about this process however and formulate the dynamics.

* "When does one not need to worry about the repeated game?" A more formal

understanding of this question could be very useful and interesting. This would

be useful not only to limit needless work, but also to provide formal guarantees

that a mechanism or approach will be robust under repetition. Here the fun-

damental obstacle is the Folk Theorem, which allows all individually rational

outcomes in the stage-game to be enforceable equilibria of the repeated game.

Perhaps however, there are reasonable assumptions to make in the case of a

networked application, recognizing the various constraints on mechanisms and

strategies that could limit the set of equilibria in a meaningful way that is gen-

eralizable. An informal analysis of the problem suggests starting points - large

numbers of players, certain non-cooperative game structures, etc. Formalizing

this could be both interesting and useful.

6.4.2 Individual Problems

I believe that there is much progress to be made by looking at the practical reality of

routing. One important observation is that the preferences of networks are driven by

the fact that they are profit maximizing firms. Already, we have seen this approach
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informing our research on routing [42, 97]. However, much routing research still

focusing on the ranking of routes and the preferences expressed through such rankings.

In many cases, the preferences - while manifest in a complex ranking - derive from

a very simple logic. Another important observation is that routing today is, through

the amount of ranking, filtering, and modifying of information, essentially a bilateral

protocol between networks: the information exchanged between two networks need

not directly influence the information that is then passed on.

In the context of the particular problem of the Repeated Incentive Routing Game,

presented in Chapter 4, there are a variety of relaxations that could be made to the

model. Many of these are discussed in the chapter, particularly in Section 4.6.2.

Perhaps the most interesting would be to examine more general networks. In equi-

librium, one might expect the results to be the same. However, appropriate models

of uncertainty in future costs, especially in the case of asynchronous play, could be

interesting and require interesting models of the hierarchy of AS relationships.

In the case of application multicast overlay, several interesting extensions are pos-

sible. One would be to consider some of the alternative motivations presented in the

chapter for cooperation. In particular, the notion of users leaving after degrading

quality seems particularly interesting as it may cause the strategy space to become

more involved. Another interesting area would be the selective application of some

of the mechanisms that were presented as incomplete solutions. For example, pay-

ments cannot solve the general problem. However, applied in particular instances

(e.g., large corporations paying for better quality), they may be useful. Understand-

ing when and how to apply these - and how they help the repeated dynamic to

support larger equilibria could be a fascinating and pragmatic extension to the work.

Lastly, examination of additional overlay protocols and examination of the behavior

of currently deployed systems also may yield interesting results.

6.4.3 Addition Problems

One area of future work which I believe holds great promise is the application of

repeated game analysis to other problems not directly considered in this thesis. These

problems can involve firms (e.g., additional network competition, competition for

wireless coverage, web services, or caching), individuals (e.g., ad-hoc networks, other

peer-to-peer problems), or both (e.g., grid networks, sensor networks). In all of these

problems, the inter-temporal dynamic has the potential to play a significant role,

suggesting that considering the problem in a repeated context may produce important
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novel insights.

Each of these problems has the potential to draw upon- but moreover build upon

- the repeated game tools and frameworks presented in this thesis. For example,

while each problem differs, it is likely that the problems involving firms will map

somewhat to the routing examples, with firms trading off near-term profits for long-

term cooperation. Some of the more individual examples may map more closely to

the multicast example. For example, in the case of ad-hoc networks, cooperation

comes at a cost but helps to ensure the viability of the network. However, what will

likely be more interesting are the aspects of the analysis which diverge from the the

analysis presented in this thesis. These results can be meaningful in their own right,

but moreover increase the strength and applicability of repeated game analysis as a

tool for networked application and protocol design.
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